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#### Abstract

We consider an interaction Lagrangian consisting of renormalizable and nonrenormalizable terms. After a brief discussion of the vertex function and the boundary conditions determining the renormalization constant corresponding to a pseudoscalar bound state, we derive an explicit expression for the nonrelativistic $S$-matrix for scattering by the potential $1 / r^{4}$. These results are then used to evaluate $Z$. The explicit expressions obtained contain a strong cut-off dependence which cannot be factorized out. However, a specific value of the cut-off reduces the equation to a well-known eigenvalue problem, so that in this case a discrete spectrum of bound states may be obtained.


## I. INTRODUCTION

CONSIDERABLE interest has recently been devoted to the study of singular potentials at small distances, since the infinities appearing in nonrenormalizable quantum field theory are believed to have some analogy with those arising in the perturbation expansion for nonrelativistic scattering by highly singular potentials. The Bethe-Salpeter equation, which gives a covariant description of the relativistic two-body problem, has also been widely discussed in this context; in fact, as Bastai et al. ${ }^{1}$ have pointed out, there is a marked similarity between the behavior of the solutions of the BS equation near the origin and those of the radial Schrödinger equation. It is clear, therefore, that a more detailed knowledge of the characteristic features of nonrelativistic scattering by highly singular potentials could shed some light on the difficulties encountered in relativistic scattering theory.

[^0]Various authors ${ }^{2}$ have pointed out that the Jost function in potential theory is the nonrelativistic analog of the constant $Z$ which renormalizes the vertex between elementary and composite particles in a field-theoretical Lagrangian. The vanishing of this constant $Z$ is equivalent to the condition of the bound state, thus yielding a relationship between the masses of the interacting particles and their coupling constants. Several classes of interactions have recently been considered by Furlan and Mahoux ${ }^{3}$ in order to examine the characteristics of the resulting eigenvalue equations. In particular, they have shown that, for super-renormalizable and renormalizable interactions, the $Z_{1}=0$ condition is found to be either independent of a cut-off or else the cut-off can be factorized out. However, in the case of nonrenormalizable interactions, the situation is not as clear.

In the present paper, we consider an interaction

[^1]Lagrangian consisting of renormalizable and nonrenormalizable terms. In Sec. II, we briefly discuss the vertex function and obtain the boundary conditions determining the renormalization constant corresponding to a pseudoscalar bound state. In Sec. III, we derive an explicit expression for the nonrelativistic $S$-matrix for scattering by the potential $r^{-4}$. In Sec. IV, we use these results to evaluate the renormalization constant $Z$. The explicit expressions obtained contain a strong cut-off dependence which cannot be factorized out. Finally, we discuss the physical significance of this cut-off.

## II. RENORMALIZABLE AND NONRENORMALIZABLE INTERACTIONS

We consider the following mixture of a renormalizable and a nonrenormalizable interaction as an example illustrating interactions which, in nonrelativistic potential theory, correspond to highly singular potentials:

$$
\begin{equation*}
\mathcal{L}_{1}=g^{\prime} \bar{\psi}\left(\gamma_{5}, 1\right) \psi \phi+g \bar{\psi}\left(\gamma_{5}, 1\right) \psi \phi^{2} . \tag{2.1}
\end{equation*}
$$

Here, the $\psi$ 's represent spin- $\frac{1}{2}$ fields (mass $m$ ) and the $\phi$ 's represent massless bosons. The two couplings $\left(\gamma_{5}, 1\right)$ represent Dirac matrices for pseudoscalar and scalar interactions, respectively. The first of the interactions (2.1) is renormalizable, whereas the second is not. We now want to discuss the case, where the spinors $\psi$ form a pseudoscalar bound state of mass zero by the exchange of one or two of the bosons $\phi$. Then in ladder approximation, the integral equation for the renormalized vertex function $\Gamma(p)=\gamma_{5} \Gamma\left(p^{2}\right)$ is represented by the diagram shown in Fig. 1, where $p=\frac{1}{2}\left(p_{1}-p_{2}\right)$ is the relative 4 -momentum of the two spin- $\frac{1}{2}$ particles, and where, for convenience, we have set $q=p_{1}+p_{2}=0$. Thus, the mass of the composite particle (taken on the mass shell) is fixed, and quantization yields a relationship between $g, g^{\prime}$, and a quantum number $n$, say (and a cut-off, as we see later). The scalar and pseudoscalar interactions ( $1, \gamma_{5}$ ) in (2.1) may be termed as attractive and repulsive, respectively, since they correspond to attractive and repulsive potentials. $\Gamma\left(p^{2}\right)$, the scalar


Fig. 1. Diagrammatic representation of Eq. (2.2).
part of the vertex function, is easily seen to satisfy the integral equation

$$
\begin{align*}
\Gamma\left(p^{2}\right)= & Z-\frac{\lambda^{\prime} \epsilon}{(2 \pi)^{4}} \int \frac{d^{4} p^{\prime} \Gamma\left(p^{\prime 2}\right)}{\left(p^{\prime 2}+m^{2}\right)\left(p-p^{\prime}\right)^{2}} \\
& -\frac{\lambda \epsilon}{(2 \pi)^{4}} \int \frac{d^{4} p^{\prime} \Gamma\left(p^{\prime 2}\right)}{\left(p^{\prime 2}+m^{2}\right)} \int \frac{d^{4} k}{k^{2}\left(k+p^{\prime}-p\right)^{2}}, \tag{2.2}
\end{align*}
$$

where $Z$ is the vertex renormalization constant, $\lambda=g^{2} /(2 \pi)^{4} m^{2}, \lambda^{\prime}=g^{\prime 2} / m^{2}$, and $\epsilon= \pm 1$ corresponding to the ( $\gamma_{5}, 1$ ) coupling.
Now, except in the case of scalar-particle interactions, the solution of (2.2) does not decrease sufficiently rapidly at high energies due to an essential singularity at infinity, so that the introduction of a cut-off in the integration becomes inevitable. These difficulties have been discussed by various authors, ${ }^{2-4}$ and arguments have been suggested to justify the following procedure.
We perform a Fourier transformation of Eq. (2.2) [divided by $\left(p^{2}+m^{2}\right)$ ] and use the Wick rotation ${ }^{5}$ of the time component of $x$ so that we finally work in terms of a pure Euclidean metric. Furthermore, we use the integrals

$$
\left.\begin{array}{l}
\int\left(e^{i q x} / q^{2}\right) d q=(2 \pi / x)^{2} \\
\int_{0}^{\pi} e^{i p y \cos \alpha} \sin ^{2} \alpha d \alpha=(\pi / i p y) I_{1}(i p y),  \tag{2.3}\\
\int \frac{e^{i p y} d^{4} p}{\left(p^{2}+m^{2}\right)}=\left(4 \pi^{2} / y\right) m K_{1}(m y),
\end{array}\right\}
$$

where $I_{1}$ and $K_{1}$ are modified Bessel functions (the volume element $d^{4} p$ being given by

$$
p^{3} \sin ^{2} \alpha \sin \varphi d p d \alpha d \varphi d \theta
$$

in four-dimensional spherical co-ordinates) and expand $K_{1}(m|y-x|) / m|y-x|$ in terms of Gegenbauer polynomials. ${ }^{6}$ The orthogonality properties of these polynomials then yield the following integral equation:

$$
\begin{align*}
\psi(y)= & Z m K_{1}(m y)-\int_{0}^{\infty} d x\left(\frac{\lambda^{\prime}}{x^{3}}+\frac{\lambda^{\prime} \epsilon}{x}\right) \psi(x) \\
& \times\left[\theta(y-x) K_{1}(m y) I_{1}(m x)\right. \\
& \left.+\theta(x-y) K_{1}(m x) I_{1}(m y)\right] \tag{2.4}
\end{align*}
$$

where

$$
\begin{gather*}
\psi(y)=y F\left(y^{2}\right) \\
\frac{\Gamma\left(p^{2}\right)}{p^{2}+m^{2}}=\frac{1}{(2 \pi)^{2}} \int e^{-i p x} F\left(x^{2}\right) d x \tag{2.5}
\end{gather*}
$$

[^2]Differentiating (2.4) (and using well-known properties of the modified Bessel functions, such as their recurrence relations and asymptotic behavior), we obtain a differential equation and two boundary conditions:

$$
\begin{align*}
\left(\frac{d^{2}}{d y^{2}}+\frac{1}{y}\right. & \left.\frac{d}{d y}-m^{2}-\frac{\lambda^{\prime} \epsilon+1}{y^{2}}-\frac{\lambda \epsilon}{y^{4}}\right) \psi(y)=0  \tag{2.6}\\
& \lim _{y \rightarrow \infty}\left[m^{-1}(d / d y) \psi(y)+\psi(y)\right]=0  \tag{2.7}\\
& \lim _{y \rightarrow 0} y[y(d / d y) \psi(y)-\psi(y)]=-2 Z
\end{align*}
$$

This $Z$ is not to be confused with the argument $z$ of Sec. III below.

Since, in effect, the vertex function represents the bound-state wavefunction of the composite particle, ${ }^{2}$ the interactions (2.1) may be regarded as being equivalent to potentials of the form $y^{-2}, y^{-4}$ in the nonrelativistic Schrödinger equation. The first of these leads to a renormalizable interaction as discussed by Furlan and Mahoux. ${ }^{3}$ Due to the mathematical complexity of the solutions, however, the potential $y^{-4}$ has only recently been studied in some detail. ${ }^{7}$
In the following section, we show that, at least in the interesting case of reasonably high energies, these difficulties are only apparent, and a simple expression for the $S$-matrix may be derived.

## III. SCATTERING BY THE POTENTIAL $r^{-4}$

For convenience, we consider the radial Schrödinger equation for all partial waves $l$ and a repulsive potential, i.e.,

$$
\begin{equation*}
\varphi^{\prime \prime}(r)+\left[k^{2}-l(l+1) / r^{2}-\gamma^{2} / r^{4}\right] \varphi(r)=0 . \tag{3.1}
\end{equation*}
$$

We next introduce the substitutions

$$
\begin{array}{ll}
\varphi(r)=r^{\frac{1}{2}} \psi(r), & \Lambda=\left(l+\frac{1}{2}\right)^{2}, \\
\chi=r / r_{a}=e^{z^{\prime}}, & z^{\prime}=z+\frac{1}{4} i \pi \tag{3.2}
\end{array}
$$

Then, $\psi(r)$ satisfies a differential equation identical with (3.1), except for an additional term $r^{-1}(d \psi / d r)$. We also choose the parameter $r_{a}$ such that

$$
\left.\begin{array}{cc} 
& k^{2} r_{a}^{2}=\gamma^{2} / r_{a}^{2}=g^{2},  \tag{3.3}\\
\text { and set } & h^{2} \equiv i g^{2} .
\end{array}\right\}
$$

Then, $\psi(z)$ satisfies the modified Mathieu equation

$$
\begin{equation*}
d^{2} \psi \mid d z^{2}-\left[\Lambda-2 h^{2} \cosh 2 z\right] \psi(z)=0 . \tag{3.4}
\end{equation*}
$$

We observe that this equation is invariant under the interchanges

$$
\begin{gather*}
h \rightarrow \pm h, \quad z \rightarrow-z,  \tag{3.5a}\\
h \rightarrow \pm i h, \quad z \rightarrow-z \mp \frac{1}{2} i \pi, \quad \text { i.e., } \quad z^{\prime} \rightarrow-z^{\prime} . \tag{3.5b}
\end{gather*}
$$

[^3]The corresponding invariant points are (a) $z=0$, (b) $z=\mp \frac{1}{4} i \pi, z^{\prime}=0$.

Now, in an earlier investigation ${ }^{8}$ it was shown that, for large values of $h^{2}$, two linearly independent solutions of Eq. (3.4) may be written as

$$
\left.\begin{array}{l}
\psi_{0}(z, h)=A(z) \exp (-2 i h \sinh z),  \tag{3.6}\\
\bar{\psi}_{0}(z, h)=\vec{A}(z) \exp (+2 i h \sinh z),
\end{array}\right\}
$$

where $A(z), \bar{A}(z)$ are known functions of $z$. The following asymptotic behavior of these solutions is easily verified [cf. (3.2)]

$$
\begin{gather*}
\exp [\mp 2 i h \sinh z] \underset{x \rightarrow 0}{\sim} \exp [\mp g / x]=\exp [\mp \gamma / r]  \tag{3.7}\\
\exp [\mp 2 i h \sinh z] \underset{x \rightarrow+\infty}{\sim} \exp [\mp i g x]=\exp [\mp i k r] .
\end{gather*}
$$

Clearly by (3.5) and (3.6), we also have the following pair of solutions

$$
\begin{equation*}
\psi_{\mp}(z ; h)=\psi_{0}\left(-z-\frac{1}{2} i \pi ; \pm i h\right) \tag{3.8}
\end{equation*}
$$

with the property

$$
\begin{equation*}
\psi_{\mp}(z ; h) \underset{r \rightarrow \infty}{\sim} e^{\mp i k r} . \tag{3.9}
\end{equation*}
$$

The $S$-matrix may then be derived as follows. Writing

$$
\begin{equation*}
\left(r^{\frac{1}{2}}\right) \psi(z ; h)=A\left\{\psi_{-}(z ; h)-S(h) \psi_{+}(z ; h)\right\}\left(r^{\frac{1}{2}}\right) \tag{3.10}
\end{equation*}
$$

and taking the limit $r \rightarrow \infty$, we see that (3.10) is the standard definition of the $S$-matrix. The solution regular at $r=0$ (i.e., $x=0$ ) is

$$
\begin{equation*}
\left(r^{\frac{1}{2}}\right) \psi(z ; h)=B \psi_{0}(z ; h)\left(r^{\frac{1}{2}}\right) . \tag{3.11}
\end{equation*}
$$

Thus, to obtain the $S$-matrix, all we need is the analytic continuation of (3.11) to (3.10), i.e., [cf. (3.5)] at $z_{0}=-\frac{1}{4} i \pi$. Hence, equating (3.10), (3.11), and their derivatives at this point, we have

$$
\begin{align*}
S(h)= & \left.\begin{array}{c}
\psi_{0}(z ; h)(d / d z) \psi_{-}(z ; h) \\
\psi_{0}(z ; h)(d / d z) \psi_{+}(z ; h) \\
-\psi_{+}(z ; h)(d / d z) \psi_{0}(z ; h)
\end{array}\right|_{z_{0}} \\
= & \left.\begin{array}{c}
\psi_{0}(y ; h)(d / d y) \psi_{0}(y ;+i h) \\
\psi_{0}(y ; h)(d / d y) \psi_{0}(y ;-i h) \\
+\psi_{0}(y ;-i h)(d / d y) \psi_{0}(y ; h)
\end{array}\right|_{y=-1 i \pi} \\
= & \left.\frac{(d / d z)\left[\psi_{0}(z ; h) \psi_{0}(z ;+i h)\right]}{(d / d z)\left[\psi_{0}(z ; h) \psi_{0}(z ;-i h)\right]}\right|_{z=-\frac{t i \pi}{}} . \tag{3.12}
\end{align*}
$$

[^4]It is now necessary to specify the function $A(z)$ in solution (3.6); this function is given by ${ }^{8}$

$$
\begin{align*}
A(z ; h)= & A_{q}(z)+\left(2^{7} h\right)^{-1}\left\{P_{1}(1) A_{q+4}+P_{1}(-1) A_{q-4}\right\} \\
& +\left(2^{7} h\right)^{-2}\left\{P_{2}(2) A_{q+8}+P_{2}(1) A_{q+4}\right. \\
& \left.+P_{2}(-1) A_{o-4}+P_{2}(-2) A_{q-8}\right\}+\cdots \\
= & \sum_{p=0}^{\infty} \sum_{j=-p}^{p}\left(2^{7} h\right)^{-p} P_{p}(q ; j) A_{q+4 j}(z) \\
& (j \neq 0 \text { for } p>0), \tag{3.13}
\end{align*}
$$

where $q$ is related to the Floquet parameter of the Mathieu equation. ${ }^{8}$ The coefficients $P$ are known ${ }^{9}$ or can easily be calculated. They depend on $q$. The functions $A_{q}$ are given by

$$
\begin{equation*}
A_{a+4 j}(z)=\frac{\cos ^{\frac{1}{2}(q+4 j-1)}\left(\frac{1}{4} \pi-\frac{1}{2} i z\right)}{\cos ^{\frac{1}{2}(q+4 j+1)}\left(\frac{1}{4} \pi+\frac{1}{2} i z\right)} \tag{3.14}
\end{equation*}
$$

It is readily seen that $A_{q}(z)$ has the following limits:

$$
\begin{align*}
& \text { for } r \rightarrow 0: \quad A_{q}(z) \sim 2\left(r / r_{a}\right)^{\frac{1}{2}} \exp \left[-\frac{1}{4} i \pi\left(q+\frac{1}{2}\right)\right] \\
& \text { for } r \rightarrow \infty: \quad A_{q}(z) \sim 2\left(r_{a} / r\right)^{\frac{1}{2}} \exp \left[\frac{1}{4} i \pi\left(q+\frac{1}{2}\right)\right] . \tag{3.15}
\end{align*}
$$

This yields precisely the behavior to be expected of the solution $\varphi$ of (3.1). Now, in calculating $S$, it is incorrect to substitute the full solution (3.13) into (3.6) and thence into (3.12), since the phase shift is determined by the asymptotic behavior of the solutions, i.e., by their behavior for $r \rightarrow \infty$, or in the present case [due to the symmetry properties (3.8)] by their behavior for $r \rightarrow 0$. Thus, $S$ is obtained by substituting into (3.12) the dominant terms of $\dot{\psi}_{0}$ for $r \rightarrow 0$ and then setting $z=-\frac{1}{2} i \pi$, i.e., $z^{\prime}=0$ or $r=r_{a}$. So we set

$$
\begin{align*}
\psi_{0}(z, h) \simeq & e^{-\gamma / r} \sum_{p=0}^{\infty} \sum_{j=-p}^{p} P_{p}(q(h) ; j) /\left(2^{7} e^{\frac{1}{4} i \pi} g\right)^{p} 2\left(r / r_{a}\right)^{\frac{1}{2}} \\
& \times e^{-\frac{1}{4} i \pi}\left[q(h)+4 j+\frac{1}{2}\right] \quad(r \rightarrow 0), \tag{3.16}
\end{align*}
$$

where the dash on the sum implies $j \neq 0$ for $p>0$. We have also included an $h$-dependence in $q$, since $q$ has to be determined from the secular equation of the Mathieu equation, i.e., as the solution of a function $F(\Lambda, q, h)=0$. We now have

$$
\begin{align*}
& \psi_{0}(z ; h) \psi_{0}(z ; \pm i h) / 4 e^{-\frac{1}{4} i \pi}[q(h)+q( \pm i h)+1] \\
& \simeq\left(r / r_{a}\right) e^{-(\gamma / r)(1 \pm i)} \sum_{p_{1}=0}^{\infty} \sum_{j_{1}=-p_{1}}^{p_{1}} \sum_{p_{2}=0}^{\infty} \sum_{j_{2}=-p_{2}}^{p_{2}}(-1)^{j_{1}+j_{2}} \\
& \quad \times \frac{P_{p_{1}}\left[q(h) ; j_{1}\right] P_{p_{2}}\left[q( \pm i h) ; j_{2}\right]}{\left(2^{7} e^{\frac{1}{i \pi}} g\right)^{p_{1}}\left(\mp 2^{7} e^{-\frac{1 i \pi}{4}} g\right)^{p_{2}}} \\
& =\left(r / r_{a}\right) e^{-(\gamma / r)(1 \pm i)} \sum_{j=0}^{\infty}\left(2^{7} g\right)^{-j} Q_{j}^{( \pm)}[q(h)] \tag{3.17}
\end{align*}
$$

[^5]where
\[

$$
\begin{array}{r}
Q_{j}^{( \pm)}[q(h)]=\sum_{m=0}^{j} \sum_{j_{1}=-m}^{m} \sum_{j_{2}=m-j}^{j-m}(-1)^{j_{1}+j_{2}} \frac{P_{m}\left[q(h) ; j_{1}\right]}{\left(e^{\frac{1}{i} i \pi}\right)^{m}} \\
\times \frac{P_{j-m}\left[q( \pm i h) ; j_{2}\right]}{\left(\mp e^{-\frac{1}{2 i \pi}}\right)^{j-m}} \tag{3.18}
\end{array}
$$
\]

and

$$
Q_{0}^{( \pm)}[q(h)]=1
$$

Clearly,

$$
\begin{align*}
& \frac{(d / d z)\left[\psi_{0}(z ; h) \psi_{0}(z ; \pm i h)\right]_{z=-\frac{1}{4} i \pi}}{4 e^{-\frac{1}{4 i \pi}}[q(h)+q( \pm i h)+1]} \\
& \quad=r_{a} \frac{d}{d r}\left[\frac{r}{r_{a}} e^{-(\gamma / r)(1 \pm i)} \sum_{j=0}^{\infty} \frac{Q_{j}^{( \pm)}[q(h)]}{\left(2^{7} g\right)^{j}}\right]_{r=r_{a}} \\
& \quad=e^{-g(1 \pm i)}[1+g(1 \pm i)] \sum_{j=0}^{\infty} \frac{Q_{j}^{( \pm)}[q(h)]}{\left(2^{7} g\right)^{j}} \tag{3.19}
\end{align*}
$$

Now, the $S$-matrix assumes the simple form

$$
\begin{align*}
& S=e^{-2 i g}\left[\frac{1+i+1 / g}{1-i+1 / g}\right] \cdot \frac{\sum_{j=0}^{\infty} Q_{j}^{(+)}[q(h)] /\left(2^{7} g\right)^{j}}{\sum_{j=0}^{\infty} Q_{j}^{(-)}[q(h)] /\left(2^{7} g\right)^{j}} \\
& \times \exp \left(-\frac{1}{4} i \pi\right)[q(+i h)-q(-i h)] \tag{3.20}
\end{align*}
$$

We have already remarked that $q$ is a function of $h$; in fact, our solutions $\psi$ are solutions of the modified Mathieu equation only if also ${ }^{8.10}$

$$
\begin{array}{r}
\Lambda\left(h^{2}\right)=-2 h^{2}+2 h q-\frac{1}{8}\left(q^{2}+1\right)+O(1 / h) \\
{\left[h=+\left(h^{2}\right)^{\frac{1}{2}}\right]} \tag{3.21}
\end{array}
$$

This equation determines the (as yet) unknown parameter $q$. For nonintegral values of $q$, the parameter $h$ in (3.21) has to be taken as the positive square root of $h^{2} .{ }^{11}$ It then follows that, if we solve (3.21) for $q, q$ is also a function of $h^{2}$; in fact,

$$
\begin{align*}
& q\left(h^{2}\right)=4 h[2 \pm \sqrt{3}]+O(1 / h) \\
& q(+h)=q(-h), \quad h=+\left(h^{2}\right)^{\frac{1}{2}} \tag{3.22}
\end{align*}
$$

[Note: $\Lambda$ of Eq. (3.21) is the $\Lambda$ of both solutions proportional to $\exp ( \pm 2 h i \sinh z)$ ]. Since $q( \pm i h)$ is to be understood as $q(h)$ with $h$ replaced by $\pm i h$, it follows that these two functions must also be identical. So their exponentials in (3.20) give no contribution.

Unfortunately, an expansion of $q$ [cf. (3.22)] in falling powers of $h$ does not appear to be given in the literature, whereas expansions in rising powers of $h^{2}$ are well known. ${ }^{10}$ Also, the unitarity of the quotient

[^6]of sums in (3.20) cannot be easily seen. However, substitution of (3.22) into the coefficients ${ }^{8}$
\[

$$
\begin{aligned}
P_{1}(q, 1) & =(q+1)(q+3) \\
P_{1}(q,-1) & =-(q-1)(q-3)
\end{aligned}
$$
\]

shows that to $0(1)$ the terms in the numerator are the same as those in the denominator and are real (so these terms "preserve" unitarity and do not contribute to the phase shift).

Equation (3.21) exhibits the characteristic difference between the behavior of the phase shift $\delta$ for potentials of centrifugal or Coulomb type and that for the singular potentials. We observe that, in the limit $k \rightarrow \infty$ (i.e., $g \rightarrow \infty$ )

$$
\begin{equation*}
S \sim e^{-2 i g}(1+i) /(1-i)=e^{\frac{1}{2} i \pi-2 i g} \tag{3.23}
\end{equation*}
$$

so that the phase shift $\delta$ has the behavior

$$
\begin{equation*}
\delta=\frac{1}{4} \pi-g+O(1 / g) \sim \frac{1}{4} \pi-(\gamma k)^{\frac{1}{2}} \quad\left(k^{2}>0\right) . \tag{3.24}
\end{equation*}
$$

This behavior is completely different from that of the regular potentials, where the phase shift decreases to zero as $k \rightarrow \infty$. Furthermore, in the case of the regular potentials, high energies imply small coupling parameters, so that the Born expansion leads to the correct high-energy behavior. However, in the case of our singular potential, we see from Eq. (3.3) that high energies correspond to large coupling constants, so even from this point of view one would expect the Born expansion to diverge; this is in fact the case, as is well known. The result (3.24) agrees with that of Bertocchi et al. ${ }^{7}$

## IV. THE $Z=0$ CONDITION FOR COMPOSITE SYSTEMS

We first calculate $Z$ by the conditions (2.7). Which is the solution $\psi(y)$ we have to use ? Since $m^{2}=-k^{2}$, we have $m=i k$, and (3.9) shows that

$$
\begin{equation*}
\psi_{\mp}(r ; h) \underset{r \rightarrow \infty}{\sim} e^{\mp m r} \tag{4.1}
\end{equation*}
$$

Clearly, $\psi_{+}$is ruled out by the first of the conditions (2.7). We now want to know the behavior of $r\left[r \varphi^{\prime}(r)-\psi(r)\right]$ for $r \rightarrow 0$, so we have to re-express $\psi_{-}(y ; h)$ as a linear combination of regular and irregular solutions at $y=0$. The regular solution is again $\psi_{0}(z ; h)$; the irregular solution may be written $\psi_{0}(z ;-h)$. Thus, the two solutions to be matched at the point $z=-\frac{1}{2} i \pi$ are (choosing an appropriate normalization)

$$
\left.\begin{array}{l}
\psi(z ; h)=\psi_{-}(z ; h)  \tag{4.2}\\
\psi(z ; h)=\psi_{0}(z ; h)+c \psi_{0}(z ;-h)
\end{array}\right\}
$$

Then, proceeding as in Sec. III, we obtain

$$
\begin{gather*}
c=-\left.\frac{\frac{d}{d z}\left[\psi_{0}(z ;+i h) \psi_{0}(z ; h)\right]}{\left.\frac{d}{d z} \right\rvert\,\left[\psi_{0}(z ;+i h) \psi_{0}(z ;-h)\right]}\right|_{z=-1 i \pi}, \\
c=+e^{-2 g}\left[\frac{(1+i)+1 / g}{(1-i)-1 / g}\right] \frac{\sum_{j=0}^{\infty} \bar{Q}^{(+)}[q(h)]}{\sum_{j=0}^{\infty} \bar{Q}^{(-)}[q(h)]} \tag{4.3}
\end{gather*}
$$

where

$$
\begin{aligned}
\bar{Q}_{j}^{( \pm)}[q(h)]= & \sum_{m=0}^{j} \sum_{j_{1}=-m}^{m} \sum_{j_{2}=m-j}^{j-m} \\
& \times \frac{(-)^{\prime}{ }^{j_{i}+j_{2}} P_{m}\left[q( \pm h) ; j_{1}\right] P_{j-m}\left[q(+i h) ; j_{2}\right]}{\left( \pm e^{\frac{1}{4} i \pi}\right)^{m}\left(-e^{-\frac{1}{i} i \pi}\right)^{j-m}} \\
& \times\left(2^{7} g\right)^{-j}
\end{aligned}
$$

We also have [cf. (3.6), (3.7), (3.13), and (3.14)]

$$
\begin{align*}
\psi_{0}(Z ; \pm h)= & e^{\mp 2 i h \sinh z} \sum_{p=0}^{\infty} \sum_{j=-p}^{p}\left( \pm 2^{7} h\right)^{-p} \\
& \times P_{p}[q( \pm h) ; j] A_{a+4 j}^{(z)}(z) \\
& \underset{r \rightarrow 0}{\sim(r)^{\frac{1}{2}} e^{\mp v / r} A_{ \pm}} \tag{4.4}
\end{align*}
$$

where

$$
\begin{equation*}
A_{ \pm}=2[m / \gamma]^{\frac{1}{4}} e^{-\frac{1}{4} i \pi q( \pm h)} \sum_{p=0}^{\infty} \sum_{j=-p}^{p} \frac{(-)^{j} P_{p}[q( \pm h) ; j]}{\left[ \pm 2^{7} i(m \gamma)^{\frac{1}{2}}\right]^{p}} \tag{4.5}
\end{equation*}
$$

Then

$$
\begin{align*}
\psi(z ; h) & \sim(r)^{\frac{1}{2}}\left[A_{+} e^{-\gamma / r}+C A_{-} e^{+\gamma / r}\right] \\
& \sim C A_{-}(r)^{\frac{1}{2}} e^{+\gamma / r} \tag{4.6}
\end{align*}
$$

and $Z$ becomes (for the repulsive case)

$$
\begin{equation*}
Z=\lim _{r \rightarrow 0} \frac{1}{2} C A_{-}\left[\gamma+\frac{1}{2} r\right](r)^{\frac{1}{2}} e^{+\gamma / r} \tag{4.7}
\end{equation*}
$$

In order to obtain the corresponding results for the attractive case, i.e., an attractive potential $1 / r^{4}$, we replace $\gamma$ in (3.1) by $i \gamma$ and $g^{2}$ by $i \gamma k$.
Then

$$
\begin{equation*}
\psi_{0}(z ; \pm h) \underset{r \rightarrow 0}{\sim}(r)^{\frac{1}{2}} e^{\mp i \gamma / r} B_{ \pm} \tag{4.8}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{ \pm}=2[m / \gamma]^{\frac{1}{4}} e^{-\frac{1}{4} i \pi\left[q( \pm i h)+\frac{1}{2}\right]} \\
& \times \sum_{p=0}^{\infty} \sum_{j=-p}^{p} \frac{(-1)^{j} P_{p}[q( \pm i h) ; j]}{\left[ \pm 2^{7} e^{\frac{i}{4} i \pi}(\gamma m)^{\frac{1}{2}}\right]^{p}} \tag{4.9}
\end{align*}
$$

Then

$$
\begin{equation*}
\psi(z ; h) \underset{r \rightarrow 0}{\sim}(r)^{\frac{1}{2}}\left[B_{+} e^{-i \gamma / r}+C B_{-} e^{+i \gamma / r}\right] \tag{4.10}
\end{equation*}
$$

and $Z$ becomes

$$
\begin{align*}
Z= & \lim _{r \rightarrow 0}-\frac{1}{2}(r)^{\frac{1}{2}}\left[\left(\frac{1}{2} r+i \gamma\right) B_{+} e^{-i \gamma / r}\right. \\
& \left.\quad+\left(\frac{1}{2} r-i \gamma\right) C B e^{i \gamma / r}\right] \tag{4.11}
\end{align*}
$$

These results reaffirm the conclusions of Furlan and Mahoux. ${ }^{3}$ These conclusions state that, in the case of nonrenormalizable interactions, the cut-off is a built-in parameter of the $Z=0$ condition, and, in general, there is no way to factorize it out. This implies, of course, that the compositeness condition gives a continuous bound-state spectrum, which is unphysical. The same difficulty would arise if we tried to calculate the $S$-matrix-which we cannot do with the above results, since the energy was taken to be zero (cf. Sec. II, where $q$ was taken equal to zero); it would also be strongly cut-off dependent.

However, Case ${ }^{9}$ pointed out that the main difference between regular and singular potentials (i.e., potentials of the form $r^{-n}$ for $n<2$ or $n>2$, respectively) is that the latter require the introduction of some other parameter, in addition to the potential parameters, in order to ensure orthogonality of the eigenfunctions, which would otherwise be too numerous and hence overcomplete.

But, representing an actual scattering process by a two-point system with an interaction which becomes infinite as the separation approaches zero, means necessarily an oversimplification. Thus, even for the proton which is expected to have a finite radius, the interaction with an electron is not strictly of Coulombtype at $r=0$. However, the eigenvalues are still correctly given by those obtained from the vanishing of the wavefunction with $r=0$ as a boundary condition. In other words, the eigenvalues are essentially independent of exactly when or how the Coulomb law breaks down near $r=0$.

Now, since the above results are unphysical for arbitrary values or $r$, one could ask which specific
value of the cut-off $r$ would yield a normal eigenvalue equation involving a quantum number describing the various states of the system. The potential discussed in Sec. II does indicate a possible answer. It is easily seen that several transformations reduce the corresponding radial Schrödinger equation to the proper periodic Mathieu equation, for which the eigenvalues are well known. These eigenvalues, however, are determined by the condition that the eigensolutions be periodic functions of the independent variable. So the question is under what conditions would these eigenvalues also be eigenvalues of the original Schrödinger equation. Clearly, the condition is that $\psi(i Z)$ must satisfy the same periodicity condition. This, in particular, implies that $\psi$ vanish at a point, where $i Z=p(h, q)$, say or

$$
\begin{equation*}
r=r_{a} e^{-i \nu(h, q)}, \quad r_{a}=(\gamma / k)^{\frac{1}{2}}, \tag{4.12}
\end{equation*}
$$

$p$ being a complex function of $h$. A value of $r$ such as this is related to the extra parameter introduced by Case. ${ }^{9}$ It implies essentially a hard-core boundary condition. We see, therefore, that if we choose the cut-off as a particular function of $k$ and $\gamma$, then the equation yields a discrete eigenvalue spectrum, and the difficulties of the continuum are removed.

Of course, the singular nature of the potential would have been avoided. Still we. see that $r$ satisfies very plausible limiting conditions, i.e.,

$$
\lim _{|k| \rightarrow \infty} r=0 ; \quad \lim _{|y| \rightarrow 0} r=0
$$

In other words, at extremely high energies or for very weak coupling, the cut off vanishes and the scattering particles approach the actual scattering center.
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#### Abstract

Motivated by recently observed deviations from quantum electrodynamical theory, we study the possibility that our notions of space-time may need revision at small distances. In this work, we wish to call attention to certain techniques which are available for studying different space-time structures within the framework of topology. Our main effort is in the consideration of a non-usual topology on space-time in which is embedded an elementary length. By working separately in each $n$-particle subspace, the embedding is done in an inhomogeneous Lorentz invariant way, and we avoid any lattice structure in space-time. Particles in this topology are in general extended structures, and we find the surprising feature that, at high energies, the topology enhances backward and large-angle scattering. From these preliminary investigations, we are not as yet able to make more than qualitative comparison with experiment. Along the way, we have the opportunity to remark on ways of embedding an intrinsic breakdown of certain invariances (e.g., parity) in the topology of space-time.


## INTRODUCTION

IT has often been suspected that our common notions concerning the structure of space-time may break down for extremely small intervals. Indeed, it would be a priori surprising if these notions were correct at all distances. A recent large-angle pair-production experiment ${ }^{1}$ in electrodynamics has raised the possibility that, even at presently available energies, we may in fact be entering into such a regime of breakdown. This disturbing notion finds indirect support, perhaps, in the various unsuccessful ad hoc modifications of quantum electrodynamics ${ }^{2}$ (stimulated by the pairproduction experiment), within the framework of a usual space-time structure. Although one may still hope to find an explanation of the data in essentially conventional terms, we have been motivated by the present situation to look into possible ways of changing the structure of space-time.

The structure of a space is most naturally studied through its topology. ${ }^{3}$ We have in mind here the use of topology to describe the local or microscopic structure of a space, ${ }^{4}$ rather than its global properties ${ }^{5}$ (such as torsion, macroscopic connectedness, etc.).

[^7]A serious difficulty, encountered when a non-usual topology is taken for a space, lies in setting up a dynamics. In particular, analytic procedures with which the physicist is familiar have been defined on the usual topology, and any change of topology necessitates a new set of operators, function theory, etc. As physicists, this seriously constrains our ability to construct dynamics on any but the simplest non-usual topologies. Our theories are by no means as complete as the usual theory: we content ourselves with simple dynamical statements on some relatively straightforward non-usual topologies. Even then, we probably raise more questions than we can answer. Nonetheless, we hope that our considerations at least call attention to the fact that there is a well-defined framework (topology) within which to consider changing the presumed structure of space-time; and we hope that our ideas, even if (a) incorrect or (b) premature (or both) may lead to more satisfactory ones in the future.

Among the many simple topologies one might study, we, for definiteness, set ourselves the task of building one in which there is embedded an elementary length, $\lambda$, but whose open-set structure is invariant under the full inhomogeneous Lorentz group. ${ }^{6}$ Previous attempts ${ }^{7}$ at the incorporation of an elementary length in space-time have involved a lattice structure for the manifold, and a consequent loss of translation, rotation, and Lorentz invariance. We avoid this lattice structure by prescribing (different) non-usual topologies on each $n$-particle subspace ( $n \geq 2$ ). Most of our discussion concerns the two-particle subspace. In this case, we introduce the elementary length by taking a coarse ${ }^{8}$ topology only on the space of the difference of the two particle coordinates. This means that we

[^8]are, in some sense, giving up the ability to specify the relative coordinate of the two particles beyond a certain accuracy. However, the topology induced on either one-particle subspace is strictly finer than usual.

Following Zeeman, ${ }^{4}$ we define a trajectory to be a continuous map from some parameter space into our topological space. In this sense, all ordinary trajectories are excluded by the topology, and various interesting alternate possibilities arise. We find that, generally speaking, these trajectories imply that the two particles are extended in space over a minimum distance $\lambda$.

At the dynamical level, our job is to find equations of motion in the two-particle subspace. The difficulty involved in setting up operators on the space is the following: In one direction in our two-particle space the natural "derivative" is a difference operator, while in a perpendicular direction it is the usual differential operator. The operators along some intermediate ray are some unfamiliar "combination" of these two familiar operators. We avoid some of these problems by making the simple assumption that the equations of motion are separable between the sum and difference coordinate variables. In this way, the equations involve only differential and difference operators. It should be emphasized, however, that this procedure picks out only one from a large class of possible dynamics on the topology. These other dynamics would involve the use of the "fine" operators along an arbitrary ray; we do not have a great deal to say about them in this work.

We confine our considerations of classical mechanics on the new topologies to an analysis of the possible trajectories; then we proceed directly to quantum mechanics. In a simple momentum, energy, and probability conserving formalism, we infer the high-energy scattering of the theory. The surprising result is that at high energies the topology induces an extra effective "potential" between the interacting particles, which serves to enhance backward and high-energy scattering! This is certainly suggestive of the results of Blumenthal et al.; but we have not yet calculated this effect quantitatively enough to allow more than a qualitative comparison with the data. Another interesting and surprising feature of the high-energy scattering is the presence of very high mass, but long-lived resonances. In fact, the higher the mass, the narrower the resonance. Certainly, there would be no mechanism in ordinary field theory or $S$-matrix theory to generate such particles.

We mention that the presence of the elementary length (and the corresponding damped high-energy behavior of the transformation functions to be discussed below) allows, in principle, the elimination of ultra-violet divergences in the theory. The detailed
discussion of such a problem would require the choice of a particular theory on the topology (analogous to a choice of a particular Lagrangian in the usual topology); but we are content here in general with the deduction of what seems to be the high-energy behavior of any theory on the topology. By the same token, we do not discuss "intermediate energy" scattering on the topology, as this would also be "theorydependent."

Along the way in our discussion, we have the opportunity to present various other topologies in which are embedded intrinsic violations of certain discrete symmetries, e.g., time reversal and/or parity invariance. In particular, we mention a topology in which, at a pre-dynamical level, some particles violate parity, and others do not. These topologies may be of some interest in their own right with regard to embedding certain features of the weak interactions in space-time itself.

The order of our presentation is as follows: In Sec. A, we consider a non-usual topology, and the possible particle trajectories, first in one spatial dimension, where we take care to retain translational invariance, then in three dimensions, where we must also keep rotational invariance, and finally in $1+3$ space-time, where we complete the embedding of the elementary length in an inhomogeneous Lorentz invariant manner. By building up in stages, we have illustrated the difficulties involved in incorporating an elementary length in more and more complicated spaces, and with progressively more stringent symmetry requirements. In Sec. B, we develop the simple separable dynamics, again in first one, then three, and finally in four dimensions. At the end of Sec. B, we discuss very briefly some of the problems involved in formulating a full field theory, allowing for the creation and destruction of particles.

## A. TOPOLOGIES AND TRAJECTORIES ON THE TWO-PARTICLE SUBSPACE

For the purposes of orientation and simplicity, we first discuss intrinsically nonrelativistic topologies, taking a non-usual topology only on space, and leaving the usual topology on time. Things are in fact much simpler in one spatial dimension, and we can learn much in this simple case, which we accordingly discuss before going on to three dimensions. After that, we turn to a relativistic topologization, in which time and space are kept on an equal footing.

## 1. Nonrelativistic One-Dimensional Motion

Consider the space of two identical particles, located somewhere on a line, with coordinates $x_{1}$ and $x_{2}$. Ordinarily one assumes the usual (Euclidean)
topology on the two-dimensional space $x_{1} \otimes x_{2}$, and on a time parameter, $t$. In this section, we want to study another topology for this space, one which contains an elementary length, $\lambda$, but which in no way implies an unaesthetic lattice structure on the line itself. In particular, the topology is completely translationally invariant.

We define the non-usual topology by the base ${ }^{9}$ :

$$
\begin{equation*}
B_{x_{1} \otimes x_{2}}^{(1)}=\{X, x: a<X<b, n \lambda \leq x<(n+1) \lambda\}, \tag{A1}
\end{equation*}
$$

where $X=\left(x_{1}+x_{2}\right) / 2, x=x_{1}-x_{2}, a$ and $b$ are any real numbers, and $n$ is any positive or negative integer. As we have already indicated, $\lambda$ is to be the elementary length in the theory. In words, we are taking, as the topology of $x_{1} \otimes x_{2}$, the product of the usual topology on the sum variable $X$, and an apparently coarse topology (actually one that is strictly incomparable with the usual topology) on the difference variable $x$. We refer to this topological space as $\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}$, the superscript indicating that the individual particle spaces are one-dimensional. We can only separate two points (in the Hausdorff sense) if we can cover each of them with disjoint open sets. The coarseness of the $x$ topology indicates that we are giving up, in some sense to be discussed below, the ability to specify the distance between the particles more accurately than $\lambda$.

A question of paramount importance is of course the induced topology ${ }^{10}$ on the space of an individual particle. (This is the topology that should be compared with the usual situation.) One sees immediately that a base for the induced topology on, for example, the $x_{1}$ space, for fixed $x_{2}$, is
$B_{x_{1}\left(x_{2}\right)}^{(1)}=\left\{x_{1}: a<x_{1}<b, x_{2}+n \lambda \leq x_{1}<b\right\}$,
where $a, b$, and $n$ are defined as in Eq. (A1). We call this topological space $\left(x_{1}, \lambda ; x_{2}\right)^{(1)}$. This notation emphasizes that the induced topology on $x_{1}$ is parametrized by $x_{2}$, indicating a pre-dynamical linkage between the two particles. Note that this topology is strictly finer (contains more open sets) than the usual topology. Despite the fact that, for fixed $x_{2}$, there is a set of "preferred" points-in that an open set ${ }^{11}$ extending to the right (or to the left, for that matter) from such a point may or may not contain the point-this topology is translationally invariant. This is because, in any translation, both particles are moved by the

[^9]

Fig. 1. Continuous functions in $\left(x_{1}, \lambda ; 0\right)^{(1)}$.
same amount, so that the preferred points in the $x_{1}$ space move also.

The fineness of the $\left(x_{1}, \lambda ; x_{2}\right)^{(1)}$ topology is mirrored in the enlarged set of continuous functions ${ }^{12}$ on $\left(x_{1}, \lambda ; x_{2}\right)^{(1)}$ into a space with the usual topology. Some single-valued continuous functions on $\left(x_{1}, \lambda ; 0\right)^{(1)}$ into $\left\{f\left(x_{1}\right), U\right\}$ are shown in Fig. 1. This set is greater than the usual set of continuous functions, since it includes functions which may have arbitrary discontinuities (in the usual topology) at the preferred points $n \lambda$.

Note that $\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}$ is complicated from the topologist's point of view because, although it is normal and regular, it is non-Hausdorff, ${ }^{13}$ and is not even $T_{0}$ ! A space with an elementary length is non-Hausdorff in general (because in a Hausdorff space one can "distinguish" between any two points by means of disjoint open sets). By the same token, the space is not metrizable; but, as we see below, it is pseudo-metrizable. On the other hand, the topologies induced on the single particle spaces are Hausdorff and metrizable.

## Possible Classical Trajectories in $\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}$

Following Zeeman, we take, as a natural definition of a trajectory in the topological space, a continuous map of a finite interval in $(\tau, U)$ into $\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}$, where $\tau$ is some invariant parameter and $U$ is the usual topology. For these nonrelativistic topologies, the ordinary time will suffice as the parameter. (We discuss more restrictive definitions of trajectories below.) Note that this is the inverse of the prescription
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Fig. 2. Trajectories in $\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}$.
giving the continuous functions on $\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}$ into a function space with the usual topology.

In general, one can find trajectories in any direction in the $x_{1} \otimes x_{2}$ plane. Various of these are shown in Fig. 2. Trajectory (1) corresponds to both particles' moving with equal velocity, keeping at a constant distance from one another. Trajectories of this sort, in which the particles never change their relative distance "see" the usual topology (on $X$ ), and the particle motion appears quite ordinary. Trajectory (2) corresponds to two particles viewed in their center-of-mass system, with the coordinate origin midway between the particles. The topology "seen" by these trajectories is coarse. Trajectory (3) corresponds to the second particle's remaining fixed while the first particle moves. The topology seen by the moving particle is fine. The topology seen on a trajectory like (4)-with both particles moving-is in general fine. Note that, except for peculiar cases like (1), trajectories see non-usual induced topologies.

A representative sampling of the kinds of possible trajectories [corresponding to (3) in Fig. 2] in $x_{1}$, for fixed $x_{2}$, is given in Fig. 3. Trajectories like that shown in Fig. 3(i) correspond to particle two's remaining fixed while particle one jumps forward over each preferred line. In another frame, related by a Galilean


Fig. 3. Trajectories in $\left(x_{1}, \lambda ; 0\right)^{(1)}$.
transformation, particle 2 would move quite normally. (The topology allows one particle to move in an ordinary fashion, but not both.) Such a trajectory could be excluded by the requirement that the continuous map into $\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}$ have an inverse in its range. That is, one would want to be able to tell at what time (or times) any particular position was occupied. With this requirement, we immediately exclude any one-to-one map: That is, the particles automatically have an extent in space. For example, "barb" trajectories like (ii) (iii) do have an inverse and are perhaps of some interest.

Trajectory (ii) corresponds to particle one's moving from left to right (while particle two remains fixed at the origin). As it approaches a preferred point, an image of the particle suddenly appears at the preferred point, and remains there while the particle itself passes through the point. The image survives after this for some time, and then it dies. Actually the images can live as long as one likes, but presumably the longer-lived ones would be less physical, and one would therefore want the dynamics to keep the image lifetimes short (i.e., to pick only such a sub-set of the trajectories). Trajectory (iii) is the time or parity reversed counterpart of (ii). Since any barb trajectory does have a time and/or parity reversed counterpart, it is evident that, unless the dynamics further limits the set of trajectories, the theory of a particle which moves (barb-like) past a fixed particle would be time reversal and parity invariant. (This applies also, of course, to all Galilean transformed configurations.) We see below that there also exist trajectories on this space with no mirror image and hence an intrinsic parity violation.

Other interesting barb-like trajectories can be found by mapping directly into $x, X$. Some representative maps into ( $x, \lambda)^{(1)}$ are shown in Fig. 4. Trajectory (i) is the analog of the barbs in $x_{1}$-except that this time the trajectory corresponds to two particles moving toward one another. Whenever $x=n \lambda$, an image of each particle is suddenly created, and the two images persist for some time, after which they die simultaneously. Trajectory (ii) also involves barb-like motion on the part of both particles. In this case, when the distance between the two particles approaches $n \lambda$, an image appears ahead of each particle and moves backwards, passing through the parent particle when the relative coordinate is $n \lambda$, a short time after which each image dies. Note that all this is taking place in a momentum-conserving manner (since the images always co-exist and move in opposite directions with the same speed). In general, we find momentumconserving trajectories most easily by mapping into $x, X$.


Fig. 4. Trajectories in $(x, \lambda)^{(1)}$.
However, barb trajectories are not bicontinuous between $(x, \lambda)^{(1)}$ and $(\tau, U)$-bicontinuity meaning continuity in either direction between the two topological spaces. If we had the usual topology on $x$ (instead of the $\lambda$-topology), then "ordinary" trajectories would be bicontinuous. One might therefore consider bicontinuity to be a reasonable further requirement on a physical trajectory, thus excluding these barbs [note, however, that the barbs on $x_{1}$ for fixed $x_{2}$ are in fact bicontinuous between $\left(x_{1}, \lambda ; x_{2}\right)^{(1)}$ and $(\tau, U)$ ]. Bicontinuous trajectories on $(x, \lambda)^{(1)}$ are of the form shown in Fig. 4(iii). The horizontal line-segments which are marked C must be taken to include the points that the line designates, while all other boundary lines do not do so. Note that bicontinuity has eliminated even 1:n mappings into $(x, \lambda)^{(1)}$ (where $n$ is a finite number, or even $\boldsymbol{K}_{0}$ ). The bicontinuous mappings are $1: \boldsymbol{N}_{1}$ in both directions (where $\mathbf{N}_{1}$ is the continuum infinity). Thus each time, $\tau$, maps into an interval, and the trajectories correspond to two particles, each of which has a minimum spatial extent of $\frac{1}{2} \lambda$. The innermost edges of the two particles are always $n \lambda$ apart, for some integer $n$. For the two particles to move at all (say toward one another) each must simultaneously extend a "pseudo-pod" of length $\frac{1}{2} n^{\prime} \lambda$ toward the other. Then each particle pulls its "tail" (again simultaneously) into the region occupied by its pseudo-pod. Thus the motion is amoeba-like past the preferred points.

Note that the space $(x, \lambda)^{(1)}$ is inherently parity breaking [due to the one-sided $\leq$ in Eq. (Al), open sets do not map into open sets under parity reversal]. This fact is apparent in the twin amoeba trajectories: when particle one is to the left of particle two, then the left boundary of the former and right boundary of the latter are included in the respective particles. The mirror image of this configuration would be with particle two to the left of particle one, while the former includes its left and the latter its right boundary-but
this configuration is not allowed! The reason for this is that particle one must always include its left boundary, and particle two its right boundary. Thus a theory of these particles would be intrinsically parity-breaking. Such trajectories may be of interest if one wished to embed some of the features of the weak interactions directly in space-time. It is curious to note that, contrary to the case for the twin amoeba trajectories, parity need not be violated for amoebalike trajectories in $x_{1}$, with $x_{2}$ constant. This is because these amoeba-like particles can be built to include their boundaries on either side. In three and four dimensions, we want to preserve rotational and Lorentz invariance, and we only consider a parity-invariant topological space.
It is worth mentioning in passing, however, that an intrinsic parity violation can be built into space-time, without any elementary length. For example, if one takes, on a one-particle subspace, the topology defined by the base

$$
\begin{equation*}
B=\{x: a \leq x<b\} \tag{A3}
\end{equation*}
$$

for all real $a, b$, then one finds that the trajectories are of necessity extended in space, although the extension can be made as small as one pleases. If one picks the subset of trajectories that are bicontinuous, then the particles always include their left-hand, but not their right-hand boundaries. These trajectories then have no allowed mirror images. One might imagine that a theory could be set up in which neutrino trajectories, for example, were required to be bicontinuous between a parameter space and the topological space defined by Eq. (A3), while this requirement was not made for particles which interact strongly or electromagnetically. The way to break time-reversal invariance would be, of course, to take one of these one-sided topologies on the time-axis.

Finally, we mention that our topology implies an "action at a distance." For example, imagine two (twin) amoeboid particles, at rest, on opposite sides of the galaxy. By moving one particle a small distance, by means of conventional forces, during which it periodically emits and retracts pseudopods, we can cause the "fixed" particle to emit pseudopods simultaneously. (The "motion" of this particle never carries its center more than $\frac{1}{2} \lambda$ from its initial position.) Action at a distance is not surprising in a nonrelativistic theory. We see below, however, that this characteristic can be preserved in a fully relativistic treatment.

## 2. Nonrelativistic Three-Dimensional Motion

The problem in three-dimensional motion is to propose a topology that contains an elementary length but is, at the same time, consistent with both translational and rotational invariance. The topology we
wish to study is a natural generalization of the $\lambda$ topology on the one-dimensional $x_{1} \otimes x_{2}$. It is defined by the base:

$$
\begin{align*}
& B_{x_{1} \otimes x_{2}}^{(3)}=\{\mathbf{X}, \mathbf{x}: a<|\mathbf{X}|<b \\
& \text { and all usual open cones in } \mathbf{X}, \\
& n \lambda \leq|\mathbf{x}|<(n+1) \lambda \\
&\text { and all usual open cones in } \mathbf{x}\}, \tag{A4}
\end{align*}
$$

where we have kept the same definitions of $\mathbf{x}, \mathbf{x}$ in terms of $\mathbf{x}_{1}, \mathbf{x}_{2}$ as in Eq. (A1), and where $a, b$ are any positive real numbers, $n$ any positive integer. Note particularly that in the relative topology of $x$, the point $x=0$ is open.

We denote this (six-dimensional) topological space by $\left(x_{1} \otimes x_{2}, \lambda\right)^{(3)}$. As before, the space is not Hausdorff, nor $T_{0}$. The reasons for this pathology are similar to those for $\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}$, namely that, in taking a non-Hausdorff topology on $x$, we are giving up some ability to distinguish distances between the particles. Again we find that the space is only pseudometrizable. In that the coarsening is radial about either particle, the topology is rotationally invariant, and, of course, translationally invariant also.

The topology induced on the three-dimensional subspace of one particle is again strictly finer than the usual three-dimensional Euclidean topology. We can specify it by means of a base. For fixed $x_{2}$, a base for the relative topology on $x_{1}$ is the set of usual open $\epsilon$-spheres, centered about any point in the $x_{1}$ space, together with each point $\mathbf{x}_{1}$ that satisfies $\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|=n \lambda$, $n=0,1,2, \cdots$. Hence this induced topology is the usual topology, plus a set of "preferred points," just as in the one-dimensional case. In fact, the induced topology on any straight line, in the $x_{1}$ plane, running out of the point $x_{1}=x_{2}$ is the topology of the positive $x_{1}$ axis in the one-dimensional example.

The (enlarged) set of continuous functions on $\left(x_{1} \otimes x_{2} ; \lambda\right)^{(3)}$ into $(\tau, U)$ is easily seen to contain, in addition to the usual $U$-continuous functions functions which may be $U$-discontinuous across the "preferred" spheres $\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|=n \lambda$.

## Trajectories in $\left(x_{1} \otimes x_{2}, \lambda\right)^{(3)}$

Again we take Zeeman's definition of a trajectory, as given above. A representative sampling of allowed trajectories that have inverses in their range is shown in Fig. 5. As in $\left(x_{1}, \lambda ; x_{2}\right)^{(1)}$, so here the usual trajectories are in general excluded. Trajectory ( $i$ ) is in fact usual: so long as a particle does not cross a preferred sphere, its trajectory is entirely ordinary. Note that, in another frame, particle two, originally at rest, will also appear to move normally. Trajectory (ii) is a normal barb trajectory, with images appearing on the preferred spheres. In another frame, particle

two would move normally, while particle one would be barbed. The only situations in which both particles move normally are those in which the separation is never equal to an integral number of elementary lengths. Note also that the $x_{1}$ trajectories cannot be $U$-discontinuous in the angular variables about $x_{2}$.

In this topology, the barbed trajectories do not intrinsically violate parity invariance. In fact, we have not been able to find a rotationally invariant way of incorporating parity violation into a topology. Moreover, since the topology on the time-axis is still usual, there is no intrinsic violation of time-reversal invariance.

As in one dimension, the requirement of bicontinuity between the parameter space and $\left(x_{1} \otimes x_{2}, \lambda\right)^{(3)}$ excludes all the barbed trajectories. Bicontinuous trajectories are easily generated by mapping into $x$ and $X$. These have the general form shown in Fig. 6 (in $\mathbf{x}$ space). The trajectories correspond to a pair of amoeboid particles with a minimal radial spread (along their line of centers) of $\frac{1}{2} \lambda$ each. The angular extent of one particle about another can be made as small as one pleases. Motion along the line of centers


FIG. 6. A bicontinuous trajectory in $(x, \lambda)^{(3)}$.
is accomplished by means of simultaneous, radial pseudo-pods, much as in the one-dimensional case. The angular motion of one particle about the other is entirely normal.

## 3. Four-Dimensional Relativistic Motion

The problem in four dimensions is to embed the elementary length in a way consistent with full inhomogeneous Lorentz invariance. This involves changing the topology along the time as well as the space axes. This enables one to break time-reversal invariance; but we choose not to do this: our topology is parity and time-reversal invariant.

We specify the non-Hausdorff space $\left(x_{1} \otimes x_{2}, \lambda\right)^{(4)}$ by the base

$$
\begin{align*}
B_{x_{1} \otimes x_{2}}^{(4)}=\{ & \left\{\begin{array}{l}
X, x: \text { all usual open } \epsilon \text {-spheres in } X, \\
\\
\\
\\
\binom{x^{2} \geq 0, n \lambda \leq x^{2}<(n+1) \lambda}{x^{2} \leq 0, n \lambda \leq-x^{2}<(n+1) \lambda} \\
\\
\left.\quad \begin{array}{l}
\text { and all usual } \\
\\
\quad \text { open hyperbolic cones in } x
\end{array}\right\} .
\end{array}\right.
\end{align*}
$$

Here we use the quadratic form $x^{2}=\left(x^{0}\right)^{2}-\left(x^{1}\right)^{2}-$ $\left(x^{2}\right)^{2}-\left(x^{3}\right)^{2}$. As before, $n$ is any positive integer. With this topology, we are sacrificing some knowledge of the interval between two particle "observations." It is clear that we have retained explicit Lorentz invariance in our choice of open sets.

Suppose wefix $x_{2}^{\mu}$ and consider the induced topology in $x_{1}^{\mu}$ space. A base consists in all the usual open $\epsilon$-spheres, together with all the points lying on the "preferred hyperboloids" $\left(x_{1}-x_{2}\right)^{2}=n \hat{\lambda}, n=-1,0,1,2, \cdots$.

Note that, as it stands, the induced topology on the light cone ( $x^{2}=0$ ) is very coarse. In particular, in a $1+1$ subspace, the only nontrivial open sets on the light cone would be the four quadrants of the light cone and the point $x_{1}=x_{2}$. This means that one could not separate points on a light ray sent between observers at $x_{1}$ and $x_{2}$. In the full four-dimensional space, however, it is easily seen that $x_{1}$ can distinguish (by open sets) the direction of a light ray to $x_{2}$, but cannot distinguish points on a given ray. The induced topology on the rest of the topological space $\left(x_{1}, \lambda ; x_{2}\right)^{(4)}$-that is, away from the light cone $x^{2}=0$ is strictly finer than usual, so that in particular, a light ray from any point $x_{1}$ aimed away from $x_{2}$ travels over a very fine topology. This is also the case for general particle trajectories.

Actually, it is a simple matter to refine the topology on the light cone as far as one wishes, without essentially changing the induced topology on other subspaces. ${ }^{14}$ In this paper, we leave the question of the

[^11]desirability of refining the light-cone topology as an open question.

The induced topology of most physical interest is on any subspace $x_{1}^{(0)}=x_{2}^{(0)}$ (i.e., the two particles are usually considered at the same time). One sees easily that this subspace is, for all times $t=x_{1}^{(0)}=x_{2}^{(0)}$, simply $\left(x_{1} \otimes x_{2}, \lambda\right)^{(3)}$. Thus we have succeeded in embedding our three-dimensional topological space in space-time in a relativistically invariant way.

It is clear from the base $B_{x_{1} \otimes x_{2}}^{(4)}$ that we have embedded into the space some information about lightcone structure. If one wished to complete the job of embedding the light-cone structure into space-time, one would need to consider the ideas of Zeeman, according to which the topology is refined as far as is possible, consistent with the requirement that the relative topology on any time or space axis is usual. There seems no reason why this thoroughgoing refinement could not be combined with our notion of embedding an elementary length in a two-particle subspace. One would simply define the topology on $x_{1} \otimes x_{2}$ to be the finest consistent with the usual topology on $X$ and an interval-coarsened topology on $x$, considered along any space or time axis. We do not consider this idea any further here.

## Relativistic Trajectories

For simplicity, we limit ourselves to mapping functions that are bicontinuous between the space ( $\left.x_{1} \otimes x_{2}, \lambda\right)^{(4)}$ and ( $\tau, U$ ), where $\tau$ is some invariant parameter, for example, the proper time of one of the two particles. This means that in the variable $x$, with $t_{1}-t_{2}=0$, the trajectories are amoeba-like, just as we found above in $\left(x_{1} \otimes x_{2}, \lambda\right)^{(3)}$. For identical particles, one would want to require the spread of each particle along the line connecting them to be the same in the center-of-mass frame. ${ }^{15}$ In this frame, the minimum radial spread of each particle is $\frac{1}{2} \lambda .{ }^{16}$ It follows that the minimum radial spread of one particle, in its rest frame, is $\frac{1}{2} \lambda \gamma$, where $\gamma=\left(1-v^{2} / c^{2}\right)^{-\frac{1}{2}}>1$, and $v$ is the velocity of the center-of-mass frame relative to this rest frame. Hence the spread of, say, the target particle in its rest frame increases (without bound) as the momentum of the incident particle increases. Again we see that the topology is coupling the particles at a pre-dynamical level.

Consider now particle one (say) in its rest frame. Suppose we attach synchronized clocks to different

[^12]parts of the (extended) particle. Then, in a moving frame we find that the particle is Lorentz contracted, and also that the leading edge is younger (earlier proper time) than the trailing edge. Of course, this must happen in any relativistic theory of extended particles. For example, it is presumably true for the dressed particles of ordinary field theory, but it is to be noted that in our case, even the bare particles in a field theory would in general be extended.

Note that, as mentioned in the one-dimensional nonrelativistic case, we still have action-at-a-distance (in the same sense as above), even though the open set structure is completely Lorentz invariant. Certainly, as we see in the section on dynamics, we can write equations of motion on the topology which are explicitly frame-independent. In this connection, it is important to remember that there is no contradiction between the Lorentz group and information transfer faster than light. Indeed, the Lorentz group admits of spacelike representation. ${ }^{17}$ Given (say) any "particle" of spacelike mass, one can always find Lorentz frames in which its velocity is infinite. (In our case these frames are the center-of-mass frames.) This of course is action-at-a-distance. Although causality is broken in our theory, the violation is in general only over intervals of order $\lambda$.

Finally, we note that the topological space $\left(x_{1} \otimes x_{2}, \lambda\right)^{(4)}$ is explicitly time-reversal and parity invariant (in the sense that open sets map into open sets under these transformations). This can be phrased, as above, in terms of trajectories and mirror trajectories, etc. An example of a relativisitic topology which would intrinsically break time-reversal invariance can be defined by the base
$\mathfrak{B}=\{X, x$ : usual open $\epsilon$-spheres in $X$, usual open $\epsilon$-spheres in $x$ for $x^{2}<0$, and for $x^{2} \geq 0$,

$$
\begin{array}{ll}
n \lambda \leq x^{2}<(n+1) \lambda, & x_{0}>0 \\
n \lambda<x^{2} \leq(n+1) \lambda, & x_{0}<0
\end{array}
$$

together with usual open hyperbolic cones $\}$. (A6)
In this space, the trajectories involving spatial extent for both particles would violate time-reversal invariance, while the trajectories for which one particle was a point particle would always go over into allowed time-reversed trajectories. [This is much like the situation with parity in $\left.\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}.\right]$

## B. QUANTUM DYNAMICS ON THE NON-USUAL TOPOLOGIES

Our order of presentation in this section parallels that of Sec. A. After a brief discussion of the

[^13]concept of metrization (explicitly only for the onedimensional case), we discuss dynamics first in the one spatial dimensional case, then in higher dimensions. The metrization for each higher dimensional case is left to the corresponding section on dynamics.

## 1. Metrization

To study the dynamics of the particles on these topologies one must first seek a metric (or pseudometric) on the spaces. In general, each of the spaces discussed above is in fact only pseudometrizablethat is, if $d(x, y)$ is the "best distance function" available on the space (compatible with its topology), ${ }^{18}$ then it is always necessary that for some distinct points $x, y, d(x, y)=0$. As in Sec. A, we discuss first the one-dimensional motion and then work up to more dimensions.

What is a metric for $\left(x_{1}, \lambda ; x_{2}\right)^{(1)}$ ? Since this topological space contains the continuum of points $x_{1}$, the ordinary Euclidean metric is certainly a metric. It is not, however, the metric which metrizes the space, because the metric topology would be the usual topology, whereas $\left(x_{1}, \lambda ; x_{2}\right)^{(1)}$ is strictly finer than usual. [The metric topology associated with a metric $d(x, y)$ is that topology defined by the base of open $\epsilon$-spheres $d(x, y)<\epsilon$.] We want to use a metric which metrizes the space, because this metric corresponds to making maximal use of our open sets. ${ }^{19}$ An $\epsilon$ parametrized class of metrics with this property is $d\left(x_{1}, \bar{x}_{1}\right)=\left\{\begin{array}{l}\left|x_{1}-\bar{x}_{1}\right| \text { if neither } x_{1} \\ \text { nor } \bar{x}_{1} \\ \\ \left|x_{1}-\bar{x}_{1}\right|+\epsilon \text { if either } x_{1} \text { or } \bar{x}_{1} \\ \\ 0 \text { equals } n \lambda+x_{2}, \\ 0 \text { whenever } x_{1}=\bar{x}_{1} .\end{array}\right.$

To see what this class of metrics means physically, imagine the following thought experiment: An observer riding on the first particle $\left(x_{1}\right)$ watches the second particle (at point $x_{2}$ ) as he approaches it. Because $x_{2}$ is a preferred point, the observer sees the particle at a distance $\left|x_{1}-x_{2}\right|+\epsilon$. As $x_{1}$ approaches $x_{2}$, the observer sees the distance decreasing to $\epsilon$, then the distance changes abruptly to zero, and then to $\epsilon$ in the other direction, again abruptly. That is, the observer finds it impossible to approach the second particle smoothly. ${ }^{20}$ This is, of course, essentially the statement that the continuous functions on the space into $(t, U)$ may have $U$-discontinuities at the preferred points. In general the induced topology along any

[^14]direction in $x_{1} \otimes x_{2}$ except (1) and (2) of Fig. 2 is fine and can be metrized in a similar fashion.

The space $(x, \lambda)^{(1)}$ cannot be metrized. However, a pseudo-metric which pseudo-metrizes the space is ${ }^{21}$

$$
\begin{equation*}
d(x, \bar{x})=\lambda[x / \lambda]-\lambda[\bar{x} / \lambda] \tag{B2}
\end{equation*}
$$

where $[x]$ is the number theory function meaning the largest integer not greater than $x$. In particular, the pseudo-metric distance between two points that lie within the same preferred interval, say $n \lambda \leq x<$ $(n+1) \lambda$, is zero. However, the triangular inequality is never violated, and $d(x, \bar{x})$ is truly a pseudo-metric.

We find it convenient to set up a dynamics which is separable (in a sense to be explained below) in $x, X$, since adequate operators are to hand (difference and differential operators, respectively). This is only a very simple way to proceed, but we envisage that a more thorough-going dynamics, freed from any such artificial separability constraint, would in general use some unfamiliar "combination" of differential and difference operators (such as, e.g., a $U$-discontinuity operator, which, when operating on continuous functions, would be different from the null operator in most directions). We do not discuss a classical mechanics on the topology, but, rather, go directly to a quantum mechanics. At this level we verify that our simple dynamics seems to describe quantized amoeboid trajectories.

## 2. One-Dimensional Quantum Mechanical Motion

We want to build a quantum mechanical description of the scattering of two particles of momentum and energy ( $E_{1}, p_{1}$ ) and ( $E_{2}, p_{2}$ ), respectively, on the topological space $\left(x_{1} \otimes x_{2}, \lambda\right)^{(1)}$. The easiest way to do this is to suppose that the wavefunction can be written as the product
$\psi\left(x_{1} x_{2}, t ; p_{1} p_{2}\right)=\Psi(X) \psi(x) \exp \left\{(i / \hbar)\left(E_{1}+E_{2}\right) t\right\}$.
As ordinarily, we demand that the wavefunctions be continuous on their respective topologies into the usual topology. That is, $\Psi(X)$ can be taken in the usual form

$$
\begin{equation*}
\Psi(X)=\exp \{-(i / \hbar) P X\}, \quad P \equiv p_{1}+p_{2}, \tag{B4}
\end{equation*}
$$

whereas $\psi(x)$ is a block-type function.
Our job now is to set up a dynamics on $x$. First we must seek a suitable momentum operator on the space.

[^15]With the pseudo-metric discussed above, we clearly cannot define an ordinary differential operator. The closest analog to the usual correspondence $p \rightarrow$ $-i \hbar(d / d x)$ that we can define on the space is $p \rightarrow-i \hbar D$, where $\mathfrak{D}$ is the symmetric difference operator, such that for any continuous function $f(x)$

$$
\begin{equation*}
\mathscr{D} f(x)=[f(x+\lambda)-f(x-\lambda)] / 2 \lambda \tag{B5}
\end{equation*}
$$

This momentum is Hermitian with respect to the inner product

$$
\begin{align*}
\left(\psi_{a}, 0 \psi_{b}\right) & =\int_{-\infty}^{+\infty} \psi^{*}(x) 0(x) \psi(x) d x \\
& =\lambda \sum_{n=-\infty}^{\infty} \psi^{*}(n \lambda) 0(n \lambda) \psi(n \lambda) \tag{B6}
\end{align*}
$$

Note that, with this inner product, the right and left difference operators are not Hermitian.
If we define a position operator, $q$, with the diagonal representation

$$
\begin{equation*}
q=\lambda[x / \lambda] \tag{B7}
\end{equation*}
$$

then we find the following Lie algebra involving $p$ and $q$

$$
\begin{equation*}
[q, p]=i \hbar \mathbf{a}, \quad[\mathbf{a}, q]=\frac{i \lambda^{2}}{\hbar} p, \quad[p, \mathbf{a}]=0 \tag{B8}
\end{equation*}
$$

where a, proportional to the commutator of $p$ and $q$, is an Hermitian averaging operator. It is defined in the $q$-diagonal representation by

$$
\begin{equation*}
\mathrm{a} f(x)=\frac{1}{2}[f(x+\lambda)+f(x-\lambda)] . \tag{B9}
\end{equation*}
$$

Note that, as $\lambda \rightarrow 0, \mathbf{a} \rightarrow 1$ (unity) and we recover the usual relations of quantum mechanics. In that the operators $p$, a are nonlocal (they couple functional values over a range $2 \lambda$ ), one expects the particles to be spread in a way that involves both $\hbar / m$ and $\lambda .{ }^{22}$

Suppose that $\left|q^{\prime}\right\rangle$ is an eigenket of $q$ with the eigenvalue $q^{\prime}$, and $\left|p^{\prime}\right\rangle$ a ket in the dual (momentum) space with eigenvalue $p^{\prime}$. Then it is easy to show that

$$
\begin{equation*}
\left\langle p^{\prime} \mid q^{\prime}\right\rangle=g\left(p^{\prime}\right) \exp \left\{\frac{i q^{\prime}}{\lambda} \sin ^{-1}\left(\frac{\lambda p^{\prime}}{\hbar}\right)\right\} \tag{B10a}
\end{equation*}
$$

where

$$
\begin{equation*}
g\left(p^{\prime}\right)=\pi^{\frac{1}{2}}\left(\frac{\hbar^{2}}{\lambda^{2}}-p^{\prime 2}\right)^{-\frac{1}{4}} \tag{B10b}
\end{equation*}
$$

is a normalization function which guarantees the unitarity of this transformation function:

$$
\begin{align*}
& \left\langle p^{\prime} \mid p^{\prime \prime}\right\rangle=\sum_{n=-\infty}^{\infty}\left\langle p^{\prime} \mid n \lambda\right\rangle\left\langle n \lambda \mid p^{\prime \prime}\right\rangle=\delta\left(p^{\prime}-p^{\prime \prime}\right), \text { (B11a) } \\
& \langle m \lambda \mid n \lambda\rangle=\int_{-\infty}^{\infty}\langle m \lambda \mid p\rangle d p\langle p \mid n \lambda\rangle=\delta_{m n} . \quad \text { (B11b) } \tag{B11b}
\end{align*}
$$

The cut structure of $\left\langle p^{\prime} \mid q^{\prime}\right\rangle$ and the evaluation of these sums are discussed in the Appendix.
One can guarantee that $\left\langle p^{\prime} \mid q^{\prime}\right\rangle$ is also the wavefunction of a freely moving particle of energy ${ }^{23}$

[^16]

Fig. 7. Two-particle scattering above the critical energy.
$E=p^{\prime 2} / 2 m, m$ being the reduced mass, by taking as the Schrödinger equation

$$
\begin{equation*}
\left(p^{2} / 2 m\right) \psi=-\left(\hbar^{2} / 2 m\right) D^{2} \psi=E \psi . \tag{B12}
\end{equation*}
$$

If one adds the time-dependence appropriate to the difference variable, it is easily seen that, with (essentially) usual assumptions at $x= \pm \infty$, there is overall probability conservation.

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{-\infty}^{\infty} d x|\psi(t, x)|^{2}=0 \tag{B13}
\end{equation*}
$$

This also holds if a time-independent potential is added to the Schrödinger equation (B12).

However, it is not possible to define a probability current that is meaningful to distances of order $\lambda .{ }^{24}$ That is, although there is never any probability loss or gain for regions large compared with $\lambda$, one cannot watch the probability flux too carefully.

We turn now to a discussion of the potential-free motion of the two particles, in particular to a discussion of the function $\left\langle p^{\prime} \mid q^{\prime}\right\rangle=\psi_{p}\left(q^{\prime}\right)$. For all momenta $\left|p^{\prime}\right|<\hbar / \lambda=p_{c}$ the particles move past one another freely, as in the usual topology. Above the critical energy $E_{c}=p_{c}^{2} / 2 m, \psi_{p}\left(q^{\prime}\right)$ has an exponential growth or decay in $q^{\prime}$. To keep probability conservation, we retain only the decay (in regions allowing arbitrarily large $q^{\prime}$ ). For example, imagine two accelerators, at a distance $x_{0}$ from each other, directing beams of particles of equal energy at one another (we choose this center-of-mass experiment purely for simplicity). For clarity, suppose that all ordinary interactions between the particles are negligible (this is actually a high-energy approximation). At energies $E<E_{c}$, the particles move past one another freely, so the transmission coefficient is unity. For $E>E_{c}$, one finds backward scattering! In fact, the reflection and transmission coefficients depend on the location of the accelerators and detection apparatus (assumed located at the accelerators). The wavefunctions of the two beams ${ }^{25}$ are shown in Fig. 7. (The continuous curves of the figure should of course be the step-type functions appropriate to $x$. For simplicity we forget

[^17]this in the subsequent figures.) The absence of exponential tails outside $-\frac{1}{2} x_{0}<x<\frac{1}{2} x_{0}$ is the boundary condition that the detecting apparatus stops any particle which reaches it. That is, the wavefunction of each beam decays exponentially after it leaves its accelerator. This is strikingly analogous to barrier penetration in ordinary quantum mechanics. Our situation is like having a strong repulsive potential of magnitude
\[

$$
\begin{equation*}
V=\frac{1}{2 m}\left[p^{2}+\left\{\frac{\hbar}{\lambda} \sinh ^{-1}\left(\frac{\lambda p}{\hbar}\right)\right\}^{2}\right]>E \tag{B14}
\end{equation*}
$$

\]

between the two particles. (Actually this "topological potential" fills the whole of space.) Thus, holding $x_{0}$ constant but increasing the beam momentum, one finds fewer and fewer particles from accelerator 1 reaching accelerator 2 , and vice versa. The same thing happens for constant $p$ as the distance of separation $\left(x_{0}\right)$ increases. Thus, in this topology, experiments at very high energy become "configuration dependent" -observers close to the scattering region may observe different scattering patterns than more distant observers. All this is probability conserving, just as in the case of barrier penetration; that is, any particle from accelerator 1 not reaching accelerator 2 is found in the reflected beam detected at 1 . Also, because the "barrier" is a function only of $\left|x_{1}-x_{2}\right|$, the scattering is momentum conserving, just as in ordinary quantum mechanics. Note, however, that at supercritical energies the back-scattering will take place independent of the distance of separation of the two particles. (The topology is effectively propagating information at infinity velocity.) This is action-at-adistance again, just as discussed in Sec. A.

We can say a few things qualitatively about scattering in the presence of an ordinary potential [to be added to Eq. (B12)]. We do not study any particular potentials (although the Schrödinger difference equation is in general no more difficult to solve than the corresponding differential equation), but it is interesting to note the qualitative effect of attractive and repulsive potentials on the "topological scattering." Consider a scattering in which the free wave approaches an attractive potential step with a somewhat sub-critical momentum; on the far side of the step the momentum $p=[2 m(E-V)]^{\frac{1}{2}}$ is larger than on the near side. If it exceeds $p_{c}$, the effect is repulsion, or, more accurately, backward scattering of the attractive step. This occurs for a small step in ordinary potential theory, but in our topology, the repulsive effect is enhanced by taking the attraction stronger! On the other hand, in the vicinity of a repulsive potential, the topological scattering is not set in until $E=p_{c}^{2} / 2 m+V>p_{c}^{2} / 2 m$.

We also note that our quantum mechanics does indeed seem to describe quantized amoeboid trajectories (rather than quantized barbs or quantized discrete trajectories). To see this, one tries to construct the tightest possible wave packets. Clearly, these cannot be tightened below $\lambda$, regardless of how large a momentum spread is allowed. Moreover, reattaching the correct time dependence, we see that the "particle" is always present (i.e., does not disappear and reappear rapidly, as it would for a discrete trajectory).

Finally, we mention that the wave equation (B12), taken together with (B3) and (B4), does not allow the calculation of a one-particle wavefunction or wave equation (say, for $x_{1}$ independent of $x_{2}$ ). The topology has inextricably interwoven the two particles. This peculiarity will carry over into four dimensions.

## 3. Three-Dimensional Quantum Mechanical Motion

In the three-dimensional case, we again separate off the (ordinary) dynamics in $X$ as above, and pseudometrize the difference variable $\mathbf{x}$ in analogy with the one-dimensional situation:

$$
\left.\begin{array}{rl}
d\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =\left[\left(x_{1}-x_{1}^{\prime}\right)^{2}+\left(x_{2}-x_{2}^{\prime}\right)^{2}+\left(x_{3}-x_{3}^{\prime}\right)^{2}\right]^{\frac{1}{2}} \\
x_{1} & =\lambda[r / \lambda] \sin \theta \cos \varphi \\
x_{2} & =\lambda[r / \lambda] \sin \theta \sin \varphi \\
x_{3} & =\lambda[r / \lambda] \cos \theta
\end{array}\right\} \begin{aligned}
& (r, \theta, \varphi) \text { are the }  \tag{B15}\\
& \text { spherical polar } \\
& \text { coordinates of } \mathbf{x}
\end{aligned}
$$

and similarly for the primed quantities.
It turns out that it is not possible to find a set of three commuting momenta in this space. For example, define

$$
\begin{equation*}
p_{x_{3}} \equiv \frac{\hbar}{i}\left[\cos \theta \mathcal{D}_{\imath}-\frac{1}{r} \sin \theta \frac{\partial}{\partial \theta}\right], \quad \imath \equiv \lambda\left[\frac{r}{\lambda}\right], \tag{B16}
\end{equation*}
$$

where $\mathfrak{D}_{\imath}$ is the symmetric difference operator
$\mathscr{D}_{\imath} f(\imath, \theta, \varphi)=\left\{\begin{array}{r}{[f(\imath+\lambda, \theta, \varphi)-f(\imath-\lambda, \theta, \varphi)] / 2 \lambda} \\ \imath \neq 0, \\ {[f(\imath+\lambda, \theta, \varphi)-f(\imath, \theta, \varphi)] / \lambda} \\ \imath=0\end{array}\right.$
(and similarly for $p_{x_{1}} p_{x_{2}}$ taking $\partial / \partial r \rightarrow D_{i}$ in the usual spherical polar expressions). Although these operators are Hermitian with respect to the usual inner product, they do not commute. Physically, this is because they are not really generators of orthogonal translations. (This in turn is because the $r$ translation cannot be infinitesimal.) On the other hand these "momenta" commute for very large $r$ and can be thus used to classify "plane" waves ${ }^{26}$ according to a momentum vector $p$, at least very far away from the target.

One can build parallel translation operators on the space in the following manner: Define $D_{x_{1}}$, the trans-
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Fig. 8. Noncommutativity of $D_{x_{1}}, D_{x_{2}}, P^{\prime}$ is $D_{x_{2}} D_{x_{1}}(P)$, while $P^{\prime \prime}$ is $D_{x_{1}} D_{x_{2}}(P)$.
lation operator in $x_{1}$, as that operator which, having changed $r$ by $\lambda$, readjusts $\theta, \varphi$ so that $x_{2}, x_{3}$ are in the end unchanged. ${ }^{27}$ One finds that $D_{x_{1}}$ depends on $x_{2}$ and $x_{3}$, which means that it fails to commute with $D_{x_{2}}, D_{x_{9}}$ (defined in a similar way). Physically, this means that, for example, a translation in $x_{1}$ followed by a translation in $x_{2}$ is not equivalent to the operations in the opposite order-i.e., the difference space $x$ is curved. The noncommutativity of $D_{x_{1}}, D_{x_{2}}$ is illustrated in Fig. 8.

We take, as the coarsened form of the free Schrödinger equation on the difference variable ( $p=\hbar k$ ),
$\mathscr{D}_{2}^{2} \chi+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial \chi}{\partial \theta}+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}} \chi+k^{2} \chi=0$,
where $\chi=\imath \psi$. Note that, although the energy $E=$ $p^{2} / 2 m$ is well defined, the solutions are not (except at very large $r$ ) eigenfunctions of $p_{x_{i}}$. Thus, although we can classify each wave according to its (asymptotic) momentum, we cannot, in the interaction region, resolve $E$ accurately into the sum of the squares of any momenta. This is a general feature of spaces with noncommuting momenta. There are of course other ways of coarsening the Schrödinger equation, but the qualitative results we extract from the dynamics are independent of the particular dynamics we choose. With essentially the usual boundary conditions on the wavefunction, one can show that overall probability is conserved with this wave equation.

We turn now to solutions of the wave equation. It is easy to find spherical waves in the topology. The waves

$$
\begin{equation*}
\chi(\imath)=\exp \left\{ \pm \frac{i z}{\lambda} \sin ^{-1}\left(\frac{p \lambda}{\hbar}\right)\right\}, \quad E=\frac{p^{2}}{2 m} \tag{B19}
\end{equation*}
$$

are exact solutions of (B18). Thus, for super-critical

[^19]

Fig. 9. Bending of flux-lines in the three-dimensional topological potential.
momenta, waves trying to approach the scattering center will tend to be reflected, and waves attempting to radiate from the center will tend to be reflected back towards the center. ${ }^{28}$

Of more physical interest are the analogs of plane waves on the topology. These are much more difficult to obtain. Towards this end, we guess a solution to Eq. (B19) of the form

$$
\begin{equation*}
\chi(\imath, \theta, \varphi)=\imath \exp \left\{\frac{i \hbar}{\lambda} \sin ^{-1}[\lambda p f(\theta)]\right\} . \tag{B20}
\end{equation*}
$$

This function solves Eq. (B18) up to terms of order ( $\lambda / i$ ) with the proviso that

$$
\begin{equation*}
[(d / d \theta) f(\theta)]^{2}=\left(1-f^{2}\right)\left(1-\lambda^{2} k^{2} f^{2}\right) \tag{B21}
\end{equation*}
$$

Thus $f$ is an inverse elliptic function. We content ourselves with a discussion of $f$ in certain energy ranges.

To second order in $\lambda k$, one finds

$$
\begin{equation*}
\psi(r, \theta, \varphi) \underset{r \gg 1}{\sim} \exp \left\{\frac{i r}{\lambda} \sin ^{-1}(\lambda k \cos \theta)\right\}, \tag{B22}
\end{equation*}
$$

which becomes more and more like a plane wave as $\lambda k$ tends to zero. If we loosely define a current ${ }^{29}$ as proportional to $\psi^{*} \tilde{\boldsymbol{\nabla}} \psi-\psi \tilde{\nabla} \psi^{*}$, where $\tilde{\nabla}$ is a coarsened gradient in spherical coordinates [as in Eq. (B16)], then one finds that the flux lines corresponding to the almost plane-wave solution ( B 22 ) bend into the scattering center as shown in Fig. 9, but straighten out again as usual for very large $r$. Physically, this is like having a potential which is attractive for large $|x|$ and repulsive for small $|x|$, balanced in such a way that there is no scattering in the absence of a real potential. In the presence of such an ordinary potential, it is clear that scattering would be enhanced in the lower partial waves ${ }^{30}$ (since the effective impact parameter of each flux line is reduced by the "topological potential").

[^20]At supercritical energies the solution (B22) is also valid so long as $\theta$ is in the cone $|\theta-\pi| \ll 1 / \lambda k$. In this range the $\sin ^{-1}$ is imaginary and we find damping in this cone. That is, part of the incoming beam is back-scattered through the angles in this cone. Presumably this cone of backward (and large angle) scattering first appears at the critical energy with zero solid angle along the backward $z$ axis, the solid angle of the back-scattering increasing as the energy increases. We have not yet been able to calculate the exact dependence of the solid angle on energy. Finally we note that, as the energy goes to infinity, the space becomes more and more opaque to the scattering wave, which is back-scattered completely-just as in the one-dimensional case.

At this point in our discussion, it is worth considering a variant of the present model. In particular, suppose our non-usual topology extended only out to a radius (say) $b$ in $x$ space. (This could roughly simulate an elementary length which decreased to zero for


Fig. 10. Scattering off an embedded, non-usual topological sphere.
larger particle separations.) In terms of the topological potential, we would be chopping off most or all of its long-range attraction, leaving only the repulsive core. In this case, there would be scattering in the absence of an ordinary potential; the scattering would be like that from a soft repulsive sphere of radius $b$ and hardness proportional to $(\lambda k)^{2}{ }^{31}$ The overall scattering effect is shown in Fig. 10. We have in mind a smooth joining of flux tangents at the sphere boundary, but we do not go into the difficult questions associated with a rigorous embedding of the nonusual sphere in the usual topology.

As the scattering energy increases further, the bending effect becomes more pronounced, until finally, at the critical energy, a cone of large angle scattering opens up. (The cone begins purely backward as above, but subtends a larger solid angle with increasing energy.) At still higher energies, the embedded sphere

[^21]

Fig. 11. High-energy scattering off the centrifugal barrier in the $l$ th partial-wave.
becomes totally opaque, large angle-scattering everything that hits it. As usual for hard-sphere scattering, there will be a forward diffraction peak as well at high energies.

We can discuss some other interesting properties of this model in terms of the individual partial waves. Because our coarsening of the space is spherically symmetric, and the angular part of the Schrödinger equation is unchanged, we can expand the wavefunction in the usual Legendre polynomials:

$$
\begin{equation*}
\psi(r, \theta)=\sum_{l=0}^{\infty}(2 l+1) P_{l}(\cos \theta) \psi_{l}(r) . \tag{B23}
\end{equation*}
$$

The (free) partial wave equation for $\chi_{l}(\varepsilon)=s \psi_{l}(\xi)$ is

$$
\begin{equation*}
\mathfrak{D}_{4}^{2} \chi_{l}(z)+\left[k^{2}-l(l+1) / z^{2}\right] \chi_{l}(\imath)=0 . \tag{B24}
\end{equation*}
$$

If we keep the topology throughout all $\varepsilon$, the asymptotic solutions for large $\imath$ are

$$
\begin{equation*}
\chi_{l}(i) \underset{i \rightarrow \infty}{\sim} \exp \left\{ \pm(i \imath / \lambda) \sin ^{-1}(\lambda k)\right\} . \tag{B25}
\end{equation*}
$$

The partial wave equation is very much like the onedimensional wave equation discussed above-but this time with a repulsive centrifugal barrier. It is interesting to discuss the interplay of this barrier with the topology. For this it is convenient to go to the embedded case. At super-critical energies, the free solutions will look much as in Fig. 11. That is, the wave (of energy $E>E_{c}$ ) propagates freely inward to $b$, at which point it senses a repulsive thick spherical shell. This shell extends into roughly

$$
\begin{equation*}
\left(i_{0}\right)_{l}=\left[l(l+1) \hbar^{2} / 2 m\left(E-E_{0}\right)\right]^{\frac{1}{2}} \tag{B26}
\end{equation*}
$$

at which point the momentum $p$ becomes again less than critical and the wave propagates freely (again) until it hits the centrifugal barrier itself-after this it decays into the barrier as usual. As the energy increases at fixed $l$, the spherical shell becomes thicker and higher, the height growing with $E$ essentially as in Eq. (B14). At fixed energy, the shell is thicker for smaller $l$. Thus this effective potential induced on the topology is both energy-dependent and nonlocal. ${ }^{32}$

A very curious feature of the shell is its hollow

[^22]center, in which resonances (of energy) can easily be trapped. (Actually, they are trapped between the inside of the topological potential barrier and the centrifugal barrier.) The really peculiar thing about these topological resonances is their long lifetime: Because the shell is thicker and tougher at higher energies, the higher mass a resonance has, the longer it lives! Certainly there is no mechanism in ordinary dynamics which could produce such a particle.

## 4. Relativistic Quantum Mechanical Motion

Analogously to the one- and three-dimensional cases, we pseudo-metrize the difference variable $x$, in such a way that the interval $x^{2}$ is discretized. Moreover, we for the most part content ourselves with checking that the equations in a $1+1$ space (one space and one time dimension) still yield the backscattering effect.

A serious difficulty in a naive time quantization is always that probability may leak in time. For example, if one quantizes a single particle's time ( $t$ ) with the "Schrödinger" equation

$$
\begin{equation*}
i \hbar \mathrm{D}_{t} \psi=E \psi \tag{B27}
\end{equation*}
$$

then one finds the solutions decaying in time for $E>E_{c}$. This is highly undesirable, and we want to check that it is not occurring in our "differenceinterval" quantization.

We study the scattering of two free bosons of mass $\mu$ on $\left(x_{1} \otimes x_{2}, \lambda\right)^{(2)}$. To get a suitable wave equation, we first factor the solution of the Klein-Gordon equation ${ }^{33}$ on the usual topology

$$
\begin{equation*}
\left(\square_{1}^{2}+\square_{2}^{2}+2 \mu^{2}\right) \varphi\left(x_{1}, x_{2}\right)=0 \tag{B28}
\end{equation*}
$$

into a product of a center-of-mass factor $\exp \{i \mathbf{P} \cdot X\}$ and a solution of the equation in the relative coordinate:

$$
\begin{equation*}
\left(\square_{x}^{2}+\mu^{2}-\frac{1}{4} s\right) \varphi(x)=0, \tag{B29}
\end{equation*}
$$

where $s=\left(p_{1}+p_{2}\right)^{2}$. Our main interest is in the system as it appears to some observer whose time is $t_{0}$, i.e., $t_{1}=t_{2}=t_{0}$ and $t_{1}-t_{2}=0$. Thus we specialize for the moment to $x^{2}$ spacelike. In particular, for spatial $x$ positive, the equation in the difference variable can be written
$\frac{1}{\sigma} \frac{\partial}{\partial \sigma} \sigma \frac{\partial \varphi(\sigma, \theta)}{\partial \sigma}-\frac{1}{\sigma^{2}} \frac{\partial^{2}}{\partial \theta^{2}} \varphi(\sigma, \theta)+\left(\frac{1}{4} s-\mu^{2}\right) \varphi(\sigma, \theta)=0$,
where $\sigma=\left(-x^{2}\right)^{\frac{1}{2}}$ and $\theta=\tanh ^{-1}\left(x_{0} / x_{1}\right)$. We can separate off the angular dependence by the "partial wave analysis"

$$
\begin{align*}
\varphi(\sigma, \theta)= & \frac{1}{\sigma^{\frac{1}{2}}} \int_{0}^{\infty} d n e^{-n|\theta| \theta} R_{n}(\sigma) ; R_{n}^{\prime \prime}(\sigma) \\
& +\left[\left(\frac{1}{4} s-\mu^{2}\right)-\frac{n^{2}+\frac{5}{4}}{\sigma^{2}}\right] R_{n}(\sigma)=0, \tag{B31}
\end{align*}
$$

[^23]where a "prime" means differentiation with respect to $\sigma$. With this form in mind, we are in a position to write a suitable generalization of the 2 particle KleinGordon equation on our space. We define $\varphi\left(x_{1} x_{2}\right)$ as the product of $\exp \{i P X\}$ and $\varphi(\sigma, \theta)$ as shown in (B30), but this time with $R_{n}$ satisfying
\[

$$
\begin{equation*}
\mathscr{D}_{\sigma}^{2} R_{n}(\sigma)+\left[\left(\frac{1}{4} s-\mu^{2}\right)-\left(n^{2}+\frac{5}{4}\right) / \sigma^{2}\right] R_{n}(\sigma)=0 \tag{B32}
\end{equation*}
$$

\]

This is of the form of the coarsened partial wave Schrödinger equations (B24) in three dimensionsbut with

$$
" k k^{2 "} \sim \frac{1}{4} s-\mu^{2}, \quad " l(l+1) " \sim n^{2}+\frac{5}{4}
$$

we have in mind the same procedure for each of the other three orbits about the light cone; that is, coarsen only the "partial wave" equations.

As in the three-dimensional case, we find that there is a critical point in Eq. (B32) for increasing $s$. In fact (ignoring for the moment the "centrifugal barrier"), the propagation is no longer free for energies $s$ greater than

$$
\begin{equation*}
s_{c}=4\left[\mu^{2}+(\hbar c / \lambda)^{2}\right] \tag{B33}
\end{equation*}
$$

Physically, this means that the aforementioned observer sees at any time $t_{0}$ a system wavefunction like Fig. 7-i.e., the particles are back-scattering off each other's topological potential-just as in the nonrelativistic cases. This is not surprising-as we pointed out in Sec. A, the topology induced on this observer's subspace at any time is exactly $\left(x_{1} \otimes x_{2}, \lambda\right)^{(3)}$. In particular, the "bounce" of the two particles is simultaneous in the center-of-mass frame. In this frame then the "forces of topological repulsion" propagate at infinite velocity (although in other frames there is in general a time lag between the bounce of one and the bounce of the other). As mentioned in Sec. A, there is no contradiction between the Lorentz group and action-at-a-distance. Of course, the "centrifugal barrier" introduces the same qualitative features discussed in the three-dimensional section. Note that the behavior of the system with $t_{0}$ is entirely independent of $t_{1}-t_{2}$. Thus, our coarsening of the difference variable has avoided any loss of probability with $t_{0}{ }^{34}$

## 5. Many Free Particles and Interactions

Thus far we have treated only the two-particle subspace with our non-usual topology. The analog of our relativistic topology on the $n$-particle subspace

[^24]would be to coarsen the topology on some subset of difference variables. Requiring that all $\frac{1}{2} n(n-1)$ difference variables are coarse would be too restrictive: For large $n$, there would be in general only one available configuration for the particles (collinear) even at low energies. This precludes a coarsening that puts all $n$ particles on an equal footing.

In electrodynamics one could certainly, for example, coarsen the topology between every electron and positron that were created together. In this way, every electron (or positron) would have a "memory"showing up only when the relative momentum of the pair was supercritical: If one could obtain, say, the electron of a pair created on the other side of the galaxy, then, by raising the electron's momentum above critical (relative to the positron), one could affect the positron. (For example, firing the electron towards the positron, they would scatter off one another at a large angle.) In this way, one could transfer information over large distances instantaneously. Notice that these long distance effects could be avoided by cutting off the topology at a relativistic radius analogous to $b$ in the three-dimensional case.

In the case of the recent pair production experiments, one would obtain enhancement of large angle production due to the "topological repulsion" between the electron and the positron. On the other hand, there would be no effect on ordinary electron-positron scattering (unless they were originally created together). Putting the new topology only between $e^{+} e^{-}$ and not between $\mu^{+} \mu^{-}$could distinguish between these two situations, leaving the $\mu$ case normal.

Because the new topology is always on a twoparticle subspace, and one-particle wave equations (say, for $x_{1}$ independent of $x_{2}$ ) cannot be found, it does not seem possible to formulate a one-particle-equation-of-motion type of field theory, or for that matter, to write down a Lagrangian in any simple sense. It seems to us that the simplest way to construct a Lorentz-invariant theory allowing for particle creation would be in terms of the generalized unitarity equations of axiomatic field theory. ${ }^{35}$ For example, consider the equations for the retarded functions. These equations are ordinarily written in terms of difference variables. One could then use the coarsened Klein-Gordon operators (discussed above) in the (appropriate electron-positron) difference variables. For $\Delta_{+}(u-v)$ one would want to uise the solution to our coarsened difference Klein-Gordon equation

$$
\begin{equation*}
\Delta_{+}(x) \sim \int_{c_{+}^{\prime}} d^{4} k \frac{\phi_{k}(x)}{k^{2}-\mu^{2}} \tag{B34}
\end{equation*}
$$

[^25]where $c_{+}^{\prime}$ is a counterclockwise circle about $k_{0}=$ $+\left(\mathbf{k}^{2}+\mu^{2}\right)^{\frac{1}{2}}$ for $x_{0}>0$, and a clockwise circle about $k_{0}=-\left(k^{2}+\mu^{2}\right)^{\frac{1}{2}}$ for $x_{0}<0$-with the proviso that when a pole meets a branch point of $\phi_{k}(x)$, it moves onto that side of the cut with exponentially decreasing behavior. Thus one can begin the usual iterative solution of these equations. Of course there will be the usual equal-time ambiguities at each orderwhich can be used as usual to specify the "interaction." To obtain the scattering amplitudes from the retarded functions, one would want to use the usual formulas, only this time replacing appropriate pairs of Fourier transform factors by solutions of our coarsened Klein-Gordon equation. Detailed discussion of such a program is beyond the scope of the present work. However, it should be emphasized that, whatever the interaction chosen, at ultra-high energies the elastic back-scattering will dominate, in that it will in general prevent the particles from reaching the interaction region.
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## APPENDIX

The transformation function from configuration to momentum space [Eq. (B10a)], can be written

$$
\langle p \mid n \lambda\rangle=\frac{\left\{\left(1-\lambda^{2} p^{2} / \hbar^{2}\right)^{\frac{1}{2}}+i(\lambda p /\rangle \hbar\right\}^{n}}{\pi^{\frac{1}{2}}\left(\hbar^{2} / \lambda^{2}-p^{2}\right)^{\frac{1}{4}}} .
$$

This function is defined to be cut for ( $-\infty<p \leq$ $-\hbar \mid \lambda$ ) and ( $\hbar / \lambda \leq p<\infty$ ), and the first ("physical") sheet is specified by

$$
-\pi<\arg \left\{\left(1-\lambda^{2} p^{2} / \hbar^{2}\right)^{\frac{1}{2}}+i(\lambda p) / \hbar\right\}<\pi
$$

It can be seen easily that, for $n>0,\langle p \mid n \lambda\rangle$ tends to zero as $p \rightarrow \pm \infty+i \epsilon, \epsilon>0$, while it is unbounded as $p \rightarrow \pm \infty-i \epsilon$. For $n<0$, the same statements hold if the sign of $\epsilon$ is changed. Hence we make the rule that, whenever, an integral over $-\infty<p<\infty$ of an integrand involving $\langle p \mid n \lambda\rangle$ has to be performed, we take the integration contour just above/below the cuts in the $p$-plane for $n>/<0$. With this prescription it is easy to demonstrate Eqs. (B11).
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#### Abstract

The Ehrenfest model has been used to explain the "irreversibility" of thermodynamics and statistical mechanics. The modification described in this paper allows transitions to occur in both directions between the two "boxes" at each step of the model procedure. The equilibrium probability distribution is given in the form of a finite product, or in an iterated form particularly suitable for machine calculation. The analysis is illustrated by a simple model of an ionization-recombination process.


THE Ehrenfest model ${ }^{1}$ of heat exchange between two bodies has been used successfully by $\mathrm{Kac}^{2}$ in discussing the relationship between "irreversibility" of thermodynamic laws and statistical mechanics. In this model two boxes represent two bodies in thermal contact, and their temperatures are represented by a number of balls contained in each box. At successive intervals of time, a single ball moves from one box to the other according to a probabilistic law: the probability of transition is simply the ratio of the present number of balls in the box to the total number of balls in both boxes. Since the sum of these two

[^26]ratios is unity, there is always exactly one transition at each step of the model procedure.

This note is concerned with a slightly more complicated set of transition probabilities in which transitions occur both ways between the two boxes at each step of the model procedure. Furthermore, the transition probabilities are not necessarily the ratios of the number of balls in each box. To illustrate, let $p_{12}(k)$ be the probability of a ball going from box 1 to box 2 at a given step of the procedure when there are exactly $k$ balls in box 1 prior to the transfer. Similarly, let $p_{21}(k)$ be the probability of a ball going from box 2 to box 1 at a given step of the procedure when there are exactly $k$ balls in box 1 (not box 2) prior to the
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[^27]ratios is unity, there is always exactly one transition at each step of the model procedure.

This note is concerned with a slightly more complicated set of transition probabilities in which transitions occur both ways between the two boxes at each step of the model procedure. Furthermore, the transition probabilities are not necessarily the ratios of the number of balls in each box. To illustrate, let $p_{12}(k)$ be the probability of a ball going from box 1 to box 2 at a given step of the procedure when there are exactly $k$ balls in box 1 prior to the transfer. Similarly, let $p_{21}(k)$ be the probability of a ball going from box 2 to box 1 at a given step of the procedure when there are exactly $k$ balls in box 1 (not box 2) prior to the
transfer. Thus, box 1 can exhibit a net increase of $m$ balls ( $m=-1,0,1$ ) after the transfer. Let $P(m ; k)$ be the probability of a net increase of $m$ balls in box 1 when there were exactly $k$ balls in box 1 prior to the transfer. By simple enumeration, it is found that

$$
\begin{align*}
P(-1 ; k)= & p_{12}(k) \cdot\left[1-p_{21}(k)\right], \\
P(0 ; k)= & p_{12}(k) \cdot p_{21}(k) \\
& +\left[1-p_{12}(k)\right] \cdot\left[1-p_{21}(k)\right], \\
P(1 ; k)= & p_{21}(k) \cdot\left[1-p_{12}(k)\right] . \tag{1}
\end{align*}
$$

Now, let $U(k ; n)$ be the probability that box 1 contains exactly $k$ balls after $n$ steps of the model procedure. Again, by simple enumeration, it is found that $U(k ; n)$ must satisfy the recurrence relationship

$$
\begin{align*}
& U(k ; n+1)= P(1 ; k) \cdot U(k-1 ; n)+P(0 ; k) \\
& \cdot U(k ; n)+P(-1 ; k) \cdot U(k+1 ; n) . \tag{2}
\end{align*}
$$

The appearance of this equation is improved through

$$
\begin{align*}
& \text { the substitution } \\
& \begin{aligned}
& U(k ; n)=W(k ; n) \prod_{j=1}^{k} p_{21}(j-1) \\
& \cdot {\left[1-p_{12}(j-1)\right] / p_{12}(j) \cdot\left[1-p_{21}(j)\right], }
\end{aligned}
\end{align*}
$$

whence Eq. (2) becomes

$$
\begin{align*}
& {[W(k ; n+1)-W(k ; n)]=p_{12}(k)} \\
& \cdot\left[1-p_{21}(k)\right][W(k-1 ; n)-W(k ; n)]+p_{21}(k) \\
& \cdot\left[1-p_{12}(k)\right][W(k+1 ; n)-W(k ; n)] . \tag{4}
\end{align*}
$$

A general solution of Eq. (4) has not yet been found; however, in the limit as $n \rightarrow \infty$ (leading to a steady-state solution), it is clear that $W(k ; n) \rightarrow W_{0}$ is a solution. This implies that the steady-state probability of $k$ balls in box 1 is given by

$$
\begin{equation*}
U(k)=\prod_{j=1}^{k} p_{21}(j-1) \cdot\left[1-p_{12}(j-1)\right] . \tag{5}
\end{equation*}
$$

[The dependence upon $n$ is omitted since $U(k)$ is the steady-state solution.] The constant $W_{0}$ must be chosen so that the sum of the $U(k)$ 's is unity. Notice also that Eq. (5) can be rewritten as

$$
\begin{align*}
& U(k)=p_{21}(k-1) \cdot {\left[1-p_{12}(k-1)\right] } \\
& \cdot U(k-1) / p_{12}(k) \cdot\left[1-p_{21}(k)\right] \tag{6}
\end{align*}
$$

This form of the solution is particularly suited to machine evaluation; in this case the constant $W_{0}$ is determined through the initial value $U(0)$ necessary to make the sum of the $U(k)$ 's equal unity.

Finally, as a simple although somewhat artificial example which leads to an analytic solution consider the following: let $N$ atoms be contained in a vessel, and let them be subjected to ionizing radiation. The probability of ionization in a small time interval is proportional to the number of un-ionized atoms in existence at that time; at the same time, however,
recombinations are occurring, and the probability of a recombination depends upon the number of ions existing at that time. In general the ionization and recombination rates are not the same. To relate this example to the mathematical model, let box 1 represent the ions and let box 2 represent the un-ionized atoms. Now, assume that recombinations occur faster than ionizations, so that if $M<N$ ions exist at a given time, it is certain that a recombination occurs in the previously defined short-time interval. Clearly, this implies that

$$
\begin{equation*}
p_{12}(k)=k / M, \quad p_{21}(k)=1-k / N \tag{7}
\end{equation*}
$$

(Remember that $k$ refers to the number of ions in both definitions.)

Upon substitution of Eqs. (7) into Eq. (5), it is found that

$$
\begin{align*}
U(k) & =W_{0} \cdot \prod_{j=1}^{k}(N+1-j)(M+1-j) / j^{2} \\
& =W_{0}\binom{N}{k}\binom{M}{k} . \tag{8}
\end{align*}
$$

In addition, it is found that the moment generating function ${ }^{3}$ is given by

$$
\begin{equation*}
G(t)=W_{0} \cdot \sum_{k=0}^{\infty} U(k) \cdot t^{k}=W_{0} \cdot{ }_{2} F_{1}(-M, N ; 1 ; t) \tag{9}
\end{equation*}
$$

where ${ }_{2} F_{1}(, ; ;)$ is the hypergeometric function ${ }^{4}$; but, by a well-known formula concerning these functions, it is found that

$$
\begin{equation*}
G(1)=W_{0}\binom{M+N}{N}=1 . \tag{10}
\end{equation*}
$$

[This last equality follows from the fact that $G(1)$ is the sum of all the individual probabilities and thus unity.] Therefore,

$$
\begin{equation*}
G(t)={ }_{2} F_{1}(-M,-N ; 1 ; t) /\binom{N+M}{N} . \tag{11}
\end{equation*}
$$

Again, by well-known formulas, it is easy to find the mean and variance of $k$ as

$$
\begin{gather*}
\bar{k}=M N /(M+N), \\
\sigma_{k}^{2}=N^{2} M^{2} /\left[(N+M)^{2}(N+M-1)\right] . \tag{12}
\end{gather*}
$$

Notice that if $M \ll N$ these formulas indicate that the number of ions is concentrated at the maximum possible number, $M$, with very little dispersion. On the other hand, if $N=M$, the mean number of ions and un-ionized atoms are identical; the dispersion about this mean is inversely proportional to the number of atoms, $N$.

[^28]
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#### Abstract

The equilibrium statistical mechanics of the Bardeen-Cooper-Schrieffer model of superconductivity, as well as that of a wide class of similar models, can be evaluated exactly by the "thermodynamically equivalent Hamiltonian" method of Bogoliubov, Zubarev, Tserkovnikov, and Wentzel. It has been pointed out by Wentzel that this method can be extended to certain weakly nonequilibrium situations. It is shown here that the method allows an exact evaluation of the nonequilibrium statistical mechanics of the following situations: (a) temporal evolution of the statistical expectation value of an observable $O(\mathbf{r})$ whose initial deviation from equilibrium is spatially localized, but not necessarily small; (b) temporal evolution of the statistical expectation value of an observable $O$ due to a perturbation $V$ which is spatially localized, but not necessarily small.


## 1. INTRODUCTION

IT was shown long ago by Bogoliubov, Zubarev, and Tserkovnikov ${ }^{1}$ that, for the model Hamiltonian of the BCS theory ${ }^{2}$ of superconductivity, the equilibrium thermodynamic functions can be evaluated exactly in the thermodynamic (infinite-system) limit. Their method was subsequently extended by Wentzel ${ }^{3}$ to a wide class of model Hamiltonians of the general structure

$$
\begin{equation*}
H=\sum_{k \lambda}\left(E_{k \lambda} b_{k \lambda}+E_{k \lambda}^{*} b_{k \lambda}^{\dagger}\right)+\Omega^{-1} \sum_{k \lambda, k^{\prime} \lambda^{\prime}} J_{k \lambda, k^{\prime} \lambda^{\prime}} b_{k \lambda}^{\dagger} b_{k^{\prime} \lambda^{\prime}} \tag{1}
\end{equation*}
$$

Here $\Omega$ is the volume of the system (which eventually $\rightarrow \infty$ ), $k$ refers to linear momentum as in the BCS Hamiltonian, each $b_{k \lambda}$ is bilinear in Fermi or Bose annihilation and creation operators, and $\lambda$ takes on a finite (volume-independent) set of values. It is assumed that

$$
\begin{equation*}
E_{k \lambda}=O(1), \quad J_{k \lambda, k^{\prime} \lambda^{\prime}}=O(1) \tag{2}
\end{equation*}
$$

where $O(1)$ denotes a volume-independent quantity.
We briefly review the method of BZT and Wentzel here, in order to provide a foundation for its generalization to nonequilibrium statistical mechanics. The method relies on a linearization of the interaction terms $b_{k \lambda}^{\dagger} b_{k^{\prime} \lambda^{\prime}}$ through the identity

$$
\begin{align*}
b_{k \lambda}^{\dagger} b_{k^{\prime} \lambda^{\prime}}= & \left(b_{k \lambda}^{\dagger}-\eta_{k \lambda}^{*}\right)\left(b_{k^{\prime} \lambda^{\prime}}-\eta_{k^{\prime} \lambda^{\prime}}\right) \\
& +\left(\eta_{k \lambda}^{*} b_{k^{\prime} \lambda^{\prime}}+\eta_{k^{\prime} \lambda^{\prime}}, b_{k \lambda}^{\dagger}\right)-\eta_{k \lambda}^{*} \eta_{k^{\prime} \lambda^{\prime}} \tag{3}
\end{align*}
$$

[^29]where the $\eta_{k \lambda}$ are $c$-number parameters to be determined. In this way, $H$ is separated into a Hamiltonian $H_{0}$ quadratic in annihilation and creation operators, plus a residual Hamiltonian $H^{\prime}$ :
\[

$$
\begin{align*}
H & =H_{0}+H^{\prime} \\
H_{0} & =U+\sum_{k \lambda}\left(G_{k \lambda} b_{k \lambda}+G_{k \lambda}^{*} b_{k \lambda}^{\dagger}\right), \\
H^{\prime} & =\Omega^{-1} \sum_{k \lambda, k^{\prime} \lambda^{\prime} \lambda^{\prime}} J_{k \lambda, k^{\prime} \lambda^{\prime}}\left(b_{k \lambda}^{\dagger}-\eta_{k \lambda}^{*}\right)\left(b_{k^{\prime} \lambda^{\prime}}-\eta_{k^{\prime} \lambda^{\prime}}\right) \tag{4}
\end{align*}
$$
\]

with

$$
\begin{align*}
U & =-\Omega^{-1} \sum_{k \lambda k^{\prime} \lambda^{\prime}} J_{k \lambda, k^{\prime} x^{\prime}} \eta_{k \lambda}^{*} \eta_{k^{\prime} \lambda^{\prime}}, \\
G_{k \lambda} & =E_{k \lambda}+\Omega^{-1} \sum_{k^{\prime} \lambda^{\prime}} J_{k^{\prime} \lambda^{\prime}, k \lambda} \eta_{k^{\prime} \lambda^{\prime}}^{*} \tag{5}
\end{align*}
$$

The exact thermodynamic potential ${ }^{4}$ of the system described by $H$ is

$$
\begin{equation*}
F=-\beta^{-1} \ln \operatorname{Tr} e^{-\beta H} \tag{6}
\end{equation*}
$$

One now observes that, since $H_{0}$ is only bilinear in single-particle annihilation and creation operators ${ }^{5}$ $a_{k}$ and $a_{k}^{\dagger}$ (each $b_{k \lambda}$ or $b_{k \lambda}^{\dagger}$ is bilinear in the $a$ and $a^{\dagger}$ operators), $H_{0}$ can be brought into diagonal form

$$
\begin{equation*}
H_{0}=E_{0}+\sum_{k} \epsilon_{k} \alpha_{k}^{\dagger} \alpha_{k} \tag{7}
\end{equation*}
$$

by a linear ${ }^{6}$ canonical transformation to new Fermi or Bose operators $\alpha_{k}, \alpha_{k}^{\dagger}$, which have the physical significance of quasiparticle annihilation and creation. operators. It is assumed that the bilinear operators $b_{k \lambda}, b_{k \lambda}^{\dagger}$ are constructed from the $a_{k}, a_{k}^{\dagger}$ operators in

[^30]such a way that when transformed into the quasiparticle representation, they have the general structure ${ }^{7}$
\[

$$
\begin{align*}
b_{k \lambda}= & c_{k \lambda}+\sum_{k^{\prime} \in \mathcal{S}_{k}} \sum_{k^{\prime \prime} \in \mathcal{S}_{k}}\left(d_{k \lambda, k^{\prime} k^{\prime \prime}} \alpha_{k^{\prime}}^{\dagger} \alpha_{k^{\prime \prime}}\right. \\
& \left.+e_{k, \lambda, k^{\prime} k^{\prime \prime}} \alpha_{k^{\prime}} \alpha_{k^{\prime \prime}}+f_{k \lambda, k^{\prime} k^{\prime \prime}} \alpha_{k^{\prime}}^{\dagger} \alpha_{k^{\prime \prime}}^{\dagger}\right) \tag{8}
\end{align*}
$$
\]

where the coefficients $c, d, e, f$ are all volumeindependent, and where, for each fixed $k, \delta_{k}$ is a set of a finite, volume-independent number of wave vectors; e.g., for the BCS Hamiltonian $\mathrm{S}_{k}=\{k,-k\}$. Then, applying statistical-mechanical perturbation theory to the evaluation of the trace (6) in powers of the perturbation $H^{\prime}$, BZT and Wentzel showed that the contribution of $H^{\prime}$ to the thermodynamic potential $F$ is only $O(1)$ (finite in the thermodynamic limit $\Omega \rightarrow \infty$ with $\mu$ fixed) to all orders in $H^{\prime}$ provided that $\eta_{k \lambda}$ in (3)-(5) is chosen as the thermal average ${ }^{8}$ of $b_{k \lambda}$ in the ensemble of $H_{0}$ :

$$
\begin{equation*}
\eta_{k \lambda}=\left\langle b_{k \lambda}\right\rangle_{0}=c_{k \lambda}+\sum_{k^{\prime} \in S} d_{k \lambda, k^{\prime} k^{\prime} k^{\prime}}\left\langle\alpha_{k^{\prime}}^{\dagger} \alpha_{k^{\prime}}\right\rangle_{0} \tag{9}
\end{equation*}
$$

Here

$$
\begin{equation*}
\langle O\rangle_{0} \equiv \operatorname{Tr}\left(O e^{-\beta H_{0}}\right) / \operatorname{Tr} e^{-\beta H_{0}} \tag{10}
\end{equation*}
$$

Then

$$
\begin{equation*}
F=-\beta^{-1} \ln \operatorname{Tr} e^{-\beta H_{0}}+O(1) \tag{11}
\end{equation*}
$$

The term $O(1)$ is completely negligible in the thermodynamic limit since $-\beta^{-1} \ln \operatorname{Tr} e^{-\beta H_{0}}$, the thermodynamic potential of $H_{0}$, is proportional to the volume $\Omega$; for this reason, Wentzel calls $H_{0}$ the "thermodynamically equivalent Hamiltonian". The reason for the negligibility of the contributions of $H^{\prime}$ is that with the choice (9), $H^{\prime}$ becomes bilinear in fluctuations $b_{k \lambda \lambda}-\left\langle b_{k \lambda}\right\rangle_{0}$; these fluctuations are negligible under the conditions (2), (8). ${ }^{9}$ Since $H_{0}$ represents a system of noninteracting (but temperature-dependent) quasiparticles, all quasiparticle interactions are contained in $H^{\prime}$. Thus, another way of stating the results is that quasiparticle interactions are negligible in the thermodynamic limit to all orders in $H^{\prime}$ provided that the quasiparticles are defined properly [so that (9) is satisfied].

The exact thermodynamic equivalence of $H_{0}$ and $H$ does not extend to arbitrary nonequilibrium situations, nor is there any reason to expect it to. Nevertheless, since $H^{\prime}$ is completely negligible in equilibrium, an obvious continuity argument indicates that the effects of $H^{\prime}$ should be small near equilibrium. This

[^31]was first pointed out by Wentzel, ${ }^{10}$ who showed that quasiparticle interactions could be ignored in a first-order calculation of the momentum transferred to the system by a weak force center dragged through the system with constant velocity.

In Secs. 2-4 we consider the slightly different problem of the time evolution of the statistical expectation value, $\langle O(\mathbf{r}, t)\rangle$, of a position-dependent observable $O(\mathbf{r})$ due to an initial spatially localized deviation from equilibrium, $\langle O(\mathbf{r}, 0)\rangle-\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}}$, in the absence of any external driving force. We prove that in evaluating $\langle O(\mathbf{r}, t)\rangle$, all effects of $H^{\prime}$ are negligible $\left[O\left(\Omega^{-1}\right)\right.$ as $\left.\Omega \rightarrow \infty\right]$. This result is proved to all orders in $H^{\prime}$ and to all orders in the departure from equilibrium. The conclusion thus goes beyond the continuity argument which led us to expect the result to hold for small departures from equilibrium. The physical reasons for the more general result are not clearly understood at present, but we emphasize that the proof only goes through for localized deviations from equilibrium.

In Sec. 5 we study the temporal evolution of the statistical expectation value, $\langle O(t)\rangle$, of an observable $O$ due to a spatially localized perturbation $V$, given that the system was in equilibrium before $V$ was turned on. It is again found that $H^{\prime}$ is negligible in the thermodynamic limit, to all orders in $H^{\prime}$ and in the perturbation $V$. It is emphasized that the spatial localization of the deviation from equilibrium or of the external perturbation is quite essential in the proofs. Also, the operator $O$ in Sec. 5 must not have any delta-function singularities in its matrix elements in momentum space. This restriction rules out the total linear momentum but not the momentum density; this somewhat paradoxical distinction is discussed with reference to the orders of noncommuting limits.

In Sec. 6 we comment briefly on the dangers of a perturbation-theoretic proof "to all orders," and in Sec. 7 applications and unsolved problems are suggested.

Before proceeding with the analysis, we wish to say a few words concerning motivation. It might be objected that, since our results only apply to Hamiltonians of generalized BCS type, they are not applicable to real physical systems. It is certainly true that such Hamiltonians are highly simplified relative to real physical systems. Nevertheless, since exactly soluble models are even rarer in nonequilibrium statistical mechanics than in the equilibrium

[^32]case, we feel that the solubility of localized nonequilibrium problems for such Hamiltonians may prove illuminating. In this connection, it should be noted that the operator $O(\mathbf{r})$ whose time evolution is investigated in Secs. 2-4, or the external perturbation $V$ and observable $O$ in Sec. 5 , need not have the simplified pairing structure typical of the interaction terms of the generalized BCS Hamiltonian. Furthermore, the validity of our method does not rest on any assumption of small distortion of the equilibrium ensemble. We find, instead, that problems involving large local distortions of the ensemble can be dealt with by the method of the thermodynamically equivalent Hamiltonian.

## 2. INITIAL-VALUE PROBLEM IN NONEQUILIBRIUM STATISTICAL MECHANICS

We employ Jaynes' formulation ${ }^{11}$ of nonequilibrium statistical mechanics. Suppose that at time $t=0$ not only the mean energy, but also the statistical average values of certain other observables $F_{j}$, are known. Then the statistical expectation value, at time $t$, of any observable 0 is given by ${ }^{11}$

$$
\begin{equation*}
\langle O(t)\rangle=\frac{\operatorname{Tr}\left[O(t) \exp \left(-\beta H-\sum_{j} \lambda_{j} F_{j}\right)\right]}{\operatorname{Tr} \exp \left(-\beta H-\sum_{j} \lambda_{j} F_{j}\right)} \tag{12}
\end{equation*}
$$

where $O(t)$ is the Heisenberg operator

$$
\begin{equation*}
O(t)=e^{i t H} O e^{-i t I T} \tag{13}
\end{equation*}
$$

and the Lagrange multipliers $\lambda_{j}$ and $\beta$ are determined by the known initial statistical expectation values $\left\langle F_{j}(0)\right\rangle$ and $\langle H(0)\rangle$. We are interested in the case that the only initial data consist of the values of the total Hamiltonian $H$ and of a position-dependent operator $O(\mathbf{r})=O(\mathbf{r}, 0)$ at all positions $\mathbf{r}$. Then the expectation value of $O(\mathrm{r})$ at any other time $t$ is given by ${ }^{12}$
$\langle O(\mathbf{r}, t)\rangle=\frac{\operatorname{Tr}\left\{O(\mathbf{r}, t) \exp \left[-\beta H-\int d^{3} r^{\prime} \lambda_{0}\left(\mathbf{r}^{\prime}\right) O\left(\mathbf{r}^{\prime}\right)\right]\right\}}{\operatorname{Tr} \exp \left[-\beta H-\int d^{3} r^{\prime} \lambda_{0}\left(\mathbf{r}^{\prime}\right) O\left(\mathbf{r}^{\prime}\right)\right]}$.

In order to evaluate (14), it is convenient to define

[^33]a nonequilibrium partition function $\Xi$ and thermodynamic potential $W$ by
$\Xi \equiv e^{-\beta W} \equiv \operatorname{Tr} \exp \left[-\beta H-\int_{-\infty}^{\infty} d t \int d^{3} r \lambda(\mathbf{r}, t) O(\mathbf{r}, t)\right]$.

Then $\langle O(\mathbf{r}, t)\rangle$ can be expressed as a functional derivative:

$$
\begin{equation*}
\langle O(\mathbf{r}, t)\rangle=[\delta(\beta W) / \delta \lambda(\mathbf{r}, t)]_{\lambda(\mathbf{r}, t)=\lambda_{0}(\mathbf{r}) \delta(t)}, \tag{16}
\end{equation*}
$$

where the subscript denotes that $\lambda(\mathbf{r}, t)$ is to be set equal to $\lambda_{0}(\mathbf{r}) \delta(t)$ after the differentiation. The multipliers ${ }^{13} \beta$ and $\lambda_{0}(\mathbf{r})$ are determined from the known initial data $\langle H(0)\rangle$ and $\langle O(\mathbf{r}, 0)\rangle$ :

$$
\begin{align*}
{[\partial(\beta W) / \partial \beta]_{\lambda(\mathbf{r}, t)=\lambda_{0}(\mathbf{r})(t)} } & =\langle H(0)\rangle, \\
{[\delta(\beta W) / \delta \lambda(\mathbf{r}, 0)]_{\lambda(\mathbf{r}, t)=\lambda_{0}(\mathbf{r}) \delta(t)} } & =\langle O(\mathbf{r}, 0)\rangle . \tag{17}
\end{align*}
$$

We next apply a standard form of statistical mechanical perturbation theory to the evaluation of the trace in (15), obtaining

$$
\begin{align*}
\Xi= & \left(\operatorname{Tr} e^{-\beta H}\right)\left[1+\sum_{j=1}^{\infty}(-1)^{j} \int_{-\infty}^{\infty} \cdots \int d t_{1} \cdots d t_{j}\right. \\
& \times \int \cdots \int d^{3} r_{1} \cdots d^{3} r_{j} \lambda\left(\mathbf{r}_{1}, t_{1}\right) \cdots \lambda\left(\mathbf{r}_{j}, t_{j}\right) \\
& \times \int_{0}^{1} d s_{1} \int_{0}^{s_{1}} d s_{2} \cdots \int_{0}^{s_{j-1}} d s_{j} \\
& \left.\times\left\langle O\left(\mathbf{r}_{1}, t_{1}-i \beta s_{1}\right) \cdots O\left(\mathbf{r}_{j}, t_{j}-i \beta s_{j}\right)\right\rangle_{\mathrm{eq}}\right] \tag{18}
\end{align*}
$$

where 〈 $\rangle_{\text {eq }}$ denotes a thermal-equilibrium average:

$$
\begin{equation*}
\langle O\rangle_{\mathrm{eq}} \equiv \operatorname{Tr}\left(O e^{-\beta H}\right) / \operatorname{Tr} e^{-\beta H} \tag{19}
\end{equation*}
$$

With the use of (13) and cyclic invariance of the trace, one finds

$$
\begin{equation*}
\Xi=\Xi_{\mathrm{eq}}\left(1+\Delta_{1}+\Delta_{2}+\cdots\right) \tag{20}
\end{equation*}
$$

with

$$
\begin{equation*}
\Xi_{\mathrm{eq}}=\operatorname{Tr} e^{-\beta H} \tag{21}
\end{equation*}
$$

and

$$
\begin{align*}
\Delta_{1}= & -\int_{-\infty}^{\infty} d t \int d^{3} r \lambda(\mathbf{r}, t)\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}} \\
\Delta_{2}= & \frac{1}{2} \int_{0}^{1} d s \iint_{-\infty}^{\infty} d t_{1} d t_{2} \\
& \times \iint^{3} d^{3} r_{1} d^{3} r_{2} \lambda\left(\mathbf{r}_{1}, t_{1}\right) \lambda\left(\mathbf{r}_{2}, t_{2}\right) \\
& \quad \times\left\langle O\left(\mathbf{r}_{1}, 0\right) O\left(\mathbf{r}_{2}, t_{2}-t_{1}+i \beta s\right)\right\rangle_{\mathrm{eq}} . \tag{22}
\end{align*}
$$

[^34]The definition (15) of $W$ then gives

$$
\begin{align*}
& W=W_{0}+W_{1}+W_{2}+\cdots, \quad W_{0}=-\beta^{-1} \ln \Xi_{\mathrm{eq}}, \\
& W_{1}=-\beta^{-1} \Delta_{1}, \\
& \quad \cdot \\
& \quad \cdot \tag{23}
\end{align*}
$$

Finally, evaluation of the functional derivative in (16) gives

$$
\begin{align*}
& \langle O(\mathbf{r}, t)\rangle=\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}} \\
& \quad-\frac{1}{2} \int_{0}^{1} d s \int d^{3} r_{1} \lambda_{0}\left(\mathbf{r}_{1}\right)\left[\langle O(\mathbf{r}, 0) O(\mathbf{r}, t+i \beta s)\rangle_{\mathrm{eq}}\right. \\
& \left.\quad+\left\langle O(\mathbf{r}, t-i \beta s) O\left(\mathbf{r}_{1}, 0\right)\right\rangle_{\mathrm{eq}}\right] \\
& \quad+\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}} \int d^{3} r_{1} \lambda_{0}\left(\mathrm{r}_{1}\right)\left\langle O\left(\mathbf{r}_{1}, 0\right)\right\rangle_{\mathrm{eq}}+O\left(\lambda_{\lambda_{0}^{2}}^{2}\right) \tag{24}
\end{align*}
$$

where $O\left(\lambda_{0}^{2}\right)$ denotes terms bilinear in $\lambda_{0}$. Since $\langle 0\rangle \rightarrow\langle 0\rangle_{\text {eq }}$ as $\lambda_{0} \rightarrow 0$, the neglected terms in (24) are of second and higher orders in the departure from equilibrium, i.e., in $\langle 0\rangle-\langle 0\rangle_{\text {eq }}$.

Defining a kernel

$$
\begin{align*}
K\left(\mathbf{r}, t ; \mathbf{r}_{1}, 0\right)= & \langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}}\left\langle O\left(\mathbf{r}_{1}, 0\right)\right\rangle_{\mathrm{eq}} \\
& -\frac{1}{2} \int_{0}^{1} d s\left[\left\langle O\left(\mathbf{r}_{1}, 0\right) O(\mathbf{r}, t+i \beta s)\right\rangle_{\mathrm{eq}}\right. \\
& \left.+\left\langle O(\mathbf{r}, t-i \beta \dot{s}) O\left(\mathbf{r}_{1}, 0\right)\right\rangle_{\mathrm{eq}}\right] \tag{25}
\end{align*}
$$

we see that (24) can be written as

$$
\begin{align*}
\langle O(\mathbf{r}, t)\rangle & =\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}} \\
& +\int K\left(\mathbf{r}, t ; \mathbf{r}_{1}, 0\right) \lambda_{0}\left(\mathbf{r}_{1}\right) d^{3} r_{1}+O\left(\lambda_{0}^{2}\right) \tag{26}
\end{align*}
$$

The function $\lambda_{0}\left(r_{1}\right)$ is to be determined by inversion of the integral transform

$$
\begin{equation*}
\int K\left(\mathbf{r}, 0 ; \mathbf{r}_{1}, 0\right) \lambda_{0}\left(\mathbf{r}_{1}\right) d^{\mathbf{3}} r_{1}=\langle O(\mathbf{r}, 0)\rangle-\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}}, \tag{27}
\end{equation*}
$$

given the initial (in general nonequilibrium) statistical expectation value $\langle O(\mathbf{r}, 0)\rangle$ of the observable $O(\mathbf{r})$.

The second term in the expression for $K$ [the only term if the mean value of $O(\mathbf{r})$ vanishes in equilibrium] is a space-time correlation function of a type already familiar in the theory of transport. ${ }^{14}$ Actually, the transport kernel can be expressed purely in terms of the true correlation function even in the case that $O(\mathbf{r})$ has nonzero mean value in thermal equilibrium.

[^35]Defining a true correlation function 〈 $\rangle_{\text {eq }}^{\text {corr }}$ by subtracting off the uncorrelated part:

$$
\begin{align*}
\left\langle O(\mathbf{r}, t) O\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle_{\mathrm{eq}}^{\mathrm{corr}}= & \left\langle O(\mathbf{r}, t) O\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle_{\mathrm{eq}} \\
& -\langle O(\mathbf{r}, t)\rangle_{\mathrm{eq}}\left\langle O\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle_{\mathrm{eq}} \tag{28}
\end{align*}
$$

and noting that $\langle O(\mathrm{r}, t)\rangle_{\mathrm{eq}}=\langle O(\mathrm{r}, 0)\rangle_{\mathrm{eq}}$ by cyclic invariance of the trace, one can rewrite (25) in the form

$$
\begin{align*}
K\left(\mathbf{r}, t ; \mathbf{r}_{1}, 0\right)= & -\frac{1}{2} \int_{0}^{1} d s\left[\left\langle O\left(\mathbf{r}_{1}, 0\right) O(\mathrm{r}, t+i \beta s)\right\rangle_{\mathrm{eq}}^{\text {corr }}\right. \\
& \left.+\left\langle O(\mathbf{r}, t-i \beta s) O\left(\mathbf{r}_{1}, 0\right)\right\rangle_{\mathrm{eq}}^{\text {corr }}\right] . \tag{29}
\end{align*}
$$

In conclusion, we note that the expansions (20), (23), (24) are only useful if the initial deviation from equilibrium is spatially localized, i.e., of finite ( $\Omega$ independent) range. Only in that case can one expect ${ }^{15}$ $\lambda_{0}(\mathbf{r})$ to be of finite range. On the other hand, if $\langle O(\mathbf{r}, 0)\rangle-\langle O(\mathbf{r}, 0)\rangle_{\text {eq }}$ were appreciable throughout the volume of the system, one expects that the same would be true of $\lambda_{0}(\mathbf{r})$. Then the integral over $\mathbf{r}_{1}$ would be proportional to the volume, ${ }^{16}$ the term $O\left(\lambda_{0}^{2}\right)$ proportional to $\Omega^{2}$, etc. In such a case the expansion would be useless; to obtain meaningful results one would have to replace the expansion (20) of the partition function by a linked-cluster expansion for the thermodynamic potential $W$. The analysis then becomes much more involved; we therefore do not consider nonlocalized deviations from equilibrium here.

## 3. THERMODYNAMIC EQUIVALENCE OF $\boldsymbol{H}_{0}$ FOR LINEAR TRANSPORT OF ONE-PARTICLE OBSERVABLES

We now assume that $O(\mathbf{r})$ is a one-particle operator of the general structure

$$
\begin{equation*}
O(\mathbf{r})=\Omega^{-1} \sum_{k k^{\prime}} O_{k k^{\prime}}(\mathbf{r}) a_{k}^{\dagger} a_{k^{\prime}} \tag{30}
\end{equation*}
$$

with volume-independent matrix elements $O_{k k^{\prime}}(\mathbf{r})$. We furthermore assume that the canonical transformation from the $a, a^{\dagger}$ representation to the $\alpha, x^{\dagger}$ representation [in which $H_{0}$ of Eq. (7) is diagonal] is of the form

$$
\begin{equation*}
a_{k}=\sum_{k^{\prime} \in \mathcal{S}_{k}}\left(u_{k k^{\prime}} \cdot \alpha_{k^{\prime}}+v_{k k^{\prime}} \alpha_{k^{\prime}}^{\dagger}\right), \tag{31}
\end{equation*}
$$

where $S_{k}$ is the same as in (8), and the $u_{k k^{\prime}}$ and $v_{k k^{\prime}}$ are volume-independent. We show that, subject to the

[^36]assumptions (2), (8), and (31), the contributions of $H^{\prime}$ to the transport kernel $K$ [Eq. (25)], evaluated to all orders in $H^{\prime}$, are only $O\left(\Omega^{-1}\right)$, hence negligible in the thermodynamic limit $\Omega \rightarrow \infty$. In other words, $H_{0}$ is also a thermodynamically equivalent Hamiltonian for linear transport theory. In order to show this, one must go beyond the original $\mathrm{BZT}^{1}-W^{-}$entzel ${ }^{3}$ argument, since that argument only applies to the equilibrium thermodynamic potential. In evaluating the transport kernel (25), $H^{\prime}$ enters in two ways: in the factor $e^{-\beta H}=e^{-\beta\left(H_{0}+H^{\prime}\right)}$ occurring in the definition of the equilibrium average $\left\rangle_{\text {eq }}\right.$, and in the evaluation of the Heisenberg operators (13). On the other hand, in the BZT-Wentzel proof for the equilibrium case, $H^{\prime}$ only enters in the factor $e^{-\beta H}$.

We consider first the term $\langle O(\mathbf{r}, 0)\rangle_{\text {eq }}\left\langle O\left(\mathbf{r}_{1}, 0\right)\right\rangle_{\text {eq }}$ in $K$; in this term the Heisenberg operators are evaluated at $t=0$, so that $H^{\prime}$ enters only through $e^{-\beta H}$. Our proof for this term will thus be only a minor extension of the BZT-Wentzel proof. Using the perturbation expansion

$$
\begin{align*}
e^{-\beta H}=e^{-\beta H_{0}} & {\left[1+\sum_{j=1}^{\infty}(-i)^{j} \int_{0}^{-i \beta} d t_{1} \int_{0}^{t_{1}} d t_{2} \cdots\right.} \\
& \left.\times \int_{0}^{t_{j-1}} d t_{j} H^{(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right)\right], \tag{32}
\end{align*}
$$

where

$$
\begin{equation*}
O^{(0)}(t) \equiv e^{i t H_{0}} O e^{-i t H_{0}} \tag{33}
\end{equation*}
$$

the definition (19) of $\left\rangle_{\mathrm{eq}}\right.$, and cyclic invariance of the trace, one finds ${ }^{17}$

$$
\begin{align*}
& \left\langle O^{(0)}(\mathbf{r}, 0)\right\rangle_{\mathrm{eq}}=\left[\left\langle O^{0}(\mathbf{r}, 0)\right\rangle_{0}+\sum_{j=1}^{\infty}(-i)^{j} \int_{0}^{-i \beta} d t_{1} \cdots\right. \\
& \left.\times \int_{0}^{t_{j-1}} d t_{j}\left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right) O^{(0)}(\mathbf{r}, 0)\right\rangle_{0}\right] \\
& \times\left[1+\sum_{j=1}^{\infty}(-i)^{j} \int_{0}^{-i \beta} d t_{1} \cdots \int_{0}^{t_{j-1}}\right. \\
& \left.\times d t_{j}\left\langle H^{(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right)\right\rangle_{0}\right]^{-1} \tag{34}
\end{align*}
$$

where $\langle O\rangle_{0}$ is defined by (10). Since $H_{0}$ is bilinear in single-particle annihilation and creation operators, one can apply Matsubara's theorem ${ }^{18}$ to decompose the averages $\left\rangle_{0}\right.$ into sums of products of contractions, each such contraction being the average $\left\rangle_{0}\right.$ of an operator bilinear in single-particle annihilation and

[^37]creation operators. In this way one sees that
\[

$$
\begin{align*}
\left\langle H^{\prime(0)}\left(t_{1}\right)\right. & \left.\cdots H^{\prime(0)}\left(t_{j}\right) O^{(0)}(\mathbf{r}, 0)\right\rangle_{0} \\
= & \left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right)\right\rangle_{0}\left\langle O^{(0)}(\mathbf{r}, 0)\right\rangle_{0} \\
& +\left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime 0}\left(t_{j}\right) O^{(0)}(\mathbf{r}, 0)\right\rangle_{0}^{\prime}, \tag{35}
\end{align*}
$$
\]

where the prime on $\left\rangle_{0}^{\prime}\right.$ implies the omission of all terms in which $O^{(0)}(\mathbf{r}, 0)$ is self-contracted, such terms being already included in $\left\rangle_{0}\langle \rangle_{0}\right.$.

The expression $\left\rangle_{0}^{\prime}\right.$ can be further reduced by noting that, according to (8) and (9),

$$
\begin{align*}
& b_{k \lambda}-\eta_{k \lambda}=\sum_{k^{\prime} \in \delta_{k}} \sum_{k^{\prime \prime} \in \mathcal{S}_{k}}\left[d_{k \lambda, k^{\prime} k^{\prime \prime}}\left(\alpha_{k^{\prime}}^{\dagger} \alpha_{k^{\prime \prime}}-\delta_{k^{\prime} k^{\prime}}\left\langle\alpha_{k^{\prime}}^{\dagger} \alpha_{k^{\prime}}>\right\rangle_{0}\right)\right. \\
& \text { But since }  \tag{36}\\
& \quad+\mathrm{e}_{k \lambda, k^{\prime} k^{\prime \prime}} \alpha_{k^{\prime}} \alpha_{k^{\prime \prime}}+f_{\left.k \lambda, k^{\prime} k^{\prime} \alpha_{k^{\prime}}^{\dagger} \cdot \alpha_{k^{\prime \prime}}^{\dagger}\right] .}
\end{align*}
$$

$$
\begin{equation*}
\left\langle\alpha_{k^{\prime}}^{\dagger} \cdot \alpha_{k^{\prime}}\right\rangle_{0}=\delta_{k^{\prime} k^{\prime \prime}}\left\langle\alpha_{k^{k^{\prime}}}^{\dagger} \alpha_{k^{\prime}}\right\rangle_{0}, \quad\left\langle\alpha_{k^{\prime}} \alpha_{k^{\prime \prime}}\right\rangle_{0}=\left\langle\alpha_{k^{\prime}}^{\dagger} \alpha_{k^{\prime \prime}}^{\dagger}\right\rangle_{0}=0 \tag{37}
\end{equation*}
$$

by (7), it follows on application of Matsubara's theorem that, for any two operators $A$ and $B$,

$$
\begin{equation*}
\left\langle A\left(b_{k \lambda}-\eta_{k \lambda}\right) B\right\rangle_{0}=\left\langle A b_{k \lambda}^{\prime} B\right\rangle_{0, \text { cross }} \tag{38}
\end{equation*}
$$

Here

$$
\begin{align*}
b_{k \lambda}^{\prime} \equiv \sum_{k^{\prime} \in S_{k}} \sum_{k^{\prime \prime} \in S_{k}}\left(d_{k \lambda, k^{\prime} k^{\prime \prime}} \alpha_{k^{\prime}}^{\dagger} \cdot \alpha_{k^{\prime \prime}}\right. & +\mathrm{e}_{k \lambda, k^{\prime} k^{\prime \prime}} \alpha_{k^{\prime}} \cdot \alpha_{k^{\prime \prime}} \\
& +f_{\left.k \lambda, k^{\prime} k^{\prime} k^{\prime \prime} \alpha_{k^{\prime}}^{\dagger} \cdot \alpha_{k^{\prime \prime}}^{\dagger}\right)} \tag{39}
\end{align*}
$$

and the subscript "cross" on $\left\rangle_{0}\right.$ implies omission of all terms in which $b_{k \lambda}^{\prime}$ is self-contracted in the expansion of $\left\langle A b_{k \lambda}^{\prime} B\right\rangle_{0}$ according to Matsubara's theorem. Introducing the definitions (4) and (30) of $H^{\prime}$ and $O(\mathrm{r})$, and applying the lemma (38) and its Hermitian conjugate repeatedly, one finds that

$$
\begin{align*}
& \left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right) O^{(0)}(\mathrm{r}, 0)\right\rangle_{0}^{\prime}=\Omega^{-(j+1)} \\
& \times \sum_{k k^{\prime}} \sum_{k_{1} \lambda_{1}, \cdots k_{j} \lambda_{j} k_{1^{\prime}} \lambda_{1}^{\prime}} \sum_{a_{k_{j}^{\prime}} \lambda_{j^{\prime}}} O_{k k^{\prime}}(\mathbf{r}) J_{k_{1} \lambda_{1}, k_{1}^{\prime} \lambda_{2}^{\prime}} \cdots \\
& \times J_{k_{j} \lambda_{j}, k_{j}^{\prime} \lambda_{j}}\left\langle b_{k_{1} \lambda_{1}}^{\dagger,(0)}\left(t_{1}\right) b_{k_{1}}^{\prime(0)} \lambda_{1}^{\prime}\left(t_{1}\right) \cdots b_{k_{j} \lambda_{j}}^{\dagger \prime(0)}\right. \\
& \left.\times\left(t_{j}\right) b_{k_{j} \lambda_{j}}^{\prime(0)}\left(t_{j}\right) a_{k}^{\dagger} a_{k^{\prime}}\right\rangle_{0}^{\prime \prime}, \tag{40}
\end{align*}
$$

where the double prime implies omission of all terms in which either the operator $a_{k}^{\dagger} a_{k^{\prime}}$ or any of the $b^{\prime(0)}$ or $b^{\dagger /(0)}$ operators is self-contracted.

Finally, noting (39) and (31) and recalling that $\mathrm{S}_{k}$, for each $k$, is a finite (volume-independent) set of wave vectors, we see that each expression $\left\rangle_{0}^{\prime \prime}\right.$ in (40) vanishes unless not more than $j$ of the $(2 j+2)$ vectors $k_{1} \cdots k_{j}, k_{1}^{\prime} \cdots k_{j}^{\prime}, k k^{\prime}$ are independent; the complete proof is given in the Appendix. Thus, on converting $k$-sums to integrals by the prescription

$$
\sum_{k} \rightarrow(2 \pi)^{-3} \Omega \int d^{3} k
$$

one obtains only $j$ factors of the volume $\Omega$ from the summations, so that ${ }^{19}$

$$
\begin{equation*}
\left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime 0}\left(t_{j}\right) O^{(0)}(\mathbf{r}, 0)\right\rangle_{0}^{\prime}=O\left(\Omega^{-1}\right) \tag{41}
\end{equation*}
$$

Finally, substituting (41) into (35) and (35) into (34), one finds that ${ }^{20}$

$$
\begin{equation*}
\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}}=\left\langle O^{(0)}(\mathbf{r}, 0)\right\rangle_{0}+O\left(\Omega^{-1}\right) \tag{42}
\end{equation*}
$$

from which it follows that no error in evaluating the term $\langle O(\mathbf{r}, 0)\rangle_{\mathbf{e q}}\left\langle O\left(\mathbf{r}_{1}, 0\right)\right\rangle_{\text {eq }}$ in $K[E q$. (25)] is made in the thermodynamic limit if one replaces $H$ by $H_{0}$.

The proof for the more complicated correlationfunction terms in $K$ can now be constructed by analogy. By (13), (19), and the cyclic invariance of the trace, one has

$$
\begin{align*}
&\left\langle O(\mathbf{r}, t-i \beta s) O\left(\mathbf{r}_{1}, 0\right)\right\rangle_{\mathrm{eq}} \\
&=\left\langle O(\mathbf{r}, 0) O\left(\mathbf{r}_{1},-t+i \beta s\right)\right\rangle_{\mathrm{eq}} \tag{43}
\end{align*}
$$

Thus it is sufficient to consider correlation functions of the form $\left\langle O(\mathbf{r}, 0) O\left(\mathbf{r}^{\prime}, t\right)\right\rangle_{\text {eq }}$ in evaluating (25). Making use of the formulas

$$
\begin{align*}
e^{i t\left(H_{0}+H^{\prime}\right)} & =\exp _{-}\left[i \int_{0}^{t} d t^{\prime} H^{\prime(0)}\left(t^{\prime}\right)\right] e^{i t H_{0}}  \tag{44}\\
e^{-i t\left(H_{0}+H^{\prime}\right)} & =e^{-i t H_{0}} \exp _{+}\left[-i \int_{0}^{t} d t^{\prime} H^{\prime(0)}\left(t^{\prime}\right)\right],
\end{align*}
$$

where $\exp _{+}$and $\exp _{-}$are the positively (ordinary) and negatively time-ordered exponentials, one finds ${ }^{21}$ with (19), (13), (33), and (32), and cyclic invariance of the trace

$$
\begin{align*}
& \left\langle O(\mathrm{r}, 0) O\left(\mathbf{r}^{\prime}, t\right)\right\rangle_{\mathrm{eq}} \\
& =\left[\sum _ { j = 0 } ^ { \infty } ( - i ) ^ { j } \int _ { 0 } ^ { - i \beta } d t _ { 1 } \cdots \int _ { 0 } ^ { t _ { j - 1 } } d t _ { j } \left\langleH^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right)\right.\right. \\
& \\
& \left.\left.\times O^{(0)}(\mathbf{r}, 0) U_{-}(t) O^{(0)}\left(\mathbf{r}^{\prime}, t\right) U_{+}(t)\right\rangle_{0}\right]  \tag{45}\\
& \times\left[\sum_{j=0}^{\infty}(-i)^{j} \int_{0}^{-i \beta} d t_{1} \cdots \int_{0}^{t_{j-1}} d t_{j}\left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right)\right\rangle_{0}\right]^{-1},
\end{align*}
$$

where

$$
\begin{align*}
& U_{-}(t)=\exp _{-}\left[i \int_{0}^{t} d t^{\prime} H^{\prime(0)}\left(t^{\prime}\right)\right], \\
& U_{+}(t)=\exp _{+}\left[-i \int_{0}^{t} d t^{\prime} H^{\prime(0)}\left(t^{\prime}\right)\right] . \tag{46}
\end{align*}
$$

[^38]As in (35), upon applying Matsubara's theorem and noting that

$$
\begin{equation*}
U_{-}(t) U_{+}(t)=1, \tag{47}
\end{equation*}
$$

one finds that

$$
\begin{align*}
\left\langle H^{\prime(0)}\left(t_{1}\right)\right. & \left.\cdots H^{\prime(0)}\left(t_{j}\right) O^{(0)}(\mathbf{r}, 0) U_{-}(t) O^{(0)}\left(\mathbf{r}^{\prime}, t\right) U_{+}(t)\right\rangle_{0} \\
= & \left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right)\right\rangle_{\langle }\left\langle O^{(0)}(\mathbf{r}, 0) O^{(0)}\left(\mathbf{r}^{\prime}, t\right)\right\rangle_{0} \\
& +\left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right) O^{(0)}(\mathbf{r}, 0) U_{-}(t)\right. \\
& \left.\times O^{(0)}\left(\mathbf{r}^{\prime}, t\right) U_{+}(t)\right\rangle_{0}^{\prime}, \tag{48}
\end{align*}
$$

where the prime on $\left\rangle_{0}^{\prime}\right.$ now implies omission of all terms in which neither $O^{(0)}(\mathbf{r}, 0)$ nor $O^{(0)}\left(\mathbf{r}^{\prime}, t\right)$ is connected to operators in $U_{-}, U_{+}$, or any of the $H^{\prime(0)}$ factors by one or more contractions. When $U_{-}$and $U_{+}$are expanded, the expression $\left\rangle_{0}^{\prime}\right.$ in (48) becomes a sum of expressions of the form

$$
\begin{align*}
& \left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right) O^{(0)}(\mathbf{r}, 0) H^{\prime(0)}\left(t_{l}^{\prime}\right) \cdots\right. \\
& \left.\quad \times H^{\prime 0}\left(t_{1}^{\prime}\right) O^{(0)}\left(\mathbf{r}^{\prime}, t\right) H^{\prime(0)}\left(t_{1}^{\prime \prime}\right) \cdots H^{\prime(0)}\left(t_{m}^{\prime \prime}\right)\right\rangle_{2}^{\prime} \tag{49}
\end{align*}
$$

By a derivation paralleling that of (40) one then finds

$$
\begin{align*}
& \text { (49) }=\Omega^{-(j+l+m+2)} \Sigma \cdots \sum[O(1)]\left\langle b_{k_{1} \lambda_{1}}^{\dagger \prime(0)} b_{k_{1}{ }_{1} \lambda_{1}}^{\prime(0)} \cdots\right. \\
& \times b_{k_{j} \lambda_{j}}^{\dagger(0)} b_{k_{j} \lambda_{j}}^{\prime(0)} a_{k}^{\dagger} a_{k^{\prime}} b_{p_{l} \mu_{l}}^{\dagger \prime(0)} b_{p_{l^{\prime}}^{\prime} \mu_{l}}^{\prime(0)} \cdots \\
& \times b_{p_{1} \mu_{1}}^{\dagger \prime(0)} b_{p_{1} \mu_{1}}^{\prime(0)} a_{p}^{\dagger} a_{p^{\prime}} b_{a_{1} v_{1}}^{\dagger \prime(0)} b_{q_{1} v_{1}}^{\prime(0)} . \\
& \times b_{a_{m} v_{m}}^{\dagger \prime(0)}{b_{G_{m}}^{\prime} v_{m}}_{\prime(0)}^{\rangle_{0}^{\prime \prime}}, \tag{50}
\end{align*}
$$

where $\sum \cdots \sum$ denotes summation over all $(2 j+$ $2 l+2 m+4) k$-vectors appearing in $\left\rangle_{0}^{\prime \prime},[O(1)]\right.$ is a product of factors $O_{k k^{k}}(\mathbf{r}), O_{p p} \cdot\left(\mathbf{r}^{\prime}\right)$, and $J$ 's, all of which are volume-independent, and the inessential time arguments (which lead only to phase factors) have been omitted. The double prime on $\left\rangle_{0}^{\prime \prime}\right.$ now implies omission of all terms in which any $b^{\prime(0)}$ or $b^{\dagger /(0)}$ is self-contracted, as well as the omissions implied by the single prime in (48).
A further reduction can be made by noting that contractions in which either $a_{k}^{\dagger} a_{k^{\prime}}$ or $a_{p}^{\dagger} a_{p^{\prime}}$ is selfcontracted are included in (50); on the other hand, contractions in which both $a_{k}^{\dagger} a_{k^{\prime}}$ and $a_{p}^{\dagger} a_{p^{\prime}}$ are selfcontracted are excluded by the definition of $\left\rangle_{0}^{\prime}\right.$ in (48), being already included in $\left\langle O^{(0)}(\mathbf{r}, 0) O^{(0)}\left(\mathbf{r}^{\prime}, t\right)\right\rangle_{0}$. Suppose, e.g., that $a_{p}^{\dagger} a_{p^{\prime}}$ is self-contracted. Then the remaining factor (which excludes self-contraction of $a_{k}^{\dagger} a_{k^{\prime}}$ ) is of the same general structure as (40) with $j$ replaced by $j+l+m$. Hence by the previous argument, it vanishes unless not more than $(j+l+m)$ of the $(2 j+2 l+2 m+2)$ vectors $k_{1} \cdots k_{j}, k_{1}^{\prime} \cdots k_{j}^{\prime}$, $p_{1} \cdots p_{l}, \quad p_{1}^{\prime} \cdots p_{l}^{\prime}, q_{1} \cdots q_{m}, q_{1}^{\prime} \cdots q_{m}^{\prime}, \quad k k^{\prime}$ are independent. Furthermore, $\left\langle a_{k}^{\dagger} a_{k^{\prime}}\right\rangle_{0}$ vanishes unless $\mathrm{S}_{k}$ and $\mathrm{S}_{k^{\prime}}$ overlap, so that $k$ and $k^{\prime}$ are not independent. One thus has $(j+l+m+1)$ free $k$-summations, giving a factor $\Omega^{j+l+m+1}$. When pre-multiplied by the
factor $\Omega^{-(j+l+m+2)}$ in (48), one obtains a negligible contribution $O\left(\Omega^{-1}\right)$.
The only contributions remaining are of the form $\left\rangle_{0}^{\prime \prime \prime}\right.$, where the triple prime denotes omission of terms in which any $b^{\prime(0)}$ or $b^{\dagger}(0)$, or either of $a_{k}^{\dagger} a_{k^{\prime}}$ or $a_{p}^{\dagger} a_{p^{\prime}}$, is self-contracted, as well as omission of terms in which $a_{k}^{\dagger} a_{k^{\prime}}$ is contracted with $a_{y}^{\dagger} a_{p^{\prime}}$ leaving no connection to the other factors in (50). By topological analysis similar to that employed in proving (41), one then shows that all expressions $\left\rangle_{0}^{\prime \prime \prime}\right.$ are $O\left(\Omega^{j+l+m+1}\right)$ or smaller, so that (49), and hence the term $\left\rangle_{0}^{\prime}\right.$ in (48), are $O\left(\Omega^{-1}\right)$. The structures of all contributions to $\left\rangle_{0}^{\prime \prime \prime}\right.$ of $O\left(\Omega^{j+l+m+1}\right)$ are shown in Fig. 5 in the Appendix; all other contributions are still smaller. One thus concludes by (48) and (45) that

$$
\begin{equation*}
\left\langle O(\mathbf{r}, 0) O\left(\mathbf{r}^{\prime}, t\right)\right\rangle_{\mathrm{eq}}=\left\langle O^{(0)}(\mathbf{r}, 0) O^{(0)}\left(\mathbf{r}^{\prime}, t\right)\right\rangle_{0}+O\left(\Omega^{-1}\right) \tag{51}
\end{equation*}
$$

Substitution of (51), (43), and (42) into the expression (25) for the transport kernel $K$ gives

$$
\begin{align*}
K\left(\mathbf{r}, t ; \mathbf{r}_{1}, 0\right)= & \left\langle O^{(0)}(\mathbf{r}, 0)\right\rangle_{0}\left\langle O^{(0)}\left(\mathbf{r}_{1}, 0\right)\right\rangle_{0} \\
& -\frac{1}{2} \int_{0}^{1} d s\left[\left\langle O^{(0)}\left(\mathbf{r}_{1}, 0\right) O^{(0)}(\mathbf{r}, t+i \beta s)\right\rangle_{0}\right. \\
& \left.+\left\langle O^{(0)}(\mathbf{r}, t-i \beta s) O^{(0)}\left(\mathbf{r}_{1}, 0\right)\right\rangle_{0}\right] \\
& +O\left(\Omega^{-1}\right) \tag{52}
\end{align*}
$$

Thus, no error is made in the transport kernel $K$ in the thermodynamic limit $(\Omega \rightarrow \infty)$ if $H$ is replaced by $H_{0}$ in evaluating $K$. This is what we wished to prove: the quasiparticle interaction Hamiltonian $H^{\prime}$ has no effect on linear transport in the thermodynamic limit.

## 4. GENERALIZATION TO NONLINEAR TRANSPORT AND TWO-PARTICLE OBSERVABLES

The terms beyond $\Delta_{2}$ in the expansion (20) lead to terms in $\langle O(\mathbf{r}, t)\rangle$ which depend in a nonlinear way on the initial value $\langle O(\mathbf{r}, 0)\rangle-\langle O(\mathbf{r}, 0)\rangle_{\text {eq }}$; they become important when the initial deviation from equilibrium is not small. Extending (20), (22), and (23) to the next order, one finds

$$
\begin{equation*}
W_{3}=-\beta^{-1}\left(\Delta_{3}-\Delta_{1} \Delta_{2}+\frac{1}{3} \Delta_{1}^{3}\right), \tag{53}
\end{equation*}
$$

with

$$
\begin{align*}
\Delta_{3}= & -\frac{1}{3} \int_{0}^{1} d s \int_{1-s}^{1} d s^{\prime} \iiint_{-\infty}^{\infty} \int_{1} d t_{1} d t_{2} d t_{3} \\
& \times \iiint^{3} d^{3} r_{1} d^{3} r_{2} d^{3} r_{3} \lambda\left(\mathbf{r}_{1}, t_{1}\right) \lambda\left(\mathbf{r}_{2}, t_{2}\right) \lambda\left(\mathbf{r}_{3}, t_{3}\right) \\
& \times\left\langle O\left(\mathbf{r}_{1}, 0\right) O\left(\mathbf{r}_{2}, t_{2}-t_{1}+i \beta s\right)\right. \\
& \left.\times O\left(\mathbf{r}_{3}, t_{3}-t_{1}+i \beta s^{\prime}\right)\right\rangle_{\mathrm{eq}} . \tag{54}
\end{align*}
$$

Applying (16) to (23), one finds, with (53) and (54),

$$
\langle O(\mathbf{r}, t)\rangle=\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}}+\langle O(\mathbf{r}, t)\rangle_{\mathbf{1}}+\langle O(\mathbf{r}, t)\rangle_{2}+\cdots,
$$

where $\left\rangle_{\mathbf{1}}\right.$ is the linear term of Secs. 2 and 3:

$$
\begin{equation*}
\langle O(\mathbf{r}, t)\rangle_{1}=\int K\left(\mathbf{r}, t ; \mathbf{r}_{1}, 0\right) \lambda_{0}\left(\mathbf{r}_{1}\right) d^{3} r_{1} \tag{56}
\end{equation*}
$$

and $\left\rangle_{2}\right.$ is the first nonlinear ${ }^{22}$ correction:

$$
\begin{align*}
\langle O(\mathbf{r}, t)\rangle_{2} & =-\frac{1}{2}\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}} \int_{0}^{1} d s \\
& \times \iint d^{3} r_{1} d^{3} r_{2} \lambda_{0}\left(\mathbf{r}_{1}\right) \lambda_{0}\left(\mathbf{r}_{2}\right)\left\langle O\left(\mathbf{r}_{1}, 0\right) O\left(\mathbf{r}_{2}, i \beta s\right)\right\rangle_{\mathrm{eq}} \\
& -\langle O(\mathbf{r}, t)\rangle_{1} \int d^{3} r_{1} \lambda_{0}\left(\mathbf{r}_{1}\right)\left\langle O\left(\mathbf{r}_{1}, 0\right)\right\rangle_{\mathrm{eq}} \\
& +\frac{1}{3} \int_{0}^{1} d s \int_{1-s}^{1} d s^{\prime} \iint d^{3} r_{1} d^{3} r_{2} \lambda_{0}\left(\mathbf{r}_{1}\right) \lambda_{0}\left(\mathbf{r}_{2}\right) \\
& \times\left[\left\langle O(\mathbf{r}, t) O\left(\mathbf{r}_{1}, i \beta s\right) O\left(\mathbf{r}_{2}, i \beta s^{\prime}\right)\right\rangle_{\mathrm{eq}}\right. \\
& +\left\langle O\left(\mathbf{r}_{1}, 0\right) O(\mathbf{r}, t+i \beta s) O\left(\mathbf{r}_{2}, i \beta s^{\prime}\right)\right\rangle_{\mathrm{eq}} \\
& \left.+\left\langle O\left(\mathbf{r}_{1}, 0\right) O\left(\mathbf{r}_{2}, i \beta s\right) O\left(\mathbf{r}, t+i \beta s^{\prime}\right)\right\rangle_{\mathrm{eq}}\right] . \tag{57}
\end{align*}
$$

It has already been shown in Sec. 3 that only errors of order $\Omega^{-1}$ are introduced in evaluating $\left\langle O(\mathbf{r}, 0\rangle_{\text {eq }}\right.$, $\left\langle O(\mathbf{r}, t) O\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle_{\text {eq }}$, and $\langle O(\mathbf{r}, t)\rangle_{1}$ if $H$ is replaced by $H_{0}$; hence it only remains to be shown that the same is true of the triple correlation functions $\langle O O O\rangle_{\text {eq }}$. The reasoning in Sec. 3 and the Appendix is easily extended to show that this is, indeed, true. In fact, the reasoning is easily extended to the general term $\langle O(\mathbf{r}, t)\rangle_{n-1}$ in (55), for any finite $n$; such a term involves $n$-fold correlation functions, i.e., $n$ factors of $O$. Noting that the product of $n O$-operators must contain at least two linkages to $H^{\prime}$ factors [cf. Fig. 5], one finds that if all chains ${ }^{23}$ are of minimum possible length, then there will be exactly $n O$-chains and $(m-1) H^{\prime}$ chains, where $n$ is the number of factors of $O, m$ the number of factors of $H^{\prime}$, an $O$-chain is one terminated by labeled sets $\delta_{k}, \mathrm{~S}_{k^{\prime}}$, as in Figs. 1-5, and an $H^{\prime}$-chain contains no such labeled sets. One thus has ( $n+m-1$ ) free $k$-summations, giving a factor $\Omega^{n+m-1}$. When pre-multiplied by the factor $\Omega^{-(n+m)}$ coming from the explicit $\Omega^{-1}$ in each $O$ and $H^{\prime}$ factor, one obtains a contribution of $O\left(\Omega^{-1}\right)$. Thus, to all finite orders in $\lambda_{0}$ (i.e., in the departure from equilibrium) and in $H^{\prime}$, one concludes that only errors of order $\Omega^{-1}$ are made in evaluating $\langle O(\mathbf{r}, t)\rangle$ [Eq. (16)] if $H$ is replaced by $H_{0}$

[^39]and $O(\mathbf{r}, t)$ by $O^{(0)}(\mathbf{r}, t)$ in (15), provided that the initial deviation from equilibrium,
$$
\langle O(\mathbf{r}, 0)\rangle-\langle O(\mathbf{r}, 0)\rangle_{\mathrm{eq}},
$$
is spatially localized.
We have so far taken $O(\mathbf{r})$ to be a single-particle operator [Eq. (30)]. There are, however, physically interesting operators which, though labeled by a single position variable $\mathbf{r}$, are nevertheless two-particle or several-particle operators, or at least contain portions which are. One example is the energy (Hamiltonian) density operator $\mathscr{H}(\mathbf{r})$, which is important in heat transport. Let $\mathcal{Y}(\mathbf{r})$ be the two-particle interactiondensity operator, i.e., the contribution of two-particle interactions to $\mathscr{H}(\mathbf{r})$. Then $\mathcal{V}(\mathbf{r})$ has the general structure
with volume-independent matrix elements $\vartheta_{k_{1} k_{2} k_{2} k_{3} s_{4}}(\mathbf{r})$. It is easy to see that our proofs still go through for such an operator; $V(r)$ behaves as the product of two one-particle operators (30). Thus the only essential property of $O(\mathbf{r})$ is its locality, together with the spatial localization of $\langle O(\mathbf{r}, 0)\rangle-\langle O(\mathbf{r}, 0)\rangle_{\text {eq }}$.

## 5. TRANSPORT DUE TO EXTERNAL FIELDS

Our analysis has thus far been restricted to cases in which the temporal evolution of $\langle O(t)\rangle$ is due not to any external field absent in thermal equilibrium, but instead is a result of the noncommutativity of $O$ with $H$ together with an initial localized deviation, $\langle O(0)\rangle-\langle O(0)\rangle_{\text {eq }}$, from equilibrium. An equally interesting case is that in which the temporal evolution of $\langle O(t)\rangle$ is due to the presence of some perturbation Hamiltonian $V$ not contained in $H$. We call $V$ the "external field", although in applications it might be entirely due to internal influences, e.g., fixed impurity centers in a superconductor. Thus "external" means merely "not contained in $H$." A time-independent external field will be of the general form

$$
\begin{equation*}
V=\Omega^{-1} \sum_{k k^{\prime}} \int d^{3} r V_{k k^{\prime}}(\mathbf{r}) a_{k} a_{k^{\prime}} \tag{59}
\end{equation*}
$$

where $V_{k k^{\prime}}(r)$ is volume-independent.
Let us consider, in particular, the case that $V$ is not present for $t<0$, and is turned on instantaneously at $t=0$. Then for $t \geq 0$, the statistical expectation value $\langle O(t)\rangle$ of any observable $O$ is given by

$$
\begin{equation*}
\langle O(t)\rangle=\operatorname{Tr}[\rho(0) O(t)], \tag{60}
\end{equation*}
$$

where $\rho(0)$ corresponds to thermal equilibrium in the absence of $V$ :

$$
\begin{equation*}
\rho(0)=e^{-\beta H} / \operatorname{Tr} e^{-\beta H} \tag{61}
\end{equation*}
$$

and $O$ is propagated for $t>0$ with the full Hamiltonian $H+V$ :

$$
\begin{equation*}
O(t)=e^{i t(I I+V)} O e^{-i t(H+V)} \tag{62}
\end{equation*}
$$

Let us make a perturbation expansion of $\langle O(t)\rangle$ in powers of $V$ :

$$
\begin{align*}
\langle O(t)\rangle= & \left\langle\exp _{-}\left[i \int_{0}^{t} d t^{\prime} V_{\mathrm{eq}}\left(t^{\prime}\right)\right] O_{\mathrm{eq}}(t)\right. \\
& \left.\times \exp _{+}\left[-i \int_{0}^{t} d t^{\prime} V_{\mathrm{eq}}\left(t^{\prime}\right)\right]\right\rangle_{\mathrm{eq}} \\
= & \langle O(0)\rangle_{\mathrm{eq}}+\langle O(t)\rangle_{\mathbf{1}}+\cdots, \tag{63}
\end{align*}
$$

where

$$
\begin{equation*}
\langle O(t)\rangle_{1}=i \int_{0}^{t} d t^{\prime}\left\langle\left[V_{\mathrm{eq}}\left(t^{\prime}-t\right), O\right]\right\rangle_{\mathrm{eq}}, \tag{64}
\end{equation*}
$$

$\left\rangle_{\text {eq }}\right.$ is defined by (19), and

$$
\begin{equation*}
O_{\mathrm{eq}}(t)=e^{i t H} O e^{-i t H} \tag{65}
\end{equation*}
$$

A further expansion in powers of $H^{\prime}$, as in (45), gives

$$
\begin{align*}
& \left\langle\left[V_{\mathrm{eq}}\left(t^{\prime}-t\right), O\right]\right\rangle_{\mathrm{eq}} \\
& =\left[\sum _ { j = 0 } ^ { \infty } ( - i ) ^ { j } \int _ { 0 } ^ { - i \beta } d t _ { 1 } \cdots \int _ { 0 } ^ { t _ { j - 1 } } d t _ { j } \left\langleH^{\prime(0)}\left(t_{1}\right) \cdots\right.\right. \\
& \left.\left.\quad \times H^{\prime(0)}\left(t_{j}\right)\left[U_{-}\left(t^{\prime}-t\right) V^{(0)}\left(t^{\prime}-t\right) U_{+}\left(t^{\prime}-t\right), O\right]\right\rangle_{0}\right] \\
& \\
& \quad \times\left[\sum_{j=0}^{\infty}(-i)^{j} \int_{0}^{-i \beta} d t_{1} \cdots \int_{0}^{t_{j-1}} d t_{j}\right.  \tag{66}\\
& \\
& \left.\quad \times\left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right)\right\rangle_{0}\right]^{-1},
\end{align*}
$$

where all quantities are defined as in (45). Application of Matsubara's theorem as in (48) gives

$$
\begin{align*}
& \left\langle\left[V_{\mathrm{eq}}\left(t^{\prime}-t\right), 0\right]\right\rangle_{\mathrm{eq}}-\left\langle\left[V^{(0)}\left(t^{\prime}-t\right), 0\right]\right\rangle_{0} \\
& =\left[\sum _ { j = 0 } ^ { \infty } ( - i ) ^ { j } \int _ { 0 } ^ { - i \beta } d t _ { 1 } \cdots \int _ { 0 } ^ { t _ { j - 1 } } d t _ { j } \left\langleH^{\prime(0)}\left(t_{1}\right) \cdots\right.\right. \\
& \left.\left.\quad \times H^{\prime(0)}\left(t_{j}\right)\left[U_{-}\left(t^{\prime}-t\right) V^{(0)}\left(t^{\prime}-t\right) U_{+}\left(t^{\prime}-t\right), O\right]\right\rangle_{0}^{\prime}\right] \\
& \\
& \quad \times\left[\sum_{j=0}^{\infty}(-i)^{j} \int_{0}^{-i \beta} d t_{1} \cdots \int_{0}^{t_{j-1}} d t_{j}\right.  \tag{67}\\
& \\
& \left.\quad \times\left\langle H^{\prime(0)}\left(t_{1}\right) \cdots H^{(0)}\left(t_{j}\right)\right\rangle_{0}\right]
\end{align*}
$$

where the prime on $\left\rangle_{0}^{\prime}\right.$ implies omission of all terms in which none of the annihilation and creation operators in $O, U_{-}, U_{+}$, or $V^{(0)}$ are contracted with those in any of the factors $H^{\prime(0)}\left(t_{1}\right) \cdots H^{\prime(0)}\left(t_{j}\right)$.

In order to proceed with the analysis, it is now necessary to make definite assumptions about the form of the operator $O$ whose time evolution is being investigated. Let us first suppose that $O$ is a singleparticle operator of the same general structure as $V$, i.e.,

$$
\begin{equation*}
O=\Omega^{-1} \sum_{k k^{\prime}} O_{k k^{\prime}} a_{k}^{\dagger} a_{k^{\prime}} \tag{68}
\end{equation*}
$$

with volume-independent $O_{k k^{\prime}}$. Then by an analysis almost identical with that used in proving (51), one finds that the right-hand side of (67) is $O\left(\Omega^{-1}\right)$ provided that the perturbation $V$ is localized in the sense that $V_{k k^{\prime}}(\mathbf{r})$ in (59) has finite ( $\Omega$-independent) range with respect to some fixed center or with respect to a finite ${ }^{24}$ ( $\Omega$-independent) set of such centers. On the other hand, it is easy to see ${ }^{25}$ that, subject to the same conditions

$$
\begin{equation*}
\left\langle\left[V^{(0)}\left(t^{\prime}-t\right), O\right]\right\rangle_{0}=O(1) \tag{69}
\end{equation*}
$$

the analysis can be extended to all orders in $V$, just as that in Sec. 4 was extended to all orders in $\lambda_{0}$. One thus concludes that, for localized perturbations $V$, $\langle O(t)\rangle$ can be evaluated with negligible error in the thermodynamic limit by replacing $H$ by $H_{0}$ in (60)(63). The analysis can be generalized to show that the conclusion is also true for two-particle operators of the general structure of (58) (with the $r$ dependence omitted).

On the other hand, our formalism is not easily extended to the case of nonlocalized perturbations $V$, i.e., cases in which $V_{k k^{\prime}}(\mathbf{r})$ in (59) is of infinite range with respect to a finite ( $\Omega$-independent) set of centers or of finite range with respect to a volume-proportional set of scattering centers. ${ }^{26}$ In such a case, the expansion (63) becomes useless since successive terms involve higher and higher powers of $\Omega$. To treat such a situation one would have to use linked-cluster perturbation theory for the generalized thermodynamic potential, rather than perturbation theory for the trace. It is almost certainly not true that for nonlocalized perturbations $V$, the quasiparticle-interaction ( $H^{\prime}$ ) effects on the evolution of $O$ are negligible to all orders in $V$. On the other hand, a continuity argument suggests that the effects of $H^{\prime}$ might be small for a $V$ which, though nonlocalized, is "small" in some sense. However, we cannot draw any definite conclusions about such a case here.

Even for localized $V$, the effects of $H^{\prime}$ on the evolution of all observables $O$ is certainly not negligible. Consider, e.g., the case

$$
\begin{equation*}
O=\sum_{k} O_{k} a_{k}^{\dagger} a_{k} \tag{70}
\end{equation*}
$$

where $O_{k}$ is volume-independent. Although this is formally of the form (68) with $O_{k k^{\prime}}=\Omega \delta_{k k^{\prime}}$, we assumed in (68) that $O_{k k^{\prime}}$ is $\Omega$-independent; thus (70) is not of the form assumed before, and requires

[^40]separate investigation. One in fact finds that, for $O$ of the form (70), the right-hand side of (67) is $O(1)$ for localized perturbations $V$. On the other hand, it is easy to see that (69) still holds with $O$ of the form (70). ${ }^{25}$ Thus in this case, the contributions of $H^{\prime}$ to the time evolution of $\langle O(t)\rangle$ are of the same order as those of $H_{0}$, i.e., the thermodynamically equivalent Hamiltonian method fails.

An illuminating example is provided by taking $O$ in (68) to be the momentum-density operator

$$
\begin{equation*}
P(\mathbf{r})=\psi^{\dagger}(\mathbf{r})(\nabla / i) \psi(\mathbf{r})=\Omega^{-1} \sum_{k k^{\prime}} k^{\prime} e^{-i\left(k-k^{\prime}\right) \cdot \mathbf{r}} a_{k}^{\dagger} a_{k^{\prime}} \tag{71}
\end{equation*}
$$

in a free-particle representation. Then one can calculate the temporal evolution of $P(r)$ due to a scattering center ${ }^{27} \quad V$ exactly in the thermodynamic limit $(\Omega \rightarrow \infty)$ by ignoring the quasiparticle interactions $H^{\prime}$. As expected physically, the effect of $V$ on $P(\mathbf{r})$ is $O(1)$ ( $\Omega$-independent), whereas that of $H^{\prime}$ is only $O\left(\Omega^{-1}\right)$. Suppose, on the other hand, we try to calculate the temporal evolution of the total momentum

$$
\begin{equation*}
P=\int d^{3} r P(\mathbf{r})=\sum_{k} k a_{k}^{\dagger} a_{k} \tag{72}
\end{equation*}
$$

Then the effect of $H^{\prime}$ on $\langle P(t)\rangle$ is not negligible, being $O(1)$ just as is the main contribution (the effect of $V$ via $H_{0}$ ). This seems somewhat paradoxical, since the evolution $\langle P(t)\rangle$ can be calculated indirectly by first calculating $\langle P(\mathbf{r}, t)\rangle$ and then integrating over $\mathbf{r} ; H^{\prime}$ is negligible in evaluating $\langle P(\mathbf{r}, t)\rangle$. Note, however, that these two different methods of calculating $\langle P(t)\rangle$ differ in the order of performing the limit $\Omega \rightarrow \infty$ and the r-integration. Apparently these two operations may not be interchanged with impunity. If the exact $\langle P(\mathrm{r}, t)\rangle-\langle P(\mathrm{r}, 0)\rangle$ is known to have finite range with respect to the center of $V$, then the right answer for $\langle P(t)\rangle$ must be obtained by first calculating $\langle P(\mathrm{r}, t)\rangle$ with neglect of $H^{\prime}$ in the limit $\Omega \rightarrow \infty$, and then integrating over $r$, since the integral of the $O\left(\Omega^{-1}\right)$ contribution of $H^{\prime}$ over a finite range is still $O\left(\Omega^{-1}\right)$.

## 6. INADEQUACIES OF A PROOF

## "TO ALL ORDERS"'

Just as is the case for all proofs "to all orders," our proofs are not rigorous since the following possibilities have not been excluded: (a) the series in the numerator or denominator of (34), (45), or (66) might fail to converge, or (b) the effect of $H^{\prime}$ might be nonanalytic and hence not admit any such series expansion. It is, however, reassuring that Bogoliubov has presented an intricate, but apparently rigorous,

[^41]proof ${ }^{28}$ which confirms the conclusions of the original BZT proof " "to all orders." Since our proof is almost identical with the latter, it seems not unreasonable to expect that its conclusion is also correct.

## 7. DISCUSSION; SUGGESTED APPLICATIONS; UNSOLVED PROBLEMS

We have shown that the BZT-Wentzel method of the "thermodynamically equivalent Hamiltonian" can be extended to the following nonequilibrium situations: (a) temporal evolution of the statistical expectation value, $\langle O(\mathbf{r}, t)\rangle$, of an observable $O(\mathbf{r})$ due to an initial deviation from equilibrium, $\langle O(\mathbf{r}, t)\rangle-$ $\langle O(\mathbf{r}, 0)\rangle$, which is spatially localized but not necessarily small; (b) temporal evolution of the statistical expectation value, $\langle O(t)\rangle$, of an observable $O$ due to a perturbation $V$ which is spatially localized, but not necessarily small. In order that the proofs go through, it is necessary that $O(\mathbf{r})$ and $O$ are "well-behaved" in the sense that their matrix elements do not contain delta functions in momentum space. It is noted that this requirement excludes, e.g., the case that $O$ is the total linear momentum, but does not exclude the momentum density.
There are a number of interesting problems which can be investigated with this formalism. Examples which come to mind immediately are transport of spin, energy, and current in superconductors and ferromagnets. We hope to report on such investigations in the future.

The more difficult question of the influence of quasiparticle interactions on nonlocalized transport ought to be investigated, in view of its importance to problems of thermal and electrical conductivity. Such investigations require linked-cluster perturbation expansions or their equivalent.
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## APPENDIX

We wish to show that each expression $\left\rangle_{0}^{\prime \prime}\right.$ in (40) vanishes unless not more than $j$ of the $2 j+2$ vectors $k_{1} \cdots k_{j}, k_{1}^{\prime} \cdots k_{j}^{\prime}, k k^{\prime}$ are summed over independently.

Note first that according to (39), (33), and (7), $b_{k \lambda}^{\prime(0)}(t)$ differs from $b_{k \lambda}^{\prime}$ only by phase factors; thus the time argument can be ignored in discussing the

[^42]FIG. 1. Topology of nonzero contractions for the case $j=1$.




Fig. 2. Topology of nonzero contractions in which $a_{k}^{\dagger}$ and $a_{k}$, are contracted with different $b^{\dagger}$ or $b^{\prime}$ factors.

Fig. 3. Topology of nonzero contractions in which $a_{k}^{\dagger}$ and $a_{k^{\prime}}$ are contracted with the same $b^{\dagger \prime}$ or $b^{\prime}$ factor.


Fig. 4. An example of a contraction with chains of longer than optimal length.
topology of contractions. Now, consider the simplest case $j=1$. If $a_{k}^{\dagger}$ and $a_{k^{\prime}}$ are both contracted with $b_{k_{1} \lambda_{1}}^{\dagger}$ or both with $b_{k_{1}^{\prime} \lambda_{1}^{\prime}}^{\prime}$, we get no contribution since the remaining factor $b_{k_{1}^{\prime} \lambda_{1}^{\prime}}^{\prime}$ or $b_{k_{1} \lambda_{1}}^{\dagger \prime}$ is not allowed to be self-contracted according to the definition of $\left\rangle_{0}^{\prime \prime}\right.$. If $a_{k}^{\dagger}$ is contracted with, e.g., $b_{k_{1} \lambda_{1}}^{\dagger}$ and $a_{k^{\prime}}$ with $b_{k_{1}^{\prime}}^{\prime} \lambda^{\prime} \lambda_{1}^{\prime}$, then we only get a contribution when $\delta_{k}$ overlaps $\delta_{k_{1}}$ and $S_{k^{\prime}}$ overlaps $S_{k_{1}^{\prime}}$. But then $\mathrm{S}_{k_{1}}$ must overlap $\mathrm{S}_{k_{1_{1}}}$ in order to get a nonzero contraction of the remaining two $\alpha$ and $\alpha^{\dagger}$ operators. This situation is illustrated schematically in Fig. 1; $\delta_{k}$ and $\delta_{k_{1}}$ are labeled by $k$ and $k^{\prime}$, whereas $\S_{k_{1}}$ and $\S_{k_{1}}$ are unlabeled. It is clear that only one free $k$-summation remains, giving a


Fig. 5. Topology of all contributions to $\left\rangle_{0}^{m}\right.$ of order $\Omega^{j+l+m+1}$. The labels $k, \cdot k^{\prime}, p, p^{\prime}$ may be permuted subject to the restrictions that $S_{k}$ and $S_{k^{\prime}}$ may not overiap, and $S_{p}$ and $S_{p}$ may not overlap.


single factor $\Omega$. Thus, because of the explicit factor $\Omega^{-(1+1)}$ in (40), we get a net $O\left(\Omega^{-1}\right)$ contribution.

The terms with $j>1$ in which $a_{k}^{\dagger}$ and $a_{k^{\prime}}$ are contracted with different $b^{\dagger}$ or $b^{\prime}$ operators have a similar structure, denoted by Fig. 2. They differ from Fig. 1
only in that the remaining $(2 j-2) b^{\dagger \prime}$ and $b^{\prime}$ operators are paired in order to avoid self-contractions. The dashed line connecting the two members of each such pair denotes one contraction between a $\beta$ operator in one $b^{\dagger}$ or $b^{\prime}$ and a $\beta^{\dagger}$ operator in the other; the other contraction is implied by the overlap of the circles. There are also nonzero terms with $j>1$ in which $a_{k}^{\dagger}$ and $a_{k^{\prime}}$ are contracted with the same $b^{\dagger \prime}$ or $b^{\prime}$ factor; in order to avoid self-contractions of $b^{\dagger}$ or $b^{\prime}$ factors, these will have the structure shown in Fig. 3. It is clear that both Fig. 2 and Fig. 3 have $j$ free $k$-summations, giving a factor $\Omega^{j}$. When premultiplied by the explicit factor $\Omega^{-(j+1)}$ in (40), they give net contributions of $O\left(\Omega^{-1}\right)$.

Finally, there are nonzero contractions for $j>2$ in which there are some chains of longer than optimal length. All such contractions have fewer than $j$ free $k$-summations, and hence give contributions to (40) which are even smaller than the already-negligible contributions $O\left(\Omega^{-1}\right)$ already considered. An example is given in Fig. 4.

The topology of all contributions to $\left\rangle_{0}^{\prime \prime \prime}\right.$ [see Eq. (50) and subsequent discussion] of $O\left(\Omega^{j+l+m+1}\right)$ is shown in Fig. 5. All other contributions are $O\left(\Omega^{j+l+m}\right)$ or smaller, due to the presence of chains of greater than optimal length.
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#### Abstract

A group $G$ of local weights is constructed which assigns to closed paths in the square lattice the enclosed area and the number of turns of the tangent vector (mod 2) to the path. Special cases of this group have been used previousiy in explicit evaluations of the partition function for the Ising model in 2-dimensions. Properties of $G$ are examined to cast light on the combinatorial approach to the Ising problem developed by Kac and Ward, Feynman, and Sherman. It is shown that their method breaks down in the general case.


## 1. INTRODUCTION

LET $\mathcal{L}$ denote the two-dimensional square lattice in the plane with vertices $(m, n)$, where $m$ and $n$ are integers, and with unit-long-segment edges connecting vertices in the horizontal and vertical directions. By a path, we mean a well-defined sequence of directed edges in $\mathcal{L}$ touching terminal to initial such that two consecutive edges are not the same. This
means that a path can never reverse direction at a point. It can back up, however, provided only that the initial point of the first edge touches the terminal point of the second edge (see Fig. 1).

In a recent paper on the Ising model by the author, ${ }^{1}$ there was constructed a group $G$ of "local" weights for $\mathcal{E}$ which assigned to a closed path in $\mathcal{L}$ a weight from
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## 1. INTRODUCTION

LET $\mathcal{L}$ denote the two-dimensional square lattice in the plane with vertices $(m, n)$, where $m$ and $n$ are integers, and with unit-long-segment edges connecting vertices in the horizontal and vertical directions. By a path, we mean a well-defined sequence of directed edges in $\mathcal{L}$ touching terminal to initial such that two consecutive edges are not the same. This
means that a path can never reverse direction at a point. It can back up, however, provided only that the initial point of the first edge touches the terminal point of the second edge (see Fig. 1).

In a recent paper on the Ising model by the author, ${ }^{1}$ there was constructed a group $G$ of "local" weights for $\mathcal{E}$ which assigned to a closed path in $\mathcal{L}$ a weight from
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which one could determine the change in the argument of the tangent vector $(\bmod 2)$ in one traversal of the path and the number of enclosed squares $(\bmod 2)$. These weights were used to evaluate explicitly the partition function for the two-dimensional Ising model with a certain imaginary external magnetic field. In order to evaluate the partition function for the twodimensional Ising model with arbitrary external magnetic field, one would have to determine for closed paths the number of enclosed squares in general and not just mod 2. This raises the question: Can we construct a weight group $G$ of local weights which assigns to a path a weight (an element of $G$ ) from which we can recapture the exact number of enclosed squares? In other words, is area a "global" property which allows itself to be analyzed "locally?" Our goal here is to show that it is.

The area enclosed inside a simple closed nonintersecting path is very easy to describe. But what is the area of a path which intersects itself? In Fig. 2, we have drawn two paths which "enclose" the same two squares. At first glance it seems clear that any group $G$ of local weights must assign area weight 2 to both paths. However, we see in Sec. 2 that, necessarily, the possible groups $G$ assign area weight 2 to path (a) and area weight 0 to path (b). That is, the group $G$ which we construct assigns a positive area weight to a simple closed path with a clockwise sense and an equal negative area weight to the same path traversed in the opposite sense. Figure-eight paths like path (b) of Fig. 2 are assigned weights which come from the difference of the "clockwise" and "counterclockwise" portions of the path. Only in the case of area $(\bmod 2)$ is the area assigned to path (a) the same as that assigned to path (b) in Fig. 2.
The comments of the preceding paragraph indicate difficulty in using the more general weight groups $G$ to solve the Ising model with nonzero external magnetic field. The combinatorial approach to the Ising problem is based on a "figure-eight" cancellation. However, since it is not true that the assigned areas are the same for paths (a) and (b) of Fig. 2, the weights

(a)

(b)

Fig. 2. Two closed paths enclosing the same lattice squares.

Fig. 3. Two closed paths which differ only by inclusion or noninclusion of sides from a particular square.
do not cancel as desired. In Sec. 4, we discuss the Ising model with an eye toward understanding the difficulty just mentioned. As yet, we have been unable to find any specific information on the twodimensional Ising model with arbitrary external magnetic field using our general area groups $G$.

In Sec. 2, we construct the group $G$ of local weights which assigns to a simple closed path traversed in a clockwise sense the enclosed area [or enclosed area $(\bmod r)]$ and which also assigns to any closed path the change of the argument of the tangent vector (mod 2). Properties of this group are examined in Sec. 3, where we also look at specific examples with $r=1,2,3$. We show that the area $(\bmod r)$ groups $G_{r}$ are all finite, and that they have the order $8 r^{3}$. As we said earlier, some combinatorial aspects of the Ising problem are discussed in Sec. 4.

## 2. CONSTRUCTION OF THE GROUP $G$

Let $\mathbb{I}$ be the lattice as described in Sec. 1. For any path which does not double back on itself at a vertex, there are three path configurations that are possible as illustrated in Fig. 1 We assign a local weight $\hat{\alpha}, \beta, \alpha$ to the one-step motion along the direction shown for the configurations (i), (ii), (iii), respectively. The weights for backing up are assigned the inverses of weights for the forward motion. For any path we assign a weight as follows:
Let $v_{1}, \cdots, v_{n}$ be the vertices of the path and let $\alpha_{1}, \cdots, \alpha_{n}$ be the corresponding weights assigned to the path configuration at these vertices according to the above. The weight of the path is then $w=\alpha_{1} \alpha_{2} \cdots \alpha_{n}$.
The question which we posed in the introduction can now be re-phrased. Can we find a group $G$ (resp. $G_{r}$ ) generated by $\hat{\alpha}, \beta$, and $\alpha$ such that the weight assigned to any simple closed path traversed in a clockwise sense gives the enclosed area $[\mathrm{resp}$. area $(\bmod r)]$ and the change of the argument of the tangent vector $(\bmod 2)$ to the path? To describe the area, we use an element $b$ (an element of $G$, if it exists) and to describe the "twist" of the tangent vector we use an element $a$ (again an element of $G$, if it exists). That is, for a simple closed path the weight assigned should have the form $a b^{j}$, where $j$ is the number of enclosed units of area. Since any closed path can be described in a variety of manners using different directed edges as


the start, it follows that $a$ and $b$ must lie in the center of $G$. Also $a^{2}=I$, but as yet $b$ has no finite order. If we want simply the enclosed area $(\bmod r)$ we would require that $b^{r}=I$. We propose to find necessary conditions for the groups $G$ and $G_{r}$. From these we find that groups $G$ and $G_{r}$ do actually exist.

Let us look at Fig. 3. There we have shown two paths which differ only in the fact that one of them, namely the second, contains one more area unit than does the other. If there is a group $G$ of weights, then we can cancel out the common weight associated with that part of both paths lying between $u_{1}$ and $u_{0}$ and deduce the relation $b \alpha^{2}=\beta \alpha^{2} \beta$. Actually, there are seven relations like this one which can be deduced, one for each of seven different path pairs corresponding to different positions of $u_{1}$ as shown in Fig. 4. Adding the obvious condition $\alpha^{4}=a b$ to the others, we get a list of eight conditions
(a) $b \alpha^{2}=\beta \alpha^{2} \beta$,
(e) $b \alpha \hat{\alpha}^{2} \alpha=\beta^{2}$,
(b) $b \alpha \beta=\beta \alpha^{2} \hat{\alpha}$,
(f) $b \alpha \hat{\alpha}^{2} \beta=\beta \hat{\alpha}$,
(c) $b \alpha \hat{\alpha} \alpha=\beta \alpha \beta$,
(g) $b \alpha \hat{\alpha}^{3} \alpha=\hat{\alpha}$,
(d) $b \alpha \hat{\alpha} \beta=\beta \alpha \hat{\alpha}$,
(h) $\quad \alpha^{4}=a b$.

These conditions can be simplified to the following four:
(i) $\alpha^{-1} \beta=\beta^{-1} \hat{\alpha}$,
(ii) $\hat{\alpha}^{-1} \beta^{-1} \hat{\alpha}=\alpha^{-1} \beta \alpha$,
(iii) $b \alpha^{2}=\beta \alpha^{2} \beta$,
(iv) $\quad \alpha^{4}=a b$.

In fact, (i) follows from (a) and (b). From (b) and (c), it follows that $\beta^{-1} \hat{\alpha} \alpha=\hat{\alpha}^{-1} \alpha^{-1} \beta$, and from (i) we get (ii). It is also true that (a)-(h) follow from (i)-(iv). In fact, (a) and (b) follow from (iii) and (i). Reversing the steps just above shows that (i), (ii), and (b) implies (c). Then, (c) and (i) implies (d), etc. Conditions (b) are thus necessary for the existence of the group $G$. The additional relation

$$
\begin{equation*}
\text { (v) } \beta^{r}=I \tag{3}
\end{equation*}
$$

will be added to the conditions necessary for the existence of $G_{r}$.

Theorem: There exists a group $G$ containing elements $\alpha, \beta, \hat{\alpha}$ such that (2) is satisfied. If $K_{r}=\left\{\beta^{r}, b^{r}\right\}$

is the subgroup of $G$ generated by $\beta^{r}$ and $b^{r}$, we take $G_{r}=G / K_{r}$.
Proof: A heuristic discussion aids in understanding the next argument. We are going to think of writing every element of $G$ in the form (possibly non-uniquely) of a multiple $a^{i} b^{j}$ of

$$
\begin{equation*}
\beta^{k} \cdot \alpha \beta^{-1} \cdot \beta^{m} \cdot \beta \alpha^{-1} \cdot\left(\alpha \beta^{-1}\right)^{s} \equiv(k, m, s) . \tag{4}
\end{equation*}
$$

The element in (4) has a geometric interpretation. The term $\alpha \beta^{-1}$ amounts to a rotation of a vector clockwise about a point through an angle of $90^{\circ}$. The term $\beta^{k}$ amounts to a translation of $k$ units along the direction of the directed edge or vector. Thus, $(k, m, s)$ geometrically amounts to a motion from a starting vertex with a given direction to a new vertex displaced $k$ units along the original direction, displaced $m$ units to the right (looking along the original direction), and rotating by $s 90^{\circ}$ turns clockwise. Thus, we are going to identify elements of $G$ with multiples $a^{i} b^{j}$ of weights for simple paths starting with a given vector (directed edge) and ending with another vector. In the case of $G_{r}$ with condition (v) in addition to (b), the elements are identified with multiples $a^{i} b^{j}$ of weights for simple paths starting with a given vector and ending with a vector lying in a square of size $r$ adjacent the original vector (see Fig. 5). The ending vector of the path occupies one of extreme most line segments of this square as pictured in Fig. 5 only if the direction of the ending vector is toward the central square. There are $4 r^{2}$ ending vectors and $2 r$ multiples $a^{i} b^{j}$ so that we find for $G_{r}$ a group that has $8 r^{3}$ elements.
Let us continue with the heuristics for a moment longer. Suppose we want the product

$$
\begin{equation*}
\left(k_{1}, m_{1}, 0\right) \cdot\left(k_{2}, m_{2}, s_{2}\right) \tag{5}
\end{equation*}
$$

where for simplification we have taken the case where $s_{1}=0$. In Fig. 6(a), we have drawn two paths which represent the combined parts of the two "motions" ( $k_{1}, m_{1}, 0$ ) and ( $k_{2}, m_{2}, s_{2}$ ). We have also shown in Fig. 6(b) a path given by a single term ( $k_{3}, m_{3}, s_{2}$ ), which would have the same starting and ending vector. The path in Fig. 6(b) contains $m_{1} k_{2}$ more area units


Fig. 6. The composite of two motions along the lattice and a single motion with the same terminal vector.
than does the path in Fig. 6(a). Thus, we would expect a relation
$\left(k_{1}, m_{1}, 0\right)\left(k_{2}, m_{2}, s_{2}\right)=b^{-m_{1} k_{2}}\left(k_{1}+k_{2}, m_{1}+m_{2}, s_{2}\right)$.

By a completely analogous procedure, we can write three other relations depending on the particular value of $s_{1}$.

$$
\begin{align*}
& \left(k_{1}, m_{1}, 1\right)\left(k_{2}, m_{2}, s_{2}\right) \\
& \quad=b^{m_{1} m_{2}+m_{2} k_{2}\left(k_{1}-m_{2}, m_{1}+k_{2}, 1+s_{2}\right)} \\
& \left(k_{1}, m_{1}, 2\right)\left(k_{2}, m_{2}, s_{2}\right) \\
& \quad=b^{m_{1} k_{2}}\left(k_{1}-k_{2}, m_{1}-m_{2}, 2+s_{2}\right) \\
& \left(k_{1}, m_{1}, 3\right)\left(k_{2}, m_{2}, s_{2}\right) \\
& \quad=b^{-m_{1} m_{2}+m_{2} k_{2}}\left(k_{1}+m_{2}, m_{1}-k_{2}, 3+s_{2}\right) \tag{7}
\end{align*}
$$

Finally, we would expect that

$$
\begin{equation*}
(k, m, s)=a(k, m, s-4) \tag{8}
\end{equation*}
$$

We now drop the heuristics and define a set of elements $G^{0}: a^{i} b^{j}(k, m, s)$ which have a multiplication defined by (6), (7), and (8), and

$$
\begin{align*}
& a^{i_{1}} b^{j_{1}}\left(k_{1}, m_{1}, s_{1}\right) a^{i_{2}} b^{i_{2}}\left(k_{2}, m_{2}, s_{2}\right) \\
&=a^{i_{1}+i_{2}} b^{j_{1}+j_{2}}\left(k_{1}, m_{1}, s_{1}\right)\left(k_{2}, m_{2}, s_{2}\right) . \tag{9}
\end{align*}
$$

We intend to show that $G^{0}$ is a group. According to (8), we can always reduce the consideration of values of $s$ between 0 and 3 . We have first

$$
\begin{equation*}
I=(0,0,0) \tag{10}
\end{equation*}
$$

and

$$
\begin{align*}
& (k, m, 0)^{-1}=b^{-m k}(-k,-m, 0), \\
& (k, m, 1)^{-1}=\quad(-m, k,-1), \\
& (k, m,)^{-1}=b^{-m k}(k, m,-2), \\
& (k, m, 3)^{-1}=\quad(m,-k,-3) . \tag{11}
\end{align*}
$$

Finally, we must show associativity. There are exactly 16 different cases to consider according to the values of $s_{1}$ and $s_{2}$ in the product

$$
\begin{equation*}
\left(k_{1}, m_{1}, s_{1}\right)\left(k_{2}, m_{2}, s_{2}\right)\left(k_{3}, m_{3}, s_{3}\right) . \tag{12}
\end{equation*}
$$

We consider just one such case and leave the remaining 15 to the interested reader. First, (12) can be
written in the form

$$
\begin{equation*}
b^{t}\left(\cdots, \cdots, s_{1}+s_{2}+s_{3}\right) \tag{13}
\end{equation*}
$$

in perhaps two different ways according to the different ways of forming the product in (12). There is no difficulty in seeing that the $k$ and $m$ terms of (13) are the same in either case. This is because the general relations (6), (7), and (8) show with $a=b=1$ that ( $k, m, s$ ) can be identified with a geometrical motion from ( 0,0 ) with direction "up" to ( $m, k$ ) with a direction $s 90^{\circ}$ turns clockwise. Thus, the $k$ and $m$ components of ( $k, m, s$ ) combine in products just as they would if $(k, m, s)$ were identified with a geometrical motion or transformation, and transformations are associative. Thus, we need consider only the two possible values for $t$ in (13).

Consider for $s_{1}=s_{2}=1$

$$
\begin{equation*}
\left[\left(k_{1}, m_{1}, 1\right)\left(k_{2}, m_{2}, 1\right)\right]\left(k_{3}, m_{3}, s_{3}\right) \tag{14}
\end{equation*}
$$

One can compute (14) to show that it has the form

$$
\begin{equation*}
b^{m_{1} m_{2}+m_{2} k_{2} b^{k_{\mathbf{3}}}\left(m_{1}+k_{2}\right\rangle}\left(\cdots, \cdots, 2+s_{3}\right) . \tag{15}
\end{equation*}
$$

Also

$$
\left(k_{1}, m_{1}, 1\right)\left[\left(k_{2}, m_{2}, 1\right)\left(k_{3}, m_{3}, s_{3}\right)\right]
$$

can be shown to be equal to

$$
\begin{equation*}
b^{m_{2} m_{3}+m_{3} k_{3}} b^{m_{1}\left(m_{2}+k_{3}\right)+\left(m_{2}+k_{3}\right)\left(k_{2}-m_{3}\right)}\left(\cdots, \cdots, 2+s_{3}\right) \tag{16}
\end{equation*}
$$

Comparing the exponents $t$ in (15) and (16) shows that they are the same. Thus, the associativity condition is satisfied in this case. In a similar manner, the associativity condition can be verified in the other 15 cases. We have thus shown that $G^{0}$ is a group.
Next, we show that our desired weight group $G$ can be taken to be $G^{0}$. We use the fact that (2) is satisfied for the terms

$$
\begin{align*}
& \alpha=(0,1,1), \\
& \hat{\alpha}=(0,-1,-1),  \tag{17}\\
& \beta=(1,0,0) .
\end{align*}
$$

To assist in the computation, we note that

$$
\begin{aligned}
& \alpha^{-1}=(-1,0,-1), \\
& \hat{\alpha}^{-1}=(-1,0,1), \\
& \beta^{-1}=(-1,0,0) .
\end{aligned}
$$

We have

$$
\begin{align*}
\text { (i) } \begin{aligned}
\alpha^{-1} \beta & =(-1,0,-1)(1,0,0)=(-1,-1,-1) \\
& =(-1,0,0)(0,-1,-1)=\beta^{-1} \hat{\alpha} \\
\text { (ii) } \hat{\alpha}^{-1} \beta^{-1} \hat{\alpha} & =(-1,0,1)(-1,0,0)(0,-1,-1) \\
& =b(0,-1,0) \\
& =(-1,0,-1)(1,0,0)(0,1,1)=\alpha^{-1} \beta \alpha \\
\text { (iii) } \quad b \alpha^{2} & =b(0,1,1)(0,1,1)=b(-1,1,2) \\
& =(1,0,0)(-1,1,2)(1,0,0)=\beta \alpha^{2} \beta \\
\text { (iv) } \quad \alpha^{4} & =(0,1,1)^{4}=b^{2}(-1,1,2)^{2}=b(0,0,4) \\
& =a b .
\end{aligned} \text { (18) } \tag{i}
\end{align*}
$$

This completes the proof that $G$ can be taken to be $G^{0}$. Now, if $b^{r}=I$, then $\beta^{r}=I$ is consistent with $b^{r}=I$ according to (6), (7), and (8). Thus, we can take $G_{r}=G /\left\{\beta^{r}, b^{r}\right\}$, which is a group of order $8 r^{3}$.

## 3. PROPERTIES OF $G$ AND OF $G_{r}$

Let $N$ be the subgroup of $G$ of elements of the form $a^{i} b^{j}, i=0,1, j$ integral, and let $N_{r}=N /\left\{b^{r}\right\}$. Some facts are stated below assuming that the weight group is $G$. Analogous results hold if $G$ is replaced by $G_{r}$ and $N$ is replaced by $N_{r}$.

Fact 1: All closed paths in $\mathcal{L}$ are assigned weights from $N$. Simple closed paths traversed in a clockwise sense have a weight $a b^{k}$, where $k$ is the enclosed area.

Proof: Any closed path with no backward steps can be generated out of a path surrounding a single square by successively adding some or all of the edges of another single square (in general, with the removal of others). But relations (1) were established so that the alteration just described would change the interpretation of the "enclosed" area in just the right way so that an element of $N$ would result for the weight of the new path if the old path had a weight which is an element of $N$. Of course, the second statement of the theorem follows in a similar way. To be precise, we would need to check that the two paths pictured in Fig. 7 have weights which differ by $a b^{2}$, and even more importantly to show that a list of eight conditions (plus another like that implied by Fig. 7) analogous to (1) with $\alpha$ replacing $\hat{\alpha}, \hat{\alpha}$ replacing $\alpha$ (and $b^{-1}$ replacing $b$ ) are valid. These latter relations would arise out of considering counterclockwise motions around simple closed paths just as we consider clockwise motions in Figs. 3 and 4 to establish (1). The fact that $b$ is replaced by $b^{-1}$ in these counterclockwise relations follows from the fact that all of the desired relations are implied by the assumed (i)-(iv). For example, we can show that from (i) we have $\beta \alpha^{-1}=$ $\hat{\alpha} \beta^{-1}$, and premultiplying $b \alpha^{2}=\beta \alpha^{2} \beta$ by this we get $b \beta \alpha=\hat{\alpha} \alpha^{2} \beta$. This latter equality is the counterpart of (f) in (1). The other counterparts can be obtained by more or less the same argument.

By means of a rather messy argument, we can now remove the condition that the closed path have no backward steps. Basically, we need to show that Fact 1 is valid for closed paths which contain no area. More

Fig. 8. A path of one step, traced out in both directions with two rotations of $180^{\circ}$.

simply even, it reduces to showing the following. Let $P$ be a path with no backward steps assumed to be not closed, and let $Q$ be a path formed from $P$ by tracing out $P$, rotating $180^{\circ}$, tracing out $P$ in reverse, and rotating $180^{\circ}$ again. Rotating through $180^{\circ}$ involves two forward and one backward steps and can be carried out in 6 different ways. We must show that $Q$ has a weight from $N$. Having shown this, we can then replace the "backward segments" of a closed path by the same segment traced in reverse (forward sense) and alter the weight only by a factor from $N$. By an inductive argument, we can reduce the problem further to the case where $P$ contains only one step. Even so there are 36 cases to consider. In Fig. 8 we have illustrated one case. The weight assigned to the path $1-2-3-4-5-6-1$ is $\beta \hat{\alpha} \alpha^{-1} \beta \alpha \hat{\alpha}^{-1}$, which according to (ii) of (2) is the identity. The other 35 cases as well as the filling in of details is left to the reader.

For the next fact, we start with the assumption that directions are labeled as in Fig. 9, and that our path begins at $(0,0)$ in direction 0 with the terminal point of the directed edge at $(0,0)$. We wish to show the following.

Fact 2: All paths which start at a given directed edge and end at another given directed edge have weights which are elements of the same coset of $N$ in $G$.

We remark that it is not really significant that the path begins in direction state 0 , since our weights are not direction oriented, so we stated Fact 2 quite generally. Fact 2 sheds some light on the definition of ( $k, m, s$ ) given in (4) since ( $k, m, s$ ) is defined there to be the weight of one of the more convenient paths from one given directed edge to another.

Proof: For the proof of the Fact 2, let $A \sim B$, where $A$ and $B$ are elements from $G$, meaning that $A=a^{i} b^{j} B$ for some $i, j$. We know from Fact 1 that the weight $w$ of a closed path which is in $\mathcal{L}$ satisfies $w \sim I$. Let $P$ and $Q$ be two paths starting and ending with the


Fig. 9. The labelings of directions at a point.

Fig. 7. Two pairs of path segments which differ only in their motion around the central square.

(a)


Fig. 10. Two paths starting and ending with the same directed edges.
same directed edges with weights $p$ and $q$, respectively (see Fig. 10). If we reverse the path $P$, we get a new path whose weight is denoted by $\hat{p}$. Similarly, the reverse of the path $Q$ has a weight denoted by $\hat{q}$. We take into consideration two closed paths. First, we take $P$, then rotate clockwise $180^{\circ}$ (a three step procedure involving a right turn, a step back, and a right turn), then reverse the path $P$, and finally rotate clockwise $180^{\circ}$. For the second path, we take $Q$, rotate clockwise $180^{\circ}$, reverse the path $P$, and finally rotate clockwise $180^{\circ}$. The weights of these two closed paths are

$$
\begin{align*}
& p \cdot \alpha \beta^{-1} \alpha \cdot \hat{p} \cdot \alpha \beta^{-1} \alpha \sim I \\
& q \cdot \alpha \beta^{-1} \alpha \cdot \hat{p} \cdot \alpha \beta^{-1} \alpha \sim I \tag{19}
\end{align*}
$$

The fact that $p \sim q$ is immediate from the fact that $\sim$ is an equivalence relation. This proves the fact.

Fact 3: Every element of $G_{r} / N_{\tau}$ can be identified with a class of paths starting at $(0,0)$ with direction state 0 and ending at $(m, k), 0 \leq m, k \leq r-1$, in direction state $s, 0 \leq s \leq 3$.

We now turn our attention to some explicit cases.

## Examples:

$n=1$. In this case $\beta=I, b=I$ and, according to (2), $\hat{\alpha}=\alpha^{-1}$ and $\alpha^{4}=a$. In this case $G_{1}$ is a cyclic group of order 8 . This is the weight group which is useful in the combinatorial method for evaluating the partition function of the two-dimensional Ising model with zero external magnetic field. ${ }^{2} G_{1}$ assigns the "index" $\pm 1$ to any closed path.
$n=2$. In this case $\beta^{2}=b^{2}=I$, and the group $G_{2} / N_{2}$ is according to Fact 3 a group of order 16. $G_{2}$ is a group of order 64 whose defining relations are

$$
\begin{equation*}
\beta^{2}=I=\alpha \beta \hat{\alpha} \beta, \quad \alpha^{2} \hat{\alpha}^{2}=b, \quad \alpha \hat{\alpha}=\hat{\alpha} \alpha, \quad \alpha^{4}=a b \tag{20}
\end{equation*}
$$

The author ${ }^{1}$ used this group to evaluate the partition function for the Ising model in two dimensions with a particular external magnetic field. The method involves finding via $G_{2}$ the enclosed area (mod 2) of a closed path. There is figure-eight cancellation in this case, typified by weights assigned to paths in Fig. 2(a) and 2(b) which differ only by a factor of $a$.

[^45]$n=3$. In this case $G_{3} / N_{3}$ has 36 elements associated with the four directions at each of the nine points in the diagram of Fig. 5. These elements have the form
$$
\beta^{k} \alpha \beta^{-1} \beta^{m} \beta \alpha^{-1}\left(\alpha \beta^{-1}\right)^{s}, \quad 0 \leq k, \quad m \leq 2, \quad 0 \leq s \leq 3
$$

The group $G_{3}$ is of order 216. As yet we have not been able to connect this group with the two-dimensional Ising model. In any case, use of the weights in $G_{3}$ would lead to a "modified" enclosed area (mod 3) for any closed path. Reversing the direction of the path would give the inverse weighting and hence the negative area. Figure-eight cancellation, typified by $G_{3}$ assigning weights to the paths in Fig. 2(a) and 2(b) which differ only by a factor of $a$, is absent in this case. Path 2(a) is assigned weight $a b^{2}$, while Path 2(b) is assigned weight $I$. Unfortunately, the combinatorial approach to the Ising problem is based in part on figure-eight cancellation. There are also other difficulties encountered in trying to use the weights in $G_{3}$ in a combinatorial approach to the Ising problem. These difficulties are discussed in the next section.

We remark in passing that we have been able to use the above ideas in evaluating the partition function for the Kagomé lattice for a particular external magnetic field. In the computation one uses the weight group $G_{4}$ for the triangular lattice. Explicit results will be presented elsewhere.

## 4. STRONG COMBINATORIAL IDENTITIES AND THE ISING MODEL

Beginning with a determinantal identity by Kac and Ward, ${ }^{2}$ the combinatorial approach to the Ising problem has been based on what we call a "strong" combinatorial identity. The best way to describe the situation is to repeat the identity of Sherman. ${ }^{3}$ A graph $K$ of $n$ vertices is given in the plane with no intersecting edges in which every vertex has an even number of edges touching it. Loops are allowed, and they are counted twice at the vertex in question in calculating the number of touching edges. To each edge $i$ there is assigned an indeterminant $d_{i}$ particular to that one given edge $i$. An admissible subgraph $K_{0}$ of $K$ is a subgraph of $K$ which also has an even number of edges touching each vertex. To each admissible subgraph, we assign a product $\chi_{K_{0}}$ of the indeterminants $d_{i}$ associated with the edges in $K_{0}$. A closed path ( $p$ ) in the graph $K$ is a sequence of directed connected edges touching terminal to initial in which no two successive edges are the same and such that the last edge touches the first edge terminal to initial. We do not allow backing up. That is, at each vertex the path continues in the direction of the directed edge

[^46]going out of the vertex along another edge. The other edge must exist by the fact that the graph $K$ is admissible. To each closed path ( $p$ ) we assign a weight
$$
W(p)=(-1)^{k(p)} \prod_{s=1}^{n(p)} d_{i_{s}}
$$
where $2 \pi k(p)$ is the change in the argument of the tangent vector to the path $(p)$, where $n(p)$ is the number of edges in the path ( $p$ ), and where the $d_{i}$ are the indeterminants associated with the successive edges of the path ( $p$ ). The Feynman-Sherman identity states that
\[

$$
\begin{equation*}
\sum_{K_{0} \sum_{K}} \chi_{K_{0}}=\exp \left(-\frac{1}{2} \sum_{(p)} \frac{W(p)}{n(p)}\right), \tag{21}
\end{equation*}
$$

\]

where the summation on the right extends over all closed paths ( $p$ ) in $K$ and where the summation on the left extends over all admissible subgraphs of $K$. When $L=\mathcal{L}$ and $d_{i}=x$ (independent of $i$ ), the left-hand side of (21) can be identified with a constant multiple of the partition function for the Ising model with zero external magnetic field.

We note how "strong" must be the combinatorial cancellation in this formula, since we have assigned a different indeterminant to each edge. Cancellation on the right can occur only among paths which in total have the same edges. Thus, for example, if we are dealing with the lattice of the previous sections, then paths of the type pictured in Fig. 11, which appear on the right of (21) but not on the left, must cancel out on the right. Note that the paths in Fig. 11 cannot be subdivided into more basic closed paths. The only possibility for cancellation is that the four paths in Fig. 11 have weights which cancel in (21). This is actually the case as is easily seen, since $1 / 2 \pi$ times the change in the argument of the tangent vector $k(p)$ is $1,0,1,0$, respectively, for all the paths ( $p$ ) in Fig. 11.

For computing the partition function in the case of nonzero external magnetic field what is needed is an analog of (21) which gives on the left the enclosed "area" of the graph $K_{0}$ in addition to the weighting $\chi_{K_{0}}$. If there were an analog of (21) for the lattice $\mathcal{L}$ using the weight group of the previous sections, i.e., a strong combinatorial result, then once again the


Fig. 11. Four closed paths enclosing the same two lattice squares.
cancellation of the paths in Fig. 11 would be required. Now, according to the weight group G,the paths in (a), (b), (c), and (d) are assigned weights $\chi_{d_{i}}$ times $-b^{2}, I,-b^{-2}, I$, respectively. Only the cases $b=I$ and $b^{2}=I$ give the desired "strong" cancellation. One might ask, why not change the group $G$ so that the desired cancellation takes place? But a simple closed path in $\mathbb{L}$ with clockwise motion would have to be assigned the weight $(-1) b^{\text {area }} \Pi d_{i}$ in any case, and only this was used to construct $G$. Thus, we cannot find in general an analog of (21) giving strong cancellation and providing us with a formula for computing the partition function of the two-dimension Ising model with nonzero external magnetic field.

Having disproved the strong combinatorial nature of the general problem, we may now inquire as to how to proceed. Certainly functional-analytical techniques will be required. Assuming that the weight groups constructed in this paper play a role in the solution we can point out one additional feature. Recall that the evaluation of the partition function for the lattice $\mathcal{L}$ with nonzero external magnetic field can, for low temperatures, be reduced to the evaluation of the generating function

$$
Z(\lambda)=\sum_{n, m} g(n ; m) x^{n} \lambda^{m}
$$

for the number $g(n ; m)$ of closed graphs in $\mathcal{L}$ of $n$ sides and having $m$ units of enclosed area. The enclosed area of a closed graph is defined to be the minimal area contained inside a set of simple closed paths whose union is the graph and no two of which have a side in common. The problem is to evaluate $Z(\lambda)$ for $\lambda$ on the unit circle. If the weight groups $G$ constructed here play a role in the evaluation, then one has to evaluate a function which is symmetric in $\lambda$ and $\bar{\lambda}$. This is because the group $G$ distinguishes between areas circumscribed clockwise and those circumscribed counterclockwise, assigning numerically equal areas with opposite sign to the two senses of traversal. Thus, $\lambda^{m}$ and $\lambda^{-m}=\overline{\lambda^{m}}$ should appear symmetrically in the problem. We suspect that one should try to evaluate $|Z(\lambda)|^{2}$. Note that this is exactly what Kac and Ward evaluated by their method in the case that $\lambda=1$. Also, the Feynman-Sherman identity can be rewritten so as to give $Z(1)^{2}$ simply by removing the factor $\frac{1}{2}$ in the exponent on the right-hand side. Of course, if one can evaluate $|Z(\lambda)|^{2}$, then $Z(\lambda)$ can be determined from a Wiener-Hopf factorization.
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#### Abstract

An elementary derivation of the system of phase factors defining the ray representations (those faithful to within a phase factor) of the Galilei group is presented. The proof employs the group elements themselves. In particular, the operation of conjugation (which corresponds to coordinate transformation) is used extensively to effect the desired result, i.e., in the notation of Levy-Leblond,


$$
\begin{aligned}
& U\left(b^{\prime}, \mathbf{a}^{\prime}, \mathbf{v}^{\prime}, R^{\prime}\right) U(b, \mathbf{a}, \mathbf{v}, R) \\
& \quad= \pm \exp \left[i\left(\frac{1}{2} m\right)\left(\mathbf{a}^{\prime} \cdot R^{\prime} \mathbf{v}-\mathbf{v}^{\prime} \cdot R^{\prime} \mathbf{a}+b \mathbf{v}^{\prime} \cdot R^{\prime} \mathbf{v}\right)\right] \times U\left(b^{\prime}+b, \mathbf{a}^{\prime}+R^{\prime} \mathbf{a}+b \mathbf{v}^{\prime}, \mathbf{v}^{\prime}+R^{\prime} \mathbf{v}, R^{\prime} R\right) .
\end{aligned}
$$

IN a classic mathematical paper dealing with arbitrary Lie groups, Bargmann ${ }^{1}$ has shown that the ray representations of the Galilei group are not all equivalent to vector representations. In addition, only those representations which are not equivalent to vector representations are capable of physical interpretation. ${ }^{2,3}$ Furthermore, a superselection rule occurs, requiring a well-defined mass for states in nonrelativistic quantum mechanics. ${ }^{4}$ This paper ${ }^{4}$ presents an elementary derivation of Bargmann's result. Hopefully, the interested physicist will find it easier to follow than the previous works since the use of the group elements themselves (instead of their infinitesimal generators) makes the physical content more apparent. This approach was originally used by Wigner in his work on the Poincaré group. ${ }^{5}$ In the interest of brevity and simplicity, mathematical rigor has occasionally been sacrificed, particularly in the continuity arguments. The interested reader may easily supply additional rigor, by arguments similar to those presented in Wigner's paper. ${ }^{5}$
To state the desired result we adopt the notation of Levy-Leblond. ${ }^{3}$ An element of the Galilei group is denoted

$$
\begin{equation*}
G=(b, \mathbf{a}, \mathbf{v}, R), \tag{1}
\end{equation*}
$$

where $b$ is the time displacement, a the space translation, $\mathbf{v}$ the pure Galilean transformation, and $R$ the rotation. The element $G$ transforms $\mathbf{x}$ and $t$ (a point in space and a time) into $\mathbf{x}^{\prime}=R \mathbf{x}+\mathrm{v} t+\mathrm{a}$ and $t^{\prime}=t+b$. The ray representations obey

$$
\begin{align*}
U\left(G^{\prime}\right) U(G) & =\omega\left(G^{\prime}, G\right) U\left(G^{\prime} G\right) \\
& =\exp \left[i \xi\left(G^{\prime}, G\right)\right] U\left(G^{\prime} G\right) \tag{2}
\end{align*}
$$

[^47]where $U(G)$ is the unitary operator representing $G$; $\omega\left(G^{\prime}, G\right)$ is the phase factor in question; and $\xi\left(G^{\prime}, G\right)$ is a real, continuous function of the parameters specifying $G$ and $G^{\prime}$. We show that for any real number $m$, a representation of the covering group of the Galilei group exists such that
\[

$$
\begin{equation*}
\boldsymbol{\xi}\left(G, G^{\prime}\right)=\left(\frac{1}{2} m\right)\left(\mathbf{a}^{\prime} \cdot R^{\prime} \mathbf{v}-\mathbf{v}^{\prime} \cdot R^{\prime} \mathbf{a}+b \mathbf{v}^{\prime} \cdot R^{\prime} \mathbf{v}\right) \tag{3}
\end{equation*}
$$

\]

[The covering group is simply connected, two-to-one homomorphic to the Galilei group, and is obtained by replacing the rotation subgroup with $S U(2)$.] Except for a possible additional sign ambiguity in $\omega\left(G^{\prime}, G\right)$, the result for the Galilei group is the same as that for the covering group.

Although the desired result [Eq. (3)] follows directly from the laws of multiplication of the "vector" operators. (accelerations and translations), our proof requires that we first know their transformation properties under rotation. Any standard work on group theory demonstrates that every ray representation of $S U(2)$ is equivalent to a vector representation. ${ }^{1,6}$ Thus, if $R$ and $Q$ are pure rotations [or, more accurately, pure $S U(2)$ transformations in the covering group], no phase factor is required in the equation

$$
\begin{equation*}
U(R) U(Q)=U(R Q) \tag{4}
\end{equation*}
$$

The operators of translation must now be adjoined to this subgroup.

Let us choose translations in one direction, for example, that of the $\hat{z}$ axis. Rotations about the $\hat{z}$ axis leave these translations invariant. But multiplication in a ray representation could introduce a phase factor $\omega$ so we must write

$$
\begin{equation*}
U(\alpha, \hat{z}) U(a \hat{z}) U^{-1}(\alpha, \hat{z})=\omega(\alpha, a) U(a \hat{z}) \tag{5}
\end{equation*}
$$

where $U(\alpha, \hat{z})$ represents a rotation about $\hat{\varepsilon}$ through an angle $\alpha$ and $U(a \hat{z})$ a translation by $a \hat{z}$. Conjugating

[^48]Eq. (5) with a rotation ( $\beta, \hat{z}$ ) through $\beta$ rad about the $\varepsilon$ axis, and using Eq. (4), we have

$$
\begin{equation*}
\omega(\alpha, a) \omega(\beta, a)=\omega(\alpha+\beta, a) \tag{6}
\end{equation*}
$$

The solution of (6) is $\omega(\theta, a)=\exp [i \chi(a) \theta]$, where $\chi$ is a function of $a$, the length of the translation vector. The representative of a rotation through $2 \pi \mathrm{rad}$ (about any axis) is $\pm I$, so $\chi(a)$ must be an integer for all values of $a$.

Since translations along the $\hat{z}$ axis are a oneparameter subgroup, any representation is equivalent to a vector representation. ${ }^{1}$ We therefore have
$U(\alpha, \hat{z}) U(a \hat{z}) U^{-1}(\alpha, \hat{z})$
$=U(\alpha, \hat{z}) U\left(\frac{1}{2} a \hat{z}\right) U^{-1}(\alpha, \hat{z}) U(\alpha, \hat{z}) U\left(\frac{1}{2} a \hat{z}\right) U^{-1}(\alpha, \hat{z})$,
which implies $\chi\left(\frac{1}{2} a\right)+\chi\left(\frac{1}{2} a\right)=\chi(a)$. But $\chi\left(\frac{1}{2} a\right)$ must be an integer as well as $\chi(a)$; therefore, $\chi(a)$ must be even. The argument may be repeated any number of times; since the only number which remains integral when repeatedly halved is zero, we conclude that $\chi(a)=0$, or $\omega(\alpha, a)=1$.

With this result in hand, all translations are unambiguously defined by conjugating the operators of $\varepsilon$ axis translations with the appropriate rotation. Thus, we define

$$
\begin{equation*}
U(a R \hat{z}) \equiv U(R) U(a \hat{z}) U^{-1}(R) \tag{8}
\end{equation*}
$$

where $R$ is any rotation. If there is another rotation $Q$ such that $R \hat{z}=Q \hat{z}$, then $Q^{-1} R \hat{z}=\hat{z}$ and Eq. (5), with $\omega=1$, gives

$$
U\left(Q^{-1} R\right) U(a \hat{z}) U^{-1}\left(Q^{-1} R\right)=U(a \hat{z})
$$

Repeated use of Eq. (4) shows

$$
\begin{equation*}
U(R) U(a \hat{z}) U^{-1}(R)=U(Q) U(a \hat{z}) U^{-1}(Q) \tag{9}
\end{equation*}
$$

The operator $U(a R \hat{z})$ is therefore well defined. Furthermore, the operators $U(a R \hat{z})$ form a vector representation of the one-parameter subgroup of translations along $R \hat{z}$, since the translations along $\hat{z}$ form such a representation.

Obviously, everything that has been said of translations applies equally well to the other subgroup of "vector" group elements, the pure Galilean transformations. In other words,

$$
\begin{equation*}
U(R) U(\mathbf{a}) U^{-1}(R)=U(R \mathbf{a}), \quad U(R) U(\mathbf{v}) U^{-1}(R)=U(R \mathbf{v}) \tag{10}
\end{equation*}
$$

for any rotation $R$ and any translation (a) or acceleration (v).

We have arrived at the crux of the derivation, determining the phase factors for the products of translation and acceleration operators. It is convenient to deal with group elements specified by perpendicular vectors first. Let

$$
\begin{equation*}
U(\mathbf{a}) U(\mathbf{v}) U^{-1}(\mathbf{a})=\exp \left[i \phi_{\perp}(\mathbf{a}, \mathbf{v})\right] U(\mathbf{v}) \tag{11}
\end{equation*}
$$

where $a$ and $v$ are mutually perpendicular and each may represent either a pure Galilean transformation or a spatial translation. Conjugation of this equation by $U(R)$, where $R$ is a rotation about a through $\pi \mathrm{rad}$, gives

$$
\begin{equation*}
U(\mathbf{a}) U(-\mathbf{v}) U^{-1}(\mathbf{a})=\exp \left[i \phi_{\perp}(\mathbf{a}, \mathbf{v})\right] U(-\mathbf{v}) \tag{12}
\end{equation*}
$$

by Eq. (10). Multiplying Eqs. (12) and (11), we find

$$
I=\exp \left[2 i \phi_{\perp}(\mathrm{a}, \mathrm{v})\right] .
$$

Of the two roots of this equation, $\phi_{\perp}(a, v)=\pi$ is ruled out by the continuity of $\phi_{\perp}$ in a and the value $\phi_{\perp}(0, v)=0$. Thus $\phi_{\perp}=0$, and any two operators which are specified by perpendicular vectors commute.

Two operators specified by parallel vectors of the same type also commute, for they are members of a one-parameter subgroup. On the other hand, a phase factor might occur in the mixed product; indeed the determination of this phase factor is the essence of the proof. Let

$$
\begin{equation*}
U(\mathbf{a}) U(\mathbf{v}) U(-\mathbf{a})=\exp \left[i \phi_{\|}(\mathbf{a}, \mathbf{v})\right] U(\mathbf{v}) \tag{13}
\end{equation*}
$$

where $a$ and $v$ are now parallel; $a$ is a translation and v an acceleration. Clearly, we may "rotate" this equation to the $\hat{z}$ axis by conjugation with the appropriate rotation operator. Then

$$
\begin{equation*}
U(a \hat{z}) U(v \hat{z}) U(-a \hat{z})=\exp \left[i \phi_{\|}(\mathbf{a}, \hat{v})\right] U(v \hat{z}), \tag{14}
\end{equation*}
$$

where $a$ and $v$ are the lengths of the corresponding vectors. Therefore $\phi_{\|}$is a function of the lengths of $\mathbf{a}$ and v only; $\phi_{\|}(\mathbf{a}, \mathbf{v})=f(a, v)$. Substituting $f$ for $\phi_{\|}$and conjugating Eq. (14) with a translation along the $\hat{z}$ axis, $U(b \hat{z})$, yields (after equating exponents)

$$
\begin{equation*}
f(a, v)+f(b, v)=f[(a+b), v] \tag{15}
\end{equation*}
$$

The solution of Eq. (15) is $f(a, v)=k(v) a$, where $k(v)$ is a real function of $v$.
By a similar argument $k(v)$ must also be linear. Multiplying Eq. (14) on the right by $U(a z) U(-v \mathcal{z})$ and conjugating the resulting equation with the acceleration $U(u \hat{z})$ and substituting $k(v) a$ for $f(v, a)$ results in

$$
\begin{equation*}
k(v) a+k(u) a=k(v+u) a . \tag{16}
\end{equation*}
$$

The solution of Eq. (16) is $k(v)=m v$, where $m$ is any real number. Thus Eq. (13) becomes

$$
\begin{equation*}
U(a \hat{n}) U(v \hat{n})=\exp [i m(a \cdot v)] U(v \hat{n}) U(a \hat{n}) \tag{17}
\end{equation*}
$$

for any unit vector $\hat{n}$.
The general mixed product may now be constructed by analyzing the multiplicand operator into perpendicular and parallel components. The result is the desired one,

$$
\begin{equation*}
U(\mathbf{a}) U(\mathbf{v})=\exp [\operatorname{im}(\mathbf{a} \cdot \mathbf{v})] U(\mathbf{v}) U(\mathbf{a}) \tag{18}
\end{equation*}
$$

To arrive at the complete result, Eq. (3), we must
introduce the time displacement operators. It is clear that a vector representation can be chosen so that if $(b)$ and ( $b^{\prime}$ ) are elements of the time displacement subgroup, then

$$
\begin{equation*}
U(b) U\left(b^{\prime}\right)=U\left(b+b^{\prime}\right) \tag{19}
\end{equation*}
$$

because this is a one-parameter group. The conjugation of a time displacement by a rotation must now be shown to be devoid of a phase factor.
Let

$$
\begin{equation*}
U(\alpha, \hat{n}) U(b) U^{-1}(\alpha, \hat{n})=\exp [i \phi(\alpha, \hat{n}, b)] \cdot U(b) \tag{20}
\end{equation*}
$$

where $(\alpha, \hat{n})$ stands for a rotation through angle $\alpha$ about the unit vector $\hat{n}$. Conjugation of this equation by a rotation through $\beta$ about $\hat{n}$ leads to

$$
\phi(\alpha, \hat{n}, b)+\phi(\beta, \hat{n}, b)=\phi(\alpha+\beta, \hat{n}, b) .
$$

Again the solution is linear,

$$
\begin{equation*}
\phi(\alpha, \hat{n}, b)=g(\hat{n}, b) \alpha . \tag{21}
\end{equation*}
$$

Using this substitution in Eq. (20) and multiplying by a similar equation in which $b^{\prime}$ has replaced $b$, gives (after equating exponents)

$$
\begin{equation*}
g(\hat{n}, b) \alpha+g\left(\hat{n}, b^{\prime}\right) \alpha=g\left(\hat{n}, b+b^{\prime}\right) \alpha \tag{22}
\end{equation*}
$$

Thus $g(\hat{n}, b)=h(\hat{n}) b$, and $\phi(\alpha, \hat{n}, b)=h(\hat{n}) b \alpha$. But, as noted above, $U(\hat{n}, 2 \pi)= \pm I$, so $\phi(\hat{n}, 2 \pi, b)=2 \pi k$, where $k$ is an integer. Again, this forces $h(\hat{n})=0$, so

$$
\begin{equation*}
U(R) U(b) U^{-1}(R)=U(b) \tag{23}
\end{equation*}
$$

for all time displacements $b$ and rotations $R$.
Using the trick of conjugation by rotation (through $\pi \mathrm{rad}$ about an axis perpendicular to $a$ ) on the equation

$$
\begin{equation*}
U(\mathbf{a}) U(b) U(-\mathbf{a})=\exp [i \phi(\mathbf{a}, b)] U(b) \tag{24}
\end{equation*}
$$

where $\mathbf{a}$ is any translation, produces

$$
\begin{equation*}
U(-\mathbf{a}) U(b) U(\mathbf{a})=\exp [i \phi(\mathbf{a}, b)] U(b) \tag{25}
\end{equation*}
$$

Multiplying Eq. (24) on the right and Eq. (25) on the left by $U($ a $)$ yields

$$
\begin{align*}
U(\mathbf{a}) U(b) & =\exp [i \phi(\mathbf{a}, b)] U(b) U(\mathbf{a}), \\
U(b) U(\mathbf{a}) & =\exp [i \phi(\mathbf{a}, b)] U(\mathbf{a}) U(b) \tag{26}
\end{align*}
$$

Comparison of the above equations shows that $\exp [i \phi]=\exp [-i \phi]$, and the continuity of $\phi$ allows only the solution $\phi(\mathbf{a}, b)=0$. This permits us to define a representative for the combined operations of space and time translations,

$$
\begin{equation*}
U(\mathbf{a}) U(b)=U(b) U(\mathbf{a}) \equiv U(G) \tag{27}
\end{equation*}
$$

where $G=(b, \mathbf{a}, \mathbf{0}, I)$.
For the conjugation of a time displacement by an acceleration, the group law gives

$$
\begin{align*}
U(\mathbf{v}) U(b) U(-\mathbf{v}) & =\exp [i \phi(\mathbf{v}, b)] U(b, \mathbf{v} b, \mathbf{0}, I) \\
& =\exp [i \phi(\mathbf{v}, b)] U(b) U(\mathbf{v} b) \tag{28}
\end{align*}
$$

where $U(\mathrm{v})$ is again an acceleration, $U(\tilde{v} b)$ a translation, and $U(b, v b, 0, I)$ is a combined time and space translation. Rotating through $\pi$ rad, this time about an axis perpendicular to $\mathbf{v}$, we have

$$
\begin{equation*}
U(-\mathbf{v}) U(b) U(\mathbf{v})=\exp [i \phi(\mathbf{v}, b)] U(b) U(-\mathbf{v} b) \tag{29}
\end{equation*}
$$

Sufficient manipulation of the last two equations produces

$$
\begin{equation*}
\exp [2 i \phi(\mathbf{v}, b)] U(\mathbf{v}) U(b)=U(-\mathbf{v} b) U(\mathbf{v}) U(\mathbf{v} b) U(b) \tag{30}
\end{equation*}
$$

Here the connection with the previous results [Eq. (18)] becomes apparent. Substituting into the righthand side of Eq. (30), we have
$\exp [2 i \phi(\mathbf{v}, b)] U(\mathbf{v}) U(b)=\exp [i m(-\mathbf{v} b \cdot \mathbf{v})] U(\mathbf{v}) U(b)$.
Again continuity allows only one solution for $\phi$,

$$
\begin{gather*}
\phi(\mathbf{v}, b)=\left(\frac{1}{2} m\right)(-\mathbf{v} b \cdot \mathbf{v}),  \tag{32}\\
U(\mathbf{v}) U(b)=\exp \left[-i\left(\frac{1}{2} m\right)(\mathbf{v} b \cdot \mathbf{v})\right] U(b) U(b \mathbf{v}) U(\mathbf{v})
\end{gather*}
$$

Together with Eq. (18), this suggests defining the operator $U(\mathbf{a}, \mathbf{v})$, which corresponds to the group element ( $\mathbf{0}, \mathbf{a}, \mathbf{v}, I$ ), as

$$
\begin{align*}
U(\mathbf{a}, \mathbf{v}) & \equiv \exp \left[-i\left(\frac{1}{2} m\right)(\mathbf{a} \cdot \mathbf{v})\right] U(\mathbf{a}) U(\mathbf{v}) \\
& =\exp \left[i\left(\frac{1}{2} m\right)(\mathbf{a} \cdot \mathbf{v})\right] U(\mathbf{v}) U(\mathbf{a}) \tag{33}
\end{align*}
$$

Thus, Eq. (31) takes the simple form

$$
\begin{equation*}
U(\mathbf{v}) U(b)=U(b) U(b \mathbf{v}, \mathbf{v}) \tag{34}
\end{equation*}
$$

The final result is now at hand. Defining

$$
\begin{equation*}
U(b, \mathbf{a}, \mathbf{v}, R) \equiv U(b) U(\mathbf{a}, \mathbf{v}) U(R) \tag{35}
\end{equation*}
$$

we may easily check that the desired limits of

$$
\begin{align*}
& U(b, 0,0, I)=U(b), \quad U(0, \mathbf{a}, 0, I)=U(\mathbf{a}) \\
& U(0,0, \mathbf{v}, I)=U(\mathbf{v}), \quad U(0,0,0, R)=U(R) \tag{36}
\end{align*}
$$

all occur. Thus, the definition is consistent, and all the multiplications occurring in the definition are free from phase factors. The product of two operators, $U\left(b^{\prime}, \mathbf{a}^{\prime}, \mathbf{v}^{\prime}, R^{\prime}\right)$ and $U(b, \mathbf{a}, \mathbf{v}, R)$, may be easily shown to be

$$
\begin{align*}
& U\left(b^{\prime}, \mathbf{a}^{\prime}, \mathbf{v}^{\prime}, R^{\prime}\right) U(b, \mathbf{a}, \mathbf{v}, R) \\
& =\quad \exp \left[i\left(\frac{1}{2} m\right)\left(\mathbf{a}^{\prime} \cdot R^{\prime} \mathbf{v}-\mathbf{v}^{\prime} \cdot R^{\prime} \mathbf{a}+b \mathbf{v}^{\prime} \cdot R^{\prime} \mathbf{v}\right)\right] \\
& \quad \times U\left(b+b^{\prime}, \mathbf{a}^{\prime}+\mathbf{v}^{\prime} b+R^{\prime} \mathbf{a}, R^{\prime} \mathbf{v}+\mathbf{v}^{\prime}, R^{\prime} R\right) . \tag{37}
\end{align*}
$$
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#### Abstract

The electromagnetic radiation emanating from a source immersed in a linear, homogeneous, conducting medium moving with a uniform velocity $v$ with respect to the rest frame of the source distribution is investigated. It is shown that in the nonrelativistic limit, that is for $v / c_{v}$ and $v / c_{m} \ll 1$, where $c_{v}$ is the velocity of light in free space and $c_{m}$ denotes the phase velocity of a wave in the medium considered at rest, the electromagnetic field intensities can be expressed in terms of a pair of scalar and vector potentials by specifying a modified Lorentz condition. The time-dependent Green's function associated with the hyperbolic partial differential equations satisfied by these potentials is determined explicitly.


## I. INTRODUCTION

IN view of its relevance to astrophysical and spatial studies, there has recently been a renewal of interest in the subject of electrodynamics of moving material media. Critically reviewed and reformulated by Tai, ${ }^{1,2}$ the fundamental work of Minkowski ${ }^{3}$ and Sommerfeld ${ }^{4}$ has been used to examine the problem of electromagnetic radiation in a homogeneous, isotropic moving medium in the nonrelativistic approximation case. ${ }^{5,6}$ The same problem, but without restrictions as to the velocity of the medium, was approached by Tai ${ }^{7}$ from an operational point of view introduced originally by Levine and Schwinger, ${ }^{8}$ whereas Lee and Papas ${ }^{9}$ followed a four-vector covariant formulation. More recently, Tai ${ }^{10}$ examined the first-order theory of the electromagnetics of moving anisotropic media, and Lee and Lo ${ }^{11}$ solved for the radiation in a moving uniaxially anisotropic medium. The aforementioned investigations are restricted to lossless media and time-harmonic variations of the source distribution. Collier and Tai, ${ }^{12,13}$ however, have presented a brief discussion of plane-wave propagation

[^49]in lossy media. Lastly, Compton ${ }^{14}$ has determined the time-dependent Green's function for a lossless, isotropic medium.

The purpose of this paper is to examine the electromagnetic radiation resulting from sources of arbitrary time dependence in a homogeneous, isotropic, conducting medium of infinite extent. The material is assumed to be moving at a uniform velocity $\mathbf{v}$ with respect to the rest frame of the source distribution.

Because no solution of this problem could be found in the literature, it was thought worthwhile to find the modification of the character of the radiation due to the presence of conductivity. To avoid excessive difficulties in the ensuing development, only the nonrelativistic approximation situation is considered.

It is determined first that the electromagnetic field intensities referred to the laboratory coordinate system are expressible in terms of a pair of scalar and vector potential functions satisfying symmetric hyperbolic partial differential equations of the second order with respect to time and the space coordinates. This is made possible by invoking a generalized Helmholtz theorem, and specifying a new type of Lorentz gauge.

Ordinarily, one would solve for the time-dependent Green's function associated with the potential equations by using both time and space Fourier transformations. Instead of following this classical approach, however, we introduce an alternative method which is based on the fact that there exists a relation between the fundamental solution of a radiation problem and that of a corresponding Cauchy initialvalue problem. In addition to its being ideally suited for bona fide initial-value problems, it is believed that this technique is "operationally" easier to apply, especially when dealing with simple, single partial differential equations, or small systems of partial

[^50]differential equations of the first order with respect to time.

## II. THE MAXWELL-MINKOWSKI EQUATIONS FOR A CONDUCTING MEDIUM

Let $K$ and $K^{\prime}$ denote two inertial systems in relative motion. We identify the primed coordinate system as being at rest with respect to a homogeneous, isotropic, conducting medium of infinite extent which moves with a uniform velocity v relative to the laboratory system $K$.
As measured by an observer in the laboratory system, the electromagnetic fields must satisfy Maxwell's equations

$$
\begin{align*}
\boldsymbol{\nabla} \times \mathbf{E} & =-\partial \mathbf{B} / \partial t  \tag{1a}\\
\boldsymbol{\nabla} \times \mathbf{H} & =\partial \mathbf{D} / \partial t+\mathbf{J}_{f}+\mathbf{J}  \tag{lb}\\
\boldsymbol{\nabla} \cdot \mathbf{D} & =\rho_{f}+\rho  \tag{1c}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0 \tag{1d}
\end{align*}
$$

where $\mathbf{E}, \mathbf{H}$ signify, respectively, the electric and magnetic field intensities, $\mathbf{D}, \mathbf{B}$ the electric and magnetic displacements, $\rho_{f}, \mathbf{J}_{f}$ the free charge and current densities and, finally, $\rho, \mathbf{J}$ the externally applied charge and current distribution densities, all referred to the mks system of units.

Due to the invariance of the fundamental laws of physics in the light of the special theory of relativity, Maxwell's equations in the $K^{\prime}$ frame can be written down as follows:

$$
\begin{align*}
\boldsymbol{\nabla}^{\prime} \times \mathbf{E}^{\prime} & =\partial \mathbf{B}^{\prime} / \partial t^{\prime},  \tag{2a}\\
\boldsymbol{\nabla}^{\prime} \times \mathbf{H}^{\prime} & =\partial \mathbf{D}^{\prime} \partial t^{\prime}+\mathbf{J}_{f}^{\prime}+\mathbf{J}^{\prime},  \tag{2b}\\
\boldsymbol{\nabla}^{\prime} \cdot \mathbf{D}^{\prime} & =\rho_{f}^{\prime}+\rho^{\prime},  \tag{2c}\\
\boldsymbol{\nabla}^{\prime} \cdot \mathbf{B}^{\prime} & =0 \tag{2d}
\end{align*}
$$

It is assumed that the constitutive relations in $K^{\prime}$ are given by

$$
\begin{align*}
& \mathbf{D}^{\prime}=\epsilon^{\prime} \mathbf{E}^{\prime}  \tag{3a}\\
& \mathbf{B}^{\prime}=\mu^{\prime} \mathbf{H}^{\prime}  \tag{3b}\\
& \mathbf{J}_{f}^{\prime}=\sigma^{\prime} \mathbf{E}^{\prime} \tag{3c}
\end{align*}
$$

The electric and magnetic permittivities and the conductivity are taken to be independent of time and the space coordinates.

If $\mathbf{v}$ is small compared with the speed of light, the following first-order relativistic transformations apply:

$$
\begin{align*}
\mathbf{E}^{\prime} & =\mathbf{E}+\mathbf{v} \times \mathbf{B},  \tag{4a}\\
\mathbf{D}^{\prime} & =\mathbf{D}+c^{-2} \mathbf{v} \times \mathbf{H},  \tag{4b}\\
\mathbf{H}^{\prime} & =\mathbf{H}-\mathbf{v} \times \mathbf{D},  \tag{4c}\\
\mathbf{B}^{\prime} & =\mathbf{B}-c^{-2} \mathbf{v} \times \mathbf{E},  \tag{4d}\\
\mathbf{J}_{f}^{\prime} & =\mathbf{J}_{f}-\rho_{f} \mathbf{v},  \tag{4e}\\
\rho_{f}^{\prime} & =\rho_{f}-c^{-2} \mathbf{v} \cdot \mathbf{J}_{f} . \tag{4f}
\end{align*}
$$

In view of the brevity of the relaxation time, it may be assumed that the free charge density $\rho_{f}^{\prime}$ is zero inside the conducting medium. Bearing this restriction in mind, by substituting Eqs. (4a)-(4f) into Eqs. (3a)-(3c) and neglecting terms of the order of $v / c_{v, m}$, we obtain the constitutive relationships

$$
\begin{align*}
\mathbf{D} & =\epsilon^{\prime} \mathbf{E}+\boldsymbol{\Lambda} \times \mathbf{H},  \tag{5a}\\
\mathbf{B} & =\mu^{\prime} \mathbf{H}-\boldsymbol{\Lambda} \times \mathbf{E},  \tag{5b}\\
\mathbf{J}_{f} & =\sigma^{\prime}\left(\mathbf{E}+\mu^{\prime} \mathbf{v} \times \mathbf{H}\right),  \tag{5c}\\
\rho_{f} & =c^{-2} \mathbf{v} \cdot \mathbf{J}_{f}, \tag{5d}
\end{align*}
$$

where $\boldsymbol{\Lambda}=\left(\mu^{\prime} \epsilon^{\prime}-\mu_{0} \epsilon_{0}\right) \mathbf{v}, \epsilon_{0}, \mu_{0}$ being, respectively, the electric and magnetic permittivities of free space.

Maxwell's equations in $K$ assume now the "definite" form

$$
\begin{gathered}
\boldsymbol{\nabla} \times \mathbf{E}=-(\partial / \partial t)\left(\mu^{\prime} \mathbf{H}-\mathbf{\Lambda} \times \mathbf{E}\right), \\
\boldsymbol{\nabla} \times \mathbf{H}=(\partial / \partial t)\left(\epsilon^{\prime} \mathbf{E}+\mathbf{\Lambda} \times \mathbf{H}\right)+\sigma^{\prime}\left(\mathbf{E}+\mu^{\prime} \mathbf{v} \times \mathbf{H}\right)+\mathbf{J}
\end{gathered}
$$

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\epsilon^{\prime} \mathbf{E}+\mathbf{\Lambda} \times \mathbf{H}\right)=\sigma^{\prime} c^{-2} \mathbf{v} \cdot\left(\mathbf{E}+\mu^{\prime} \mathbf{v} \times \mathbf{H}\right)+\rho \tag{6b}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\mu^{\prime} \mathbf{H}-\boldsymbol{\Lambda} \times \mathbf{E}\right)=0 \tag{6c}
\end{equation*}
$$

These expressions, commonly known as the MaxwellMinkowski equations, may be rearranged into the following more convenient form:

$$
\begin{align*}
\mathbf{D}_{0} \times \mathbf{E} & =-(\partial / \partial t) \mu^{\prime} \mathbf{H}  \tag{7a}\\
\mathbf{D}_{0} \times \mathbf{H} & =(\partial / \partial t) \epsilon^{\prime} \mathbf{E}+\sigma^{\prime} \mathbf{E}+\sigma^{\prime} \mu^{\prime} \mathbf{v} \times \mathbf{H}+\mathbf{J} \tag{7b}
\end{align*}
$$

$$
\begin{align*}
\mathbf{D}_{0} \cdot\left(\epsilon^{\prime} \mathbf{E}\right) & =\epsilon^{\prime} \mu^{\prime} \sigma^{\prime} \mathbf{v} \cdot \mathbf{E}+\rho+\mathbf{\Lambda} \cdot \mathbf{J},  \tag{7c}\\
\mathbf{D}_{0} \cdot\left(\mu^{\prime} \mathbf{H}\right) & =0, \tag{7d}
\end{align*}
$$

in which $D_{0}$ represents the differential operator $\nabla-\Lambda(\partial / \partial t)$.

## III. SCALAR AND VECTOR POTENTIALS

It is shown in this section that the electromagnetic field intensities can be given in terms of appropriately defined scalar and vector potentials satisfying a generalized Lorentz condition.
In view of the identities

$$
\begin{array}{r}
\mathbf{D}_{0} \cdot \mathbf{D}_{0} \times \mathbf{F}=0, \\
\mathbf{D}_{0} \times \mathbf{D}_{0} \phi=0, \tag{8b}
\end{array}
$$

which hold for all twice differentiable scalar and vector functions $\phi$ and $\mathbf{F}$, a generalized Helmholtz theorem can be formulated such that for any vector field $\mathbf{C}$, there exists a scalar field $\phi$ and a vector field F, satisfying the equation ${ }^{14}$

$$
\begin{equation*}
\mathbf{C}=\mathbf{D}_{0} \phi+\mathbf{D}_{0} \times \mathbf{F} \tag{9}
\end{equation*}
$$

On the basis of Eq. (7d) and the above remarks, a vector potential $\mathbf{A}$ is defined by

$$
\begin{equation*}
\mathbf{H}=\left(1 / \mu^{\prime}\right) \mathbf{D}_{0} \times \mathbf{A} . \tag{10}
\end{equation*}
$$

This result, in conjunction with Eq. (7a), suggests that

$$
\begin{equation*}
\mathbf{E}=-\mathbf{D}_{0} \psi-\partial \mathbf{A} / \partial t, \tag{11}
\end{equation*}
$$

where $\psi$ is a suitably chosen scalar potential function. Substituting these expressions for $\mathbf{E}$ and $\mathbf{H}$ into the second of the Maxwell-Minkowski equations, one finds that

$$
\begin{align*}
\mathbf{D}_{0}^{2} \mathbf{A}- & \mu^{\prime} \epsilon^{\prime}\left(\partial^{2} \mathbf{A} / \partial t^{2}\right)-\mu^{\prime} \sigma^{\prime}(\partial \mathbf{A} / \partial t) \\
= & \mathbf{D}_{0}\left(\mathbf{D}_{0} \cdot \mathbf{A}\right)-\mu^{\prime} \sigma^{\prime} \mathbf{v} \times\left(\mathbf{D}_{0} \times \mathbf{A}\right) \\
& +\mu^{\prime} \epsilon^{\prime}(\partial / \partial t)\left(\mathbf{D}_{0} \psi\right)+\mu^{\prime} \sigma^{\prime} \mathbf{D}_{0} \psi-\mu^{\prime} \mathbf{J} . \tag{12}
\end{align*}
$$

However, since

$$
\begin{aligned}
v \times\left(D_{0} \times A\right)= & D_{0}(v \cdot A)-\left(v \cdot D_{0}\right) A-\left(A \cdot D_{0}\right) v \\
& -A \times\left(D_{0} \times \mathbf{v}\right) \simeq D_{0}(v \cdot A)-v \cdot \nabla A
\end{aligned}
$$

and

$$
\mathbf{D}_{0}^{2} \mathbf{A} \simeq\left[\nabla^{2}-2(\partial / \partial t) \Lambda \cdot \nabla\right] \mathbf{A}
$$

to first order in $v / c_{v, m}$, it follows that

$$
\begin{align*}
& {\left[\nabla^{2}-2(\partial / \partial t) \boldsymbol{\Lambda} \cdot \nabla-\mu^{\prime} \epsilon^{\prime}\left(\partial^{2} / \partial t^{2}\right)-\mu^{\prime} \sigma^{\prime}(\partial / \partial t)\right.} \\
&\left.-\mu^{\prime} \sigma^{\prime} \mathbf{v} \cdot \nabla\right] \mathbf{A}=\mathbf{D}_{0}\left[\mathbf{D}_{0} \cdot \mathbf{A}+\mu^{\prime} \epsilon^{\prime}(\partial \psi \mid \partial t)\right. \\
&\left.+\mu^{\prime} \sigma^{\prime} \psi+\mu^{\prime} \sigma^{\prime} \mathbf{v} \cdot \mathbf{A}\right]-\mu^{\prime} \mathbf{J} . \tag{13}
\end{align*}
$$

Similarly, from Eqs. (7c) and (11), it can be shown that
$\mathbf{D}_{0}^{2} \psi-\mu^{\prime} \sigma^{\prime} \mathbf{v} \cdot\left(\mathbf{D}_{0} \psi\right)+\left(\mathbf{D}_{0}-\mu^{\prime} \sigma^{\prime} \mathbf{v}\right) \cdot(\partial \mathbf{A} / \partial t)$

$$
\begin{equation*}
=-(\rho+\mathbf{\Lambda} \cdot \mathbf{J}) / \epsilon^{\prime} \tag{14}
\end{equation*}
$$

or, since

$$
\mathbf{D}_{0}^{2} \simeq\left[\nabla^{2}-2(\partial / \partial t) \Lambda \cdot \nabla\right]
$$

and, furthermore,

$$
\mathbf{v} \cdot\left(\mathbf{D}_{0} \psi\right) \simeq \mathbf{v} \cdot \nabla \psi
$$

to order $\left(v / c_{v, m}\right)^{2}$,

$$
\begin{align*}
& {\left[\nabla^{2}-2(\partial / \partial t) \boldsymbol{\Lambda} \cdot \boldsymbol{\nabla}-\mu^{\prime} \sigma^{\prime} \mathbf{v} \cdot \nabla\right] \psi+(\partial / \partial t)} \\
& \quad \times\left(\mathbf{D}_{\mathbf{0}} \cdot \mathbf{A}-\mu^{\prime} \sigma^{\prime} \mathbf{v} \cdot \mathbf{A}\right)=-(\rho+\boldsymbol{\Lambda} \cdot \mathbf{J}) / \epsilon^{\prime} . \tag{15}
\end{align*}
$$

If $\mathbf{A}$ and $\psi$ are chosen to satisfy the generalized Lorentz condition

$$
\begin{equation*}
\mathbf{D}_{0} \cdot \mathbf{A}+\mu^{\prime} \epsilon^{\prime} \partial \psi / \partial t+\mu^{\prime} \boldsymbol{\sigma}^{\prime} \psi-\mu^{\prime} \sigma^{\prime} \mathbf{v} \cdot \mathbf{A}=0 \tag{16}
\end{equation*}
$$

it is seen immediately that the potential functions obey the following partial differential equations:

$$
\begin{array}{r}
{\left[\nabla^{2}-2(\partial / \partial t) \Lambda \cdot \nabla-\mu^{\prime} \epsilon^{\prime}\left(\partial \partial^{2} / \partial t^{2}\right)-\mu^{\prime} \sigma^{\prime}(\partial \partial t)\right.} \\
\left.-\mu^{\prime} \sigma^{\prime} \mathbf{v} \cdot \nabla\right] \mathbf{A}=-\mu^{\prime} \mathbf{J}, \\
{\left[\nabla^{2}-2(\partial / \partial t) \boldsymbol{\Lambda} \cdot \nabla-\mu^{\prime} \epsilon^{\prime}\left(\partial^{2} / \partial t^{2}\right)-\mu^{\prime} \sigma^{\prime}(\partial / \partial t)\right.} \\
\left.-\mu^{\prime} \sigma^{\prime} \mathbf{v} \cdot \nabla\right] \psi=-\left(1 / \epsilon^{\prime}\right)(\rho+\mathbf{\Lambda} \cdot \mathbf{J}) . \tag{17b}
\end{array}
$$

Let us for convenience assume that $\mathrm{v}=v \alpha_{z}$. This
condition does not constitute a serious restriction, since a coordinate transformation of the final result can be used to treat the more general case. To solve for the potentials under this assumption, it is customary to define the time-dependent Green's function $G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)$ as the solution of the equation

$$
\begin{align*}
& {\left[\nabla^{2}-\epsilon^{\prime} \mu^{\prime}\left(\partial^{2} \partial \partial t^{2}\right)-\mu^{\prime} \sigma^{\prime}(\partial / \partial t)-2 \Lambda\left(\partial^{2} / \partial t \partial z\right)\right.} \\
& \left.-\mu^{\prime} \sigma^{\prime} v(\partial / \partial z)\right] G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right), \\
& t \geq t^{\prime} ; \Lambda=|\Lambda| . \tag{18}
\end{align*}
$$

The Green's function should satisfy the causality condition; namely, $G \equiv 0$ for $t<t^{\prime}$. The electromagnetic potentials are given in terms of $G$ in the following fashion ${ }^{15}$ :

$$
\begin{array}{r}
\mathbf{A}(\mathbf{r}, t)=-\mu^{\prime} \int_{E_{4}} \mathbf{J}\left(\mathbf{r}^{\prime}, t^{\prime}\right) G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right) d \mathbf{r}^{\prime} d t^{\prime} \\
\psi(\mathbf{r}, t)=-\frac{1}{\epsilon^{\prime}} \int_{E_{\mathbf{4}}}\left[\rho\left(\mathbf{r}^{\prime}, t^{\prime}\right)+\Lambda \cdot \mathbf{J}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right] \\
\times G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right) d \mathbf{r}^{\prime} d t^{\prime} . \tag{19b}
\end{array}
$$

It has already been established that $\mathbf{E}$ and $\mathbf{H}$ can be derived from the potentials [cf. Eqs. (10) and (11)].

## IV. RELATION BETWEEN RADIATION AND INITIAL-VALUE PROBLEMS

Ordinarily, when dealing with a radiation problem, one determines the time-dependent Green's function using a combination of temporal and threefold spatial Fourier transformations and residue theory. It is shown here, however, that in certain cases it is simpler to examine first the associated Cauchy initial-value problem. This alternative technique is described briefly in the following two subsections and is illustrated in Sec. V by exhibiting a solution to the radiation problem (18).

## A. The Riemann Matrix

An elementary solution to the partial differential equation

$$
\begin{equation*}
L \psi(\mathbf{r}, t)=f(\mathbf{r}, t) \tag{20}
\end{equation*}
$$

is the time-dependent Green's function $G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)$ satisfying the equation

$$
\begin{equation*}
L G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{21}
\end{equation*}
$$

and the causality condition, as pointed out in the previous section. On the other hand, if $L$ is considered to be a second-order partial differential operator with respect to time, the fundamental solution of the

[^51]Cauchy initial-value problem

$$
\begin{align*}
L \Phi(\mathbf{r}, t) & =0  \tag{22a}\\
\Phi(\mathbf{r}, t)]_{t=t^{\prime}} & =0  \tag{22b}\\
(\partial / \partial t) \Phi(\mathbf{r}, t)]_{t=t^{\prime}} & =g(\mathbf{r}, t) \tag{22c}
\end{align*}
$$

is defined for $t \geq t^{\prime}$ by the equation

$$
\begin{equation*}
L H\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)=0 \tag{23a}
\end{equation*}
$$

with $H$ satisfying the initial conditions

$$
\begin{align*}
H]_{t=t^{\prime}} & =0  \tag{23b}\\
\partial H / \partial t]_{t=t^{\prime}} & =\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{23c}
\end{align*}
$$

$G$ is related to $H$ as follows ${ }^{18}$ :

$$
G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)= \begin{cases}0 & , \quad t<t^{\prime}  \tag{24}\\ H\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right), & t \geq t^{\prime}\end{cases}
$$

It is essential for the development of the new approach to the solution of the radiation problem that we formulate the associated Cauchy initial-value problem as a system of partial differential equations of the first order with respect to time. Let us therefore write

$$
\begin{equation*}
(\partial / \partial t) u(\mathbf{r}, t)=\mathrm{P} u(\mathbf{r}, t) \tag{25a}
\end{equation*}
$$

where, in general, $u(\mathbf{r}, t)$ is the (column) matrix representation of an $n$-component vector function, and $P$ is an $n \times n$ matrix whose entries are polynomials in the differential operators with respect to the spatial coordinates. ${ }^{17}$ With this problem we associate the initial condition

$$
\begin{equation*}
u(\mathbf{r}, t)]_{t=t^{\prime}}=u_{0}\left(\mathbf{r}, t^{\prime}\right) \tag{25b}
\end{equation*}
$$

It is our intent here to determine a solution $u(\mathbf{r}, t)$ which satisfies the initial conditions and depends continuously on the initial data for $t \geq t^{\prime}$. It is assumed that the Cauchy problem is well posed so that the solution is unique and sufficiently differentiable. ${ }^{18}$

The $n$-fold spatial Fourier transforms are introduced next:

$$
\begin{array}{r}
F \cdot u(\mathbf{r}, t) \equiv w(\mathbf{s}, t)=\int_{E_{n}} e^{-i \mathbf{r} \cdot \mathbf{s}} u(\mathbf{r}, t) d \mathbf{r} \\
F^{-1} \cdot w(\mathbf{s}, t)=u(\mathbf{r}, t)=\frac{1}{(2 \pi)^{n}} \int_{E_{n}} e^{i \cdot \mathbf{r} \cdot \mathbf{s}} w(\mathbf{s}, t) d \mathbf{s} \tag{26b}
\end{array}
$$

The integration is over an $n$-dimensional Euclidean

[^52]space. Taking the Fourier transform of the system we obtain
\[

$$
\begin{equation*}
(\partial / \partial t) w(\mathrm{~s}, t)=\mathrm{P}(\mathrm{~s}) w(\mathrm{~s}, t) \tag{27a}
\end{equation*}
$$

\]

Note that the Fourier-transformed initial condition becomes

$$
\begin{equation*}
F \cdot u_{0}\left(\mathbf{r}, t^{\prime}\right) \equiv w_{0}\left(\mathbf{s}, t^{\prime}\right) \tag{27b}
\end{equation*}
$$

We remark here that the problem of the correctness of the Cauchy problem (22) is equivalent to the correctness of the problem (27). On the basis of this remark, a unique solution exists for $t \geq t^{\prime}$ and can be written in the form

$$
\begin{equation*}
w(\mathbf{s}, t)=\mathrm{Q}\left(\mathbf{s}, t, t^{\prime}\right) w_{0}\left(\mathbf{s}, t^{\prime}\right) \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{Q}\left(\mathbf{s}, t, t^{\prime}\right)=\exp \left[\mathrm{P}(\mathbf{s})\left(t-t^{\prime}\right)\right] \tag{29}
\end{equation*}
$$

A solution of this type is written down by analogy to the scalar case. The matrix exponential in Eq. (29) is defined by means of the infinite series

$$
\begin{equation*}
e^{\underline{P} t}=1+\mathrm{P} t+\cdots+\frac{1}{n!} \mathrm{P}^{n} t^{n}+\cdots \tag{30}
\end{equation*}
$$

This matrix series exists for all $P$ for any fixed value of $t$, and for all $t$ for any fixed value of $P{ }^{19}$

Operating with the inverse Fourier transform on both sides of Eq. (28), we arrive at

$$
\begin{align*}
u(\mathbf{r}, t) & =F^{-1} \cdot w(\mathbf{s}, t) \\
& =\left[F^{-1} \cdot \mathbf{Q}\left(\mathbf{s}, t, t^{\prime}\right)\right]^{*}\left[F^{-1} \cdot w_{0}\left(\mathbf{s}, t^{\prime}\right)\right] \\
& =\int_{E_{n}} R\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right) u_{0}\left(\mathbf{r}^{\prime}, t^{\prime}\right) d \mathbf{r}^{\prime} \tag{31}
\end{align*}
$$

The matrix function

$$
\begin{align*}
& \mathrm{R}\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right) \\
& \quad=\frac{1}{(2 \pi)^{n}} \int_{E_{n}} \exp \left[i\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \cdot \mathbf{s} \mathbf{s}+\mathrm{P}(\mathbf{s})\left(t-t^{\prime}\right)\right] d \mathbf{s} \tag{32}
\end{align*}
$$

is known as the Riemann matrix of the initial-value problem. Its connection with the scalar fundamental solution $H\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)$ introduced earlier in this section is given in Sec. V. The Riemann matrix satisfies the system

$$
\begin{equation*}
\partial \mathrm{R} / \partial t=\mathrm{PR} \tag{33a}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\mathrm{R}]_{t=t^{\prime}}=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \mid \tag{33b}
\end{equation*}
$$

Both of these statements are easily verifiable.

## B. Sylvester's Interpolation Formula

It is clear from the preceding subsection that a significant task for the determination of the Riemann

[^53]matrix is to expand the matrix exponential
$$
\mathrm{Q}\left(\mathrm{~s}, t, t^{\prime}\right)=\exp \left[\mathrm{P}(\mathrm{~s})\left(t-t^{\prime}\right)\right]
$$
in a simple form. Towards this goal we now state a basic property of functions of matrices.

Let $P$ be an $n \times n$ matrix which can be diagonalized by means of a similarity transformation, namely,

$$
\begin{equation*}
D=S P S^{-1} \tag{34}
\end{equation*}
$$

Furthermore, it is assumed that the eigenvalues $\lambda_{i}, j=1,2, \cdots, n$, of P are distinct. Although these are serious restrictions, the following result is sufficient for the illustration to be given in the next section.
If $f(\lambda)$ and $f(\mathrm{P})$ denote corresponding analytic scalar and matrix functions, it can be proven that

$$
\begin{equation*}
f(\mathrm{P})=\sum_{j=1}^{n} f\left(\lambda_{j}\right) \mathrm{A}_{j} . \tag{35}
\end{equation*}
$$

The constituent idempotent matrices $A_{j}$ are defined by the expression

$$
\begin{equation*}
\mathrm{A}_{j}=\mathrm{S}^{-1} \epsilon_{\epsilon_{j} j} \mathrm{~S} \tag{36}
\end{equation*}
$$

in which $\boldsymbol{\epsilon}_{j j}$ is obtained from an $n \times n$ null matrix by replacing the ( $j j$ ) entry with 1.
One usually needs the eigenvectors of P in order to find the matrices $A_{j}$. This is because the $A_{j}$ 's are defined in terms of $S$, the matrix whose columns are the eigenvectors of P . Nevertheless, it is possible to determine the constituent idempotents directly as polynomials in P , without knowing the eigenvectors. Specifically, we have

$$
\begin{equation*}
\mathrm{A}_{k}=q_{k}(\mathrm{P}) \tag{37}
\end{equation*}
$$

The interpolatory polynomial $q_{k}(\lambda)$ of degree $n-1$ in $\lambda$ is given by ${ }^{20}$

$$
\begin{equation*}
q_{k}(\lambda)=\prod_{\substack{j=1 \\ j \neq k}}^{n} \frac{\lambda-\lambda_{j}}{\lambda_{k}-\lambda_{j}} . \tag{38}
\end{equation*}
$$

Finally, by virtue of Eqs. (35) and (37), we obtain Sylvester's interpolation formula

$$
\begin{equation*}
f(\mathrm{P})=\sum_{k=1}^{n} f\left(\lambda_{k}\right) q_{k}(\mathrm{P}) \tag{39}
\end{equation*}
$$

In particular, we write

$$
\begin{equation*}
\mathrm{Q}\left(\mathbf{s}, t, t^{\prime}\right)=\sum_{k=1}^{n} e^{\lambda_{k} k}\left[\prod_{\substack{j=1 \\ j \neq k}}^{n} \frac{\mathrm{P}(\mathbf{s})\left(t-t^{\prime}\right)-\lambda_{j} \mid}{\lambda_{k}-\lambda_{j}}\right] \tag{40}
\end{equation*}
$$

If the characteristic roots of $P$ are not distinct, or $P$ cannot be diagonalized by a collineatory transformation, the above result no longer applies. For a

[^54]complete discussion of the general case the reader should consult Refs. 18 and 21.

## V. THE SOLUTION FOR THE TIME-DEPENDENT GREEN'S FUNCTION

Consider the Cauchy problem

$$
\begin{gather*}
{\left[\nabla^{2}-\epsilon^{\prime} \mu^{\prime}\left(\partial^{2} / \partial t^{2}\right)-\mu^{\prime} \sigma^{\prime}(\partial / \partial t)-2 \Lambda\left(\partial^{2} / \partial z \partial t\right)\right.} \\
\left.-\mu^{\prime} \sigma^{\prime}(\partial / \partial z)\right] \psi(\mathbf{r}, t)=0,  \tag{41a}\\
\psi(\mathbf{r}, t)]_{t=t^{\prime}}=0,  \tag{41b}\\
(\partial / \partial t) \psi(\mathbf{r}, t)]_{t=t^{\prime}}=g\left(\mathbf{r}, t^{\prime}\right) . \tag{41c}
\end{gather*}
$$

Its solution can be simplified considerably by the substitution

$$
\begin{equation*}
\Phi(\mathbf{r}, t)=\psi(\mathbf{r}, t) \exp (\alpha z+\beta t) . \tag{42}
\end{equation*}
$$

If the scalars $\alpha, \beta$ are chosen so that

$$
\alpha=-\frac{1}{2}\left(\mu^{\prime} \sigma^{\prime} v\right)+\frac{\mu^{\prime} \sigma^{\prime} \Lambda(1+v \Lambda)}{2\left(\mu^{\prime} \epsilon^{\prime}+\Lambda^{2}\right)}
$$

and

$$
\beta=\frac{\mu^{\prime} \sigma^{\prime}(1+v \Lambda)}{2\left(\mu^{\prime} \epsilon^{\prime}+\Lambda^{2}\right)},
$$

$\Phi(\mathbf{r}, t)$ satisfies the "semicanonical" equation ${ }^{22}$

$$
\begin{equation*}
\left[\nabla^{2}-\epsilon^{\prime} \mu^{\prime}\left(\partial^{2} / \partial t^{2}\right)-2 \Lambda\left(\partial^{2} / \partial t \partial z\right)+q^{2}\right] \Phi(\mathbf{r}, t)=0 \tag{43a}
\end{equation*}
$$

with the modified initial conditions

$$
\begin{equation*}
\Phi(\mathbf{r}, t)]_{t=t^{\prime}}=0 \tag{43b}
\end{equation*}
$$

$$
\begin{equation*}
(\partial / \partial t) \Phi(\mathbf{r}, t)]_{t=t^{\prime}}=g\left(\mathbf{r}, t^{\prime}\right) \exp \left(\alpha z+\beta t^{\prime}\right) \equiv h\left(\mathbf{r}, t^{\prime}\right) \tag{43c}
\end{equation*}
$$

In Eq. (43a), $q^{2} \equiv \mu^{\prime} \epsilon^{\prime} \beta^{2}+2 \Lambda \alpha \beta-\alpha^{2}$.
We now apply the notions and results of the previous section to the Cauchy problem for the scalar function $\Phi(\mathbf{r}, t)$. First, we convert it into a system of two first-order partial differential equations with respect to time by defining

$$
u_{1}=\Phi, \quad u_{2}=\partial \Phi / \partial t, \quad u=\left[\begin{array}{l}
u_{1}  \tag{44}\\
u_{2}
\end{array}\right] .
$$

We may therefore write

$$
\begin{equation*}
(\partial / \partial t) u(\mathbf{r}, t)=\mathrm{P} u(\mathbf{r}, t), \tag{45}
\end{equation*}
$$

where

$$
\mathrm{P}=\left[\begin{array}{cc}
0 & 1 \\
\left(\nabla^{2}+q^{2}\right) / \mu^{\prime} \epsilon^{\prime} & -\left(2 \Lambda / \mu^{\prime} \epsilon^{\prime}\right)(\partial / \partial z)
\end{array}\right] .
$$

[^55]A threefold spatial Fourier transformation yields the relation

$$
\begin{equation*}
(\partial / \partial t) w(\mathbf{s}, t)=\mathrm{P}(\mathbf{s}) w(\mathbf{s}, t) \tag{46}
\end{equation*}
$$

in which

$$
\begin{aligned}
& P(s)=\left[\begin{array}{cc}
0 & 1 \\
\left(-s^{2}+q^{2}\right) / \mu^{\prime} \epsilon^{\prime} & -\left(2 \Lambda / \mu^{\prime} \epsilon^{\prime}\right) i s_{z}
\end{array}\right] \\
& s^{2}=s_{x}^{2}+s_{y}^{2}+s_{z}^{2} .
\end{aligned}
$$

A solution of the characteristic equation

$$
\begin{equation*}
\operatorname{det}[\mathrm{P}(\mathbf{s}) t-\lambda I]=0 \tag{47}
\end{equation*}
$$

results in

$$
\begin{equation*}
\lambda_{1,2}=\left(-\omega_{0} \pm i \omega_{1}\right) t, \tag{48}
\end{equation*}
$$

where

$$
\begin{aligned}
& \omega_{0}=\left(\Lambda / \mu^{\prime} \epsilon^{\prime}\right) i s_{z}, \\
& \omega_{1}=\left(\mu^{\prime} \epsilon^{\prime}\right)^{-\frac{1}{2}}\left[s_{x}^{2}+s_{y}^{2}+s_{z}^{2}\left(1+\Lambda^{2} / \mu^{\prime} \epsilon^{\prime}\right)-q^{2}\right]^{\frac{1}{2}}
\end{aligned}
$$

for the eigenvalues of $\mathrm{P}(s)$ t. The interpolatory polynomial is given by

$$
\begin{align*}
q(\lambda) & =\frac{\lambda-\lambda_{2}}{\lambda_{1}-\lambda_{2}} e^{\lambda_{1}}+\frac{\lambda-\lambda_{1}}{\lambda_{2}-\lambda_{1}} e^{\lambda_{2}} \\
& =e^{-\omega_{0} t}\left(\lambda \frac{\sin \omega_{1} t}{\omega_{1} t}+\omega_{0} \frac{\sin \omega_{1} t}{\omega_{1}}+\cos \omega_{1} t\right) . \tag{49}
\end{align*}
$$

Hence, by Eq. (40),

$$
\begin{align*}
Q^{\prime}\left(\mathbf{s}, t, t^{\prime}\right)=e^{-\omega_{0} \tau} & {\left[\frac{\sin \omega_{1} \tau}{\omega_{1}} P(s)\right.} \\
& \left.\left.+\left(\omega_{0} \frac{\sin \omega_{1} \tau}{\omega_{1}}+\cos \omega_{1} \tau\right) \right\rvert\,\right] \tag{50}
\end{align*}
$$

in which $\tau=t-t^{\prime}$.
By reason of the definitions in Eq. (44) and the fact that we are involved with a second-order differential equation [cf. Eq. (43)] in this particular discussion, we need only be concerned with the (12) entry of $Q^{\prime}$, viz.,

$$
\begin{equation*}
(Q)_{12}=e^{-\omega_{0} \tau}\left(\sin \omega_{1} \tau / \omega_{1}\right) . \tag{51}
\end{equation*}
$$

The corresponding term in the Riemann matrix is found by taking the inverse Fourier transform. Thus, ${ }^{23}$

$$
\begin{align*}
\left(\mathrm{R}^{\prime}\right)_{12} & =F^{-1} \cdot\left(\mathrm{Q}^{\prime}\right)_{12} \\
& =\frac{1}{(2 \pi)^{3}} \int_{E_{3}} e^{i \mathrm{~s} \cdot\left(\mathrm{r}-\mathrm{r}^{\prime}\right)}\left(e^{-\omega_{0} \tau} \frac{\sin \omega_{1} \tau}{\omega_{1}}\right) d \mathbf{s} \tag{52a}
\end{align*}
$$

or, more explicitly,

$$
\begin{align*}
\left(\mathrm{R}^{\prime}\right)_{12}= & \frac{1}{(2 \pi)^{3}} \int_{E_{3}} e^{i s \cdot \mathrm{R}} \\
& \times\left(e^{-i \Lambda u^{2} s_{z} \tau} \frac{\sin u \tau\left(s_{x}^{2}+s_{y}^{2}+s_{z}^{2} / b^{2}-q^{2}\right)^{\frac{1}{2}}}{u\left(s_{x}^{2}+s_{y}^{2}+s_{z}^{2} / b^{2}-q^{2}\right)^{\frac{1}{2}}}\right) d \mathrm{~s}, \tag{52b}
\end{align*}
$$

[^56]where the following abbreviations are used:
$$
u=\left(\mu^{\prime} \epsilon^{\prime}\right)^{-\frac{1}{2}}, \quad b=\left(1+\Lambda^{2} / \mu^{\prime} \epsilon^{\prime}\right)^{-\frac{1}{2}}, \quad \mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime}
$$

Let $\mathbf{s}$ and $\mathbf{R}$ undergo the following linear transformation:

$$
\begin{align*}
\mathbf{s}_{0} & =\mathrm{A} \cdot \mathbf{s},  \tag{53a}\\
\mathbf{R}_{0} & =A^{-1} \cdot \mathbf{R}, \tag{53b}
\end{align*}
$$

where the matrix representation of $A$ is given by

$$
A=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 / b
\end{array}\right]
$$

and

$$
\mathbf{s}_{0}=\sum_{j=1}^{3} s_{j} \mathbf{a}_{j}, \quad \mathbf{R}_{0}=\sum_{j=1}^{3} x_{j} \mathbf{a}_{j} .
$$

We should recall at this stage the general equivalence relation

$$
\begin{align*}
\left(\mathrm{R}^{\prime}\right)_{12} & =\frac{1}{(2 \pi)^{3}} \int_{E_{3}} e^{i s \cdot \mathrm{R}} F(\mathrm{~s}) d \mathrm{~s} \\
& =\frac{1}{(2 \pi)^{3}} \int_{E_{3}} e^{i s \cdot \cdot \mathrm{R}_{0}} F\left(\mathrm{~A}^{-1} \cdot \mathrm{~s}_{0}\right)(\operatorname{det} \mathrm{A})^{-1} d \mathrm{~s}_{0} \tag{54}
\end{align*}
$$

which is easily shown to hold for the above linear transformation. ${ }^{24}$ As a consequence of these results we have

$$
\begin{equation*}
\left(\mathrm{R}^{\prime}\right)_{12}=\frac{b}{(2 \pi)^{3}} \int_{E_{3}} e^{i s_{0} \cdot \mathbf{R}_{1}} \frac{\sin u \tau\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}}{u\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}} d s_{0} . \tag{55}
\end{equation*}
$$

In this equation, $\mathbf{R}_{1}=x_{1} \mathbf{a}_{1}+x_{2} \mathbf{a}_{2}+\left(x_{3}-\gamma \tau\right) \mathbf{a}_{3}$, $\gamma=u^{2} b \Lambda$. This integral can be brought into a more manageable form by considering a spherical coordinate system and choosing the polar axis in the $\mathbf{R}_{1}$ direction. Then,

$$
\begin{align*}
\left(R^{\prime}\right)_{12}= & \frac{b}{(2 \pi)^{3}} \int_{0}^{\infty} \int_{0}^{\pi} \int_{0}^{2 \pi} e^{i s_{0} R_{1} \cos \theta} \\
& \quad \times \frac{\sin u \tau\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}}{u\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}} s_{0}^{2} \sin \theta d s_{0} d \theta d \phi \\
= & \frac{2 b}{(2 \pi)^{2}} \int_{0}^{\infty} \frac{\sin s_{0} R_{1}}{R_{1}} \frac{\sin u \tau\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}}{u\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}} s_{0} d s_{0} \\
= & -\frac{2 b}{(2 \pi)^{2}} \frac{1}{R_{1}} \frac{d}{d R_{1}} I\left(R_{1}, \tau\right) \tag{56}
\end{align*}
$$

where

$$
\begin{equation*}
I\left(R_{1}, \tau\right)=\int_{0}^{\infty} \cos s_{0} R_{1} \frac{\sin u \tau\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}}{u\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}} d s_{0} \tag{57}
\end{equation*}
$$

[^57]or, ${ }^{25}$ since, the integrand is an even function of $s_{0}$,
\[

$$
\begin{align*}
I\left(R_{1}, \tau\right)= & \frac{1}{2} \int_{-\infty}^{\infty} e^{i \varepsilon_{0} R_{1}} \frac{\sin u \tau\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}}{u\left(s_{0}^{2}-q^{2}\right)^{\frac{1}{2}}} d s_{0} \\
= & \frac{\pi}{2} J_{0}\left[q\left(R_{1}^{2}-u^{2} \tau^{2}\right)^{\frac{1}{2}}\right] \\
& \times \int_{0}^{\tau}\left[\delta\left(R_{1}+u \tau^{\prime}\right)+\delta\left(R_{1}-u \tau^{\prime}\right)\right] d \tau^{\prime} . \tag{58}
\end{align*}
$$
\]

By direct differentiation, it follows from Eqs. (56) and (58) that ${ }^{28}$

$$
\begin{align*}
\left(R^{\prime}\right)_{12}= & \frac{b}{4 \pi u} \frac{1}{R_{1}} \delta\left(R_{1}-u \tau\right) \\
& +\frac{1}{4 \pi} \frac{1}{\left(R_{1}^{2}-u^{2} \tau^{2}\right)^{\frac{1}{2}}} J_{1}\left[q\left(R_{1}^{2}-u^{2} \tau^{2}\right)^{\frac{1}{2}}\right] \\
& \quad \times 1_{+}\left(R_{1}-u \tau\right), \tag{59}
\end{align*}
$$

$1_{+}(x)$ designates the Heaviside unit step function defined as

$$
1_{+}(x)=\left\{\begin{array}{l}
0, x<0 \\
1, x \geq 0
\end{array}\right.
$$

As a result of Eqs. (31), (41), (43), and (44) we may write

$$
\begin{align*}
\Phi(\mathbf{r}, t)= & \left(\mathrm{R}^{\prime}\right)_{12} * h\left(\mathbf{r}, t^{\prime}\right) \\
= & \left.\int_{E_{3}}\left[\mathbf{R}^{\prime}\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)\right]_{12} \frac{\partial \psi\left(\mathbf{r}^{\prime}, t\right)}{\partial t}\right]_{t=t^{\prime}} \\
& \quad \times \exp \left(\alpha z^{\prime}+\beta t^{\prime}\right) d \mathbf{r}^{\prime} . \tag{60}
\end{align*}
$$

On the other hand, we recall that

$$
\begin{align*}
\psi(\mathbf{r}, t)= & \exp (-\alpha z-\beta t) \Phi(\mathbf{r}, t) \\
= & \int_{E_{3}} \exp \left[-\alpha\left(z-z^{\prime}\right)-\beta\left(t-t^{\prime}\right)\right] \\
& \left.\quad \times\left[\mathrm{R}^{\prime}\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)\right]_{12} \frac{\partial \psi\left(\mathbf{r}^{\prime}, t\right)}{\partial t}\right]_{t=t^{\prime}} d \mathbf{r}^{\prime} \\
= & \left.\int_{E_{3}}\left[\mathrm{R}\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)\right]_{12} \frac{\partial \psi\left(\mathbf{r}^{\prime}, t\right)}{\partial t}\right]_{t=t^{\prime}} d \mathbf{r}^{\prime} . \tag{61}
\end{align*}
$$

This yields immediately the relationship

$$
\begin{equation*}
(\mathrm{R})_{12}=\exp \left[-\alpha\left(z-z^{\prime}\right)-\beta\left(t-t^{\prime}\right)\right]\left(R^{\prime}\right)_{12} . \tag{62}
\end{equation*}
$$

On the basis of Eqs. (24), (59), and (62), we finally assert that

$$
\begin{equation*}
G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)=0 \tag{63a}
\end{equation*}
$$

[^58]for $t<t^{\prime}$, and
\[

$$
\begin{align*}
& G\left(\mathrm{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)=u^{2}(\mathrm{R})_{12}=u^{2} \exp \left[-\alpha\left(z-z^{\prime}\right)-\beta \tau\right] \\
& \quad \times\left(\frac{b}{4 \pi u} \frac{1}{R_{1}} \delta\left(R_{1}-u \tau\right)-\frac{b}{4 \pi} \frac{1}{\left(R_{1}^{2}-u^{2} \tau^{2}\right)^{\frac{1}{2}}}\right. \\
& \left.\quad \times J_{1}\left[q\left(R_{1}^{2}-u^{2} \tau^{2}\right)^{\frac{1}{2}}\right] 1_{+}\left(R_{1}-u \tau\right)\right) \tag{63b}
\end{align*}
$$
\]

for $t \geq t^{\prime}$. In this equation,

$$
\begin{align*}
R_{1}=\left\{\left(x-x^{\prime}\right)^{2}\right. & +\left(y-y^{\prime}\right)^{2}+b^{2} \\
& \left.\times\left[\left(z-z^{\prime}\right)-(\gamma / b)\left(t-t^{\prime}\right)\right]^{2}\right\}^{\frac{1}{2}} \tag{64}
\end{align*}
$$

Before an attempt is made to give an interpretation of the above solution, we consider the following interesting special cases:
(1) If $v=0$ and $\sigma^{\prime} \neq 0$,

$$
\begin{align*}
& G\left(\mathrm{r}, t / \mathrm{r}^{\prime}, t^{\prime}\right)=u^{2} \exp \left(-\frac{\sigma^{\prime}}{2 \epsilon^{\prime}} \tau\right) \\
& \quad \times\left(\frac{1}{4 \pi u} \frac{1}{R} \delta(R-u \tau)-\frac{1}{4 \pi} \frac{1}{\left(R^{2}-u^{2} \tau^{2}\right)^{\frac{1}{2}}}\right. \\
& \left.\quad \times J_{1}\left[\frac{1}{2} \sigma^{\prime}\left(\mu^{\prime} / \epsilon^{\prime}\right)^{\frac{1}{2}}\left(R^{2}-u^{2} \tau^{2}\right)^{\frac{1}{2}}\right] 1_{+}(R-u \tau)\right) \tag{65}
\end{align*}
$$

is the solution of the problem

$$
\begin{align*}
{\left[\nabla^{2}-\mu^{\prime} \epsilon^{\prime}\left(\partial^{2} / \partial t^{2}\right)\right.} & \left.-\mu^{\prime \prime} \sigma^{\prime}(\partial / \partial t)\right] G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right) \\
& =\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right), \quad t \geq t^{\prime} . \tag{66}
\end{align*}
$$

It is also very interesting to note here that if the factor $\exp \left[-\left(\sigma^{\prime} \tau\right) /\left(2 \epsilon^{\prime}\right)\right]$ were absent in Eq. (65), the remaining expression would correspond to the timedependent Green's function for the three-dimensional Klein-Gordon equation of relativistic quantum mechanics, viz.,

$$
\begin{align*}
{\left[\nabla^{2}-\mu^{\prime} \epsilon^{\prime}\left(\partial^{2} / \partial t^{2}\right)\right.} & \left.+q^{2}\right] G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right) \\
& =\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right), \quad t \geq t^{\prime} \tag{67}
\end{align*}
$$

A solution to this equation has been obtained by means of contour integration in the Ref. 27.
(2) If $v \neq 0$ and $\sigma^{\prime}=0$,

$$
\begin{equation*}
G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)=(b u / 4 \pi) R_{1}^{-1} \delta\left(R_{1}-u \tau\right) \tag{68}
\end{equation*}
$$

satisfies the equation

$$
\begin{align*}
{\left[\nabla^{2}-\mu^{\prime} \epsilon^{\prime}\left(\partial^{2} / \partial t^{2}\right)\right.} & \left.-2 \Lambda\left(\partial^{2} / \partial t \partial z\right)\right] G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right) \\
& =\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right), \quad t \geq t^{\prime}, \tag{69}
\end{align*}
$$

which is the nonrelativistic approximation of Compton's result (cf. Ref. 14). The reader is also referred to a recent communication by Unz and Chawla. ${ }^{28}$

[^59](3) Lastly, if $v=0\left(\right.$ or $\mu^{\prime} \epsilon^{\prime}=\mu_{0} \epsilon_{0}$ ) and $\sigma^{\prime}=0$,
\[

$$
\begin{equation*}
G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)=(u / 4 \pi) R^{-1} \delta(R-u \tau) \tag{70}
\end{equation*}
$$

\]

is the well-known solution of the simple wave equation

$$
\begin{align*}
{\left[\nabla^{2}-u^{-2}\left(\partial^{2} \partial t^{2}\right)\right] } & G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right) \\
& =\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right), \quad t \geq t^{\prime} \tag{71}
\end{align*}
$$

## VI. CONCLUSIONS

The part of the Green's function $G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)$ [cf. Eq. (63b)] containing the Dirac $\delta$ function can be interpreted as an expanding wavefront which arrives at $R_{1}=u \tau$ diminished by the geometrical factor $1 / R_{1}$ and modified by the exponential term

$$
\exp \left[-\alpha\left(z-z^{\prime}\right)-\beta \tau\right] .
$$

$R_{1}$, as given in Eq. (64), can be taken as the "radial" distance between the point ( $x^{\prime}, y^{\prime}, z^{\prime}+\gamma \tau / b$ ) and the observation point $\mathbf{r}(x, y, z)$ with a scaling of the $z$ axis dimensions by the factor $b^{2}$ which, in turn, is associated with the Lorentz contraction along this axis.

Whereas for a "stationary" medium ( $v=0$ or $\epsilon^{\prime} \mu^{\prime}=\epsilon_{0} \mu_{0}$ ) the expanding wavefronts are spheres centered at the spatial position of the source, in the more general problem under consideration here, apart from the multiplicative factors $1 / R_{1}$ and

$$
\exp \left[-\alpha\left(z-z^{\prime}\right)-\beta \tau\right]
$$

the wavefronts obey the equation

$$
\begin{equation*}
R_{1}=u \tau . \tag{72}
\end{equation*}
$$

It is quite easy to show that, for constant $\tau$, the wavefronts are spheroidal surfaces with semiaxes $u \tau$, $u \tau$, and $u \tau / b$ along the directions of the $x, y$, and $z$ axes, respectively. Since $b>1$, it is seen that $u \tau / b<a \tau$;
hence the wavefronts are oblate spheroids with respect to the $z$ direction. ${ }^{29}$ The wavefront center ( $x^{\prime}, y^{\prime}, z^{\prime}+\gamma \tau / b$ ) moves along the $z$ direction with a speed $\gamma / b$. Inasmuch as $\gamma=u^{2} b \Lambda$, it follows that

$$
\gamma / b=u^{2} \Lambda=\left(1-n^{-2}\right) v<v ; n=\left(\mu^{\prime} \epsilon^{\prime} / \mu_{0} \epsilon_{0}\right)^{\frac{1}{2}} .
$$

Thus, the center of the spheroid cannot keep up with the medium. Furthermore, since $u \tau / b>\gamma \tau / b$ for the nonrelativistic approximation case, the wavefronts enclose the source point; that is the source radiates in all directions. This excludes the important phenomenon of Cerenkov radiation which takes place in the arbitrary-velocity case if $n v / c>1$ (cf. Ref. 14).
The effect of a pulse at a distance $R_{1}$ and at a time $\tau$ after its onset vanishes for $R_{1}>u \tau$, that is as long as the wave initiated by the pulse has not had sufficient time to reach the observation point $r$. At $R_{1}=u \tau$, the original pulse arrives, diminished by the geometrical factor $1 / R_{1}$. The wave then leaves in its wake a residue or tail which persists for an infinite time at points which have been traversed by the wavefronts. This contribution is represented by the second part of $G\left(\mathbf{r}, t / \mathbf{r}^{\prime}, t^{\prime}\right)$ in Eq. (63b). The entire solution is, of course, attenuated exponentially in the $z$ direction. Furthermore, it subsides exponentially with respect to time.
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#### Abstract

A linear representation of spinors in $n$-dimensional space by tensors is proposed. In particular, in three-dimensional space a set composed by a scalar and a vector is associated to any two-component spinor, while in four-dimensional space the set corresponding to a four-component spinor is composed by a scalar, a pseudoscalar, a vector, a pseudovector, and an antisymmetrical tensor of second order. The resulting formalism is then applied to Schrödinger's and Dirac's equations. In three-dimensional space it turns out that the proposed procedure automatically assigns an intrinsic magnetic moment to an electron in a magnetic field without introducing any relativistic ideas or ad hoc assumptions. In fourdimensional space we can write the Dirac equation in a generally covariant fashion, without introducing new concepts with respect to the usual tensor analysis. The zero-mass Dirac equation splits into two sets of equations, describing respectively the neutrino and the photon. The possible bearing of the proposed approach upon the theories of elementary particles is briefly discussed.


## 1. INTRODUCTION

$I^{\top}$T is well known that one of the strongest objections which can be raised against the theories which aim to describe quantum phenomena in the frame of a classical space-time geometry consists in the difficulty of deriving the concept of spinor out of the concept of tensor. ${ }^{1,2}$ As a matter of fact, the inverse procedure of deriving vectors and tensors out of spinor fields ${ }^{3-6}$ has been sometimes suggested.

It is also well known that tensor quantities can be constructed by means of spinors. However, these tensors are quadratic in the spinor components and the tensor equations equivalent to the Dirac equation lose the important property of linearity, at least explicitly. The quadratic character of the mentioned tensors also suggested the idea of spinor as "square root" of a vector. ${ }^{2}$

The aim of this paper is to exhibit a systematic procedure to transcribe any (linear) spinor equation in pure tensor terms. The advantages of this transcription are not merely formal (among other things the resulting equations are generally covariant), but could turn out to be essential for (1) the abovementioned unitary theories; (2) any theory, where the linear equations of quantum mechanics are assumed to be an approximation (which ceases to hold at small distances) of a nonlinear theory. ${ }^{7,8}$ In fact, in such

[^60]a case the spinor and tensor descriptions could no longer be equivalent, and neglecting one of them could mean discarding useful alternatives.

The problem of a tensor transcription of spinor equations has been recently considered by Klauder. ${ }^{9}$ In our opinion, however, the solution given by Klauder is not satisfactory, because arbitrary tensors devoid of any physical significance appear in his tensor equations. The choice of these tensors is equivalent to the choice of an explicit representation of the Dirac matrices in the usual spinor description; here we propose circumventing this particular difficulty that Klauder encountered by introducing a formalism which appears to be interesting. To be precise we exhibit a method which leads to tensor equations free of any quantity to be chosen arbitrarily. In Sec. 2 we describe the simple rule to transcribe an arbitrary spinor equation in a $n$-dimensional space into a system of tensor equations. In Sec. 3 an application to the three-dimensional case (Schrödinger-Pauli equation) is made; in Sec. 4 the much more interesting case of space-time is considered. Finally, in Sec. 5 the possible objections to the abandonment of the usual description in favor of the presently proposed one are discussed.

## 2. FUNDAMENTAL RULES

The spinor equations in a $n$-dimensional space make use of square matrices of order $2^{N}$, i.e., with $2^{2 N}$ elements, where $N$ is determined by $n$; it is well known that $N=1$ for $n=3, N=2$ for $n=4$. The algebra of these matrices is a Clifford algebra, which can be thought of as generated by $n$ elements (this is not the only possible choice of the generators, but is convenient from our standpoint). We denote such

[^61]generators by $\gamma_{i}$. They are assumed to satisfy the anticommutation rules
\[

$$
\begin{equation*}
\gamma_{i} \gamma^{j}+\gamma^{j} \gamma_{i}=\delta_{i}^{j} \quad(i=j=1,2, \cdots, n) \tag{1}
\end{equation*}
$$

\]

where the upper index $\gamma$ 's are related to the lower index ones by means of the fundamental tensor $g_{i j}$ according to the following relations:

$$
\begin{equation*}
\gamma^{j}=g^{j i} \gamma_{i} ; \quad \gamma_{i}=g_{i j} \gamma^{j} \quad(i, j=1,2, \cdots, n) . \tag{2}
\end{equation*}
$$

The above matrices are assumed to operate either on one-column matrices at their right or on one-row matrices at their left: these four elements matrices are usually referred to as spinors, ${ }^{10}$ once a precise transformation rule when going from a Cartesian reference system to another is associated with them. Usually only orthogonal Cartesian coordinates are adopted and the $\gamma$ 's are treated as invariants. However, if general coordinates are considered, it is more convenient to treat "spinors" as invariants and the four matrices $\gamma_{i}$ as components of a vector [see Ref. 11 for a general review of the literature].

In any case, in a given reference frame, a linear spinor equation can be written as follows:

$$
\begin{equation*}
L \psi=0, \tag{3}
\end{equation*}
$$

where $L$ is a square matrix whose elements are operators (e.g., differential operators) operating on the components of the one-column matrix $\psi$. Of course, a row-by-column product between $L$ and $\psi$ is understood.

The matrix $L$ can be written as a linear combination of those elements of the Clifford algebra which generate the whole algebra additively. These elements are the $\gamma$ 's and suitable combinations of multiple products of the $\gamma$ 's. The products are chosen in such a way as to form a linearly independent set together with the $\gamma$ 's. Under this respect the algebra is treated as a $2^{2 N}$-dimensional space, $S_{2^{2 N}}$.

In the three-dimensional case the mentioned elements are simply the $\gamma$ 's and the identity 1 of the algebra, while in the case of space-time we have to consider a set of 16 elements, which are conveniently individuated as follows:

$$
\begin{aligned}
& 1, \\
& \gamma_{\alpha}, \\
& \gamma_{\alpha \beta}=\frac{1}{2}\left[\gamma_{\alpha} \gamma_{\beta}-\gamma_{\beta} \gamma_{\alpha}\right], \\
& \gamma_{\alpha \beta \gamma}=\frac{1}{3}\left[\gamma_{\alpha} \gamma_{\beta \gamma}+\gamma_{\beta} \gamma_{\gamma \alpha}+\gamma_{\gamma} \gamma_{\alpha \beta}\right], \\
& \gamma_{\alpha \beta \gamma \delta}=\frac{1}{4}\left[\gamma_{\alpha} \gamma_{\beta \gamma \delta}-\gamma_{\beta} \gamma_{\gamma \delta \alpha}+\gamma_{\gamma} \gamma_{\sigma \alpha \beta}-\gamma_{\delta} \gamma_{\alpha \beta \gamma}\right]
\end{aligned}
$$

$$
\begin{equation*}
(\alpha, \beta, \gamma, \delta=0,1,2,3) \tag{4}
\end{equation*}
$$

It is evident that each element endowed with two or

[^62]more indexes is completely antisymmetric in these indexes; therefore it is easily verified that we have exactly $2^{4}=16$ linearly independent elements.

If $\gamma_{\alpha}$ is assumed to transform as the $\alpha$ th component of a vector, $\gamma_{\alpha \beta}$ transforms as an antisymmetric tensor of second order, $\gamma_{\alpha \beta y}$ as an antisymmetric tensor of third order (i.e., as a pseudovector in space-time) and $\gamma_{\alpha \beta \gamma \delta}$ as an antisymmetric tensor of fourth order (i.e., as a pseudoscalar).

Generally speaking, in a $n$-dimensional space $\gamma_{J}$ denotes any one of the above-mentioned generators; accordingly a capital letter as an index denotes a set of different indexes of the previous kind (lower case letters). Such capital letters can in turn be considered as numerical indexes, varying from 1 to $2^{2 N}$, provided that an arbitrary numeration of the above sets of indexes is introduced.

Therefore $L$ can be written as follows:

$$
\begin{equation*}
L=L_{J} \gamma_{J} \quad\left(J=1, \cdots, 2^{2 N}\right) \tag{5}
\end{equation*}
$$

where by $L_{J}$ we denote scalar operators (e.g., differential operators) of the same kind as the components of the matrix $L$.

Let us note now that also the spinor $\psi$ can be considered as an element of the Clifford algebra; it suffices, e.g., to write in place of the original one-column matrix a square matrix having $2^{N}-1$ columns of zeros and the remaining column equal to the column which constituted the original spinor. In such a way we can also write

$$
\begin{equation*}
\psi=\psi_{J} \gamma_{J} \quad\left(J=1,2, \cdots, 2^{2 N}\right) \tag{6}
\end{equation*}
$$

As a consequence, Eq. (3) can be written as follows:

$$
\begin{equation*}
(L \psi)_{J} \gamma_{J}=0 \tag{7}
\end{equation*}
$$

where the quantities $(L \psi)_{J}$ are linear combinations of the quantities $L_{I} \psi_{K}$, which can be determined through the multiplication table of the algebra. Thanks to the linear independence of the $\gamma_{J}$, Eq. (7) immediately gives

$$
\begin{equation*}
(L \psi)_{J}=0 \tag{8}
\end{equation*}
$$

Now, if the generators of the vector space $S_{2^{2 N}}, \gamma_{J}$, have been chosen in such a way as to have tensor properties in the $n$-dimensional space (this is always possible), the above equations are grouped immediately to give tensor equations. This important result seems to be partially overshadowed by the circumstance that the number of the required components is to be increased (from $2^{N}$ to $2^{2 N}$ ) and the new components, though more numerous, can be expressed as linear combinations of the old ones.

## 3. THE CASE OF $n=3$

In this section we consider in some detail the transcription of the Schrödinger-Pauli equation,
which regulates the quantum mechanics of a nonrelativistic electron in a magnetic field. In threedimensional space we conform to the usual notations and write $\sigma_{i}$ in place of $\gamma_{i}$.

As we have already noticed, in the three-dimensional case any element of the Clifford algebra can be written as follows:

$$
\begin{equation*}
a_{0}+a_{i} \sigma^{i} \quad(i=1,2,3) \tag{9}
\end{equation*}
$$

where, if the whole expression is treated as an invariant and the $\sigma$ 's as the components of a vector, $a_{0}$ is a scalar and $a \equiv\left(a_{1}, a_{2}, a_{3}\right)$ is a vector.

The translation of the usual Schrödinger-Pauli equation in the new language is straightforward and is not effected explicitly here. Instead, we give a direct derivation of this equation from classical mechanics through the usual rules of correspondence between classical observables and quantum operators. This derivation is very interesting, since it shows that an accurate use of the quantum-classical analogy leads one to automatically foresee the existence of spin, which is usually considered as an ad hoc assumption or a consequence of introducing relativistic invariance.

We note that the classical Hamiltonian is characterized by the presence of the square of a vector (the momentum $\mathbf{p}$ in absence of magnetic field, $\mathbf{p}-e \mathbf{A} / c$ in the general case). Therefore we need a definition of the square of a vector when its components are not $c$ numbers, but $q$ numbers. This gives no trouble if the components of the vector commute. However, the rule that the square of a vector is the sum of the squares of its orthogonal Cartesian components is usually given even in the case of noncommuting components. This rule does not appear to be consistent with the vector concept, which is primarily synthetic and only subordinately analytic. Such conception of vectors is not correctly appreciated even in the ordinary vector calculus, which is only formally synthetic. On the contrary, the concept of vector as a whole is completely expressed in the concepts of quaternion algebra, according to the views of R. W. Hamilton, or, alternatively, of the Clifford algebra corresponding to $n=3$, which is isomorphic to the quaternion algebra (on the complex field). Classically we can write a vector in the following form:

$$
\begin{equation*}
\mathrm{v}=\sigma_{i} v^{i}=\sigma^{i} v_{i} \tag{10}
\end{equation*}
$$

Then, according to the multiplication rules of the $\sigma$ 's and taking into account that the components of $v$ commute, the square of $v$ is given by

$$
\begin{align*}
\mathbf{v}^{2}=\left(\sigma^{i} v_{i}\right)\left(\sigma_{j} v^{j}\right) & =\sigma^{i} \sigma_{j} v_{i} v^{j} \\
& =\frac{1}{2}\left(\sigma_{i} \sigma^{j}+\sigma^{j} \sigma_{i}\right) v_{i} v^{i} \\
& =\delta_{i}^{j} v_{j} v^{i}=v_{i} v^{i}, \tag{11}
\end{align*}
$$

i.e., it is the same as obtained by operating on the components according to usual rules. But, if the vector components are noncommuting operators, we get

$$
\begin{align*}
\mathbf{v}^{2} & =\sigma^{i} \sigma_{j} v_{i} v^{3} \\
& =\frac{1}{2}\left(\sigma^{i} \sigma_{j}+\sigma_{i} \sigma^{i}\right) v_{i} v^{j}+\frac{1}{2}\left(\sigma^{i} \sigma_{j}-\sigma_{j} \sigma^{i}\right) v_{i} v^{i} \\
& =\delta_{j}^{i} v_{i} v^{3}+i \epsilon_{; j k}^{i} \sigma^{k} v_{i} v^{i} \\
& \equiv v_{i} v^{i}+\frac{i}{2} \epsilon_{i j k}\left[v_{i}, v_{j}\right] \sigma^{k} . \tag{12}
\end{align*}
$$

Here we have taken into account that the following relation holds $(n=3)$ :

$$
\begin{equation*}
\frac{1}{2}\left(\sigma^{i} \sigma_{j}-\sigma_{j} \sigma^{i}\right)=i \epsilon_{\cdot j k}^{i} \sigma^{k}, \tag{13}
\end{equation*}
$$

where $\epsilon_{. j k}^{i}$ is the completely antisymmetric tensor of Ricci and Levi-Civita. In Eq. (12) $\left[v_{i}, v_{j}\right]$ denotes, as usual, the commutator between $v_{i}$ and $v_{j}$.

It appears that the result given by Eq. (13) is not only different from the result which can be obtained by operating on the components, but is not even a scalar, being a more general quaternion or element of the considered Clifford algebra.

In the case of interest, where $\mathbf{v}=\mathbf{p}-e \mathbf{A} / c$ with $\mathrm{p}=-i \hbar$ grad, we have

$$
\begin{align*}
-\hbar^{2} \Delta_{2}+2 i \hbar e A_{i} \frac{\partial}{\partial x_{i}}+i \hbar & \frac{e}{c} \frac{\partial A_{i}}{\partial x_{i}} \\
& +\frac{e^{2}}{c^{2}} A^{2}-\frac{e \hbar}{c} H_{k} \sigma^{2} . \tag{14}
\end{align*}
$$

Here $H_{k}=\frac{1}{2} \epsilon_{i j k}\left(\partial A_{j} / \partial x_{i}-\partial A_{i} / \partial x_{j}\right)$ is the magnetic field corresponding to the vector potential A. It follows that the Hamiltonian operator $v^{2} / 2 m+U$ is given by

$$
\begin{align*}
&-\frac{\hbar^{2}}{2 m} \Delta_{2}+\frac{i \hbar e}{m} A_{i} \frac{\partial}{\partial x_{i}}+\frac{i \hbar e}{2 m c} \frac{\partial A_{i}}{\partial x_{i}} \\
&+\frac{e^{2}}{2 m c^{2}} A^{2}-\frac{e \hbar}{2 m c} H_{k} \sigma^{x}+U . \tag{15}
\end{align*}
$$

It is easily verified that Eq. (15) gives just the operator which could be obtained from the usual Pauli-Schrödinger equation by means of the rules given in Sec. 2. Therefore the present procedure turns out to automatically ascribe a magnetic moment $\mu_{0}=e \hbar / 2 m c$ to a nonrelativistic particle of charge $e$ and mass $m$, as a mere consequence of the commutation rules.

In order to clarify the procedure, let us write the Schrödinger equation separating the scalar and the vector parts of the quaternion equation. If $\mathscr{H}_{0}$ denotes the scalar part of the Hamiltonian given by

Eq. (15), ${ }^{12}$ we easily find

$$
\begin{gather*}
\mathscr{H}_{0} \psi_{0}-\mu_{0} \mathbf{H} \cdot \psi=i \hbar\left(\partial \psi_{0} / \partial t\right)  \tag{16a}\\
\mathscr{X}_{0} \psi-\mu_{0} \mathbf{H} \psi_{0}-i \mu_{0} \mathbf{H} \times \psi=i \hbar(\partial \psi / \partial t) \tag{16b}
\end{gather*}
$$

where $\psi_{0}$ is the scalar part of the quaternion wavefunction and $\psi$ its vector part. In the above equations a dot denotes the ordinary scalar product, $x$ the ordinary vector product.

From Eqs. (16) we can easily obtain well-known results in the case of an uniform magnetic field. In such a case, in fact, if we assume that $\psi$ is not parallel to H , the component of Eq. (16b) along the normal to the plane individuated by $\mathbf{H}$ and $\psi$ gives

$$
\begin{equation*}
\mathbf{H} \times \psi=0 \tag{17}
\end{equation*}
$$

i.e., against our assumption, $\psi$ is parallel to $\mathbf{H}$. Then, if we put $\psi=\mathrm{H} \varphi_{0} / H$, where $H$ denotes the absolute value of the magnetic field, we easily get

$$
\begin{array}{r}
\mathscr{H} \psi_{0}-\mu_{0} H \varphi_{0}=i \hbar\left(\partial \psi_{0} / \partial t\right) \\
\mathscr{e}_{0} \varphi_{0}-\mu_{0} H \psi_{0}=i \hbar\left(\partial \varphi_{0} / \partial t\right) \tag{18b}
\end{array}
$$

It follows that $\varphi_{0}$ and $\psi_{0}$ are proportional to each other: $\varphi_{0}=\lambda \psi_{0}$ and, in order that Eqs. (18a) and (18b) can be contemporarily satisfied, $\lambda= \pm 1$. Then $\psi_{0}$ satisfies

$$
\begin{equation*}
\mathscr{H}_{0} \psi_{0} \pm \mu_{0} H \psi_{0}=i \hbar\left(\partial \psi_{0} / \partial t\right) \tag{19}
\end{equation*}
$$

Hence the well-known result of the splitting of energy levels follows. We note that this result has been obtained immediately in a form which is valid in any reference frame without using the single components. The above treatment is open to criticism; as a matter of fact, it seems puzzling that a magnetic moment $\mu_{0}=e h / 2 m c$ is ascribed to a nonrelativistic particle of charge $e$ and mass $m$, while, e.g., the charged $\pi$ meson has zero spin. Different answers can be given to this objection. Firstly we note that the known charged particles with spin different from $\frac{1}{2}$ can be hardly regarded as nonrelativistic. Secondly, since the properties of the particles should depend on the fields with which they can interact, the exclusion of the nuclear field could be of vital importance for the result we have found. Finally, since we have replaced the ordinary unit vectors of rectangular coordinates by the $\sigma_{j}$ 's and this is not a strict consequence of the discussion on vectors given at the beginning of this section, one could suggest ${ }^{13}$ that this replacement is a matter of experiment, i.e., the fact that the procedure works is an a posteriori proof that the algebra of the $\sigma_{i}$ 's underlies the theory of nonrelativistic electrons.
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## 4. THE CASE $n=4$

In this section we consider in some detail the transcription of the Dirac equation which regulates the quantum relativistic mechanics of an electron. We neglect the electromagnetic fields, since the extension of the equation in absence of fields to the equation in presence of fields is trivial, following from well-known rules based on the principle of gauge invariance.

The mentioned transcription is easily effected, provided that the following multiplication table is taken into account:

$$
\begin{align*}
\gamma^{\mu} \gamma_{\beta} & =\delta_{\beta}^{\mu}+\gamma_{\beta}^{\mu}, \\
\gamma^{\mu} \gamma_{\alpha \beta} & =\gamma_{\alpha \beta}^{\mu}+\gamma_{\beta} \delta_{\alpha}^{\mu}-\gamma_{\alpha} \gamma_{\beta}^{\mu}, \\
\gamma^{\mu} \gamma_{\alpha \beta \gamma} & =\gamma_{\alpha \beta y}^{\mu}+\gamma_{\alpha \beta} \delta_{\gamma}^{\mu}+\gamma_{\beta \gamma} \delta_{\alpha}^{\mu}+\gamma_{\gamma \gamma} \delta_{\beta}^{\mu}, \\
\gamma^{\mu} \gamma_{\alpha \beta \gamma \delta} & =\gamma_{\beta \gamma \gamma \delta}^{\mu} \gamma_{\alpha}^{\mu}-\gamma_{\gamma \delta \alpha} \delta_{\beta}^{\mu}+\gamma_{\delta \alpha \beta} \delta_{\beta}^{\mu}-\gamma_{\alpha \beta \gamma} \delta_{\beta}^{\mu} \\
& (\alpha, \beta, \gamma, \delta=0,1,2,3) . \tag{20}
\end{align*}
$$

We obtain

$$
\begin{aligned}
\psi^{\beta} / \beta & =i \lambda \psi \\
\psi / \beta+2 \psi^{\mu \beta} / \mu & =i \lambda \psi^{\beta}, \\
\frac{1}{2}\left[\psi^{\beta / \alpha}-\psi^{\alpha / \beta}\right]+3 \psi^{\alpha \beta \mu} / \mu & =i \lambda \psi^{\alpha \beta} \\
\frac{1}{3}\left[\psi^{\alpha \beta / \delta}+\psi^{\beta \delta / \alpha}+\psi^{\delta \alpha / \beta}\right]+4 \psi^{\alpha \beta \mu \delta} / \mu & =i \lambda \psi^{\delta \alpha \beta}, \\
\frac{1}{4}\left[\psi^{\alpha \beta \gamma / \mu}-\psi^{\beta \gamma \mu / \alpha}+\psi^{\gamma \mu \alpha / \beta}-\psi^{\mu \alpha \beta / \gamma}\right] & =i \lambda \psi^{\mu \alpha \beta \gamma}
\end{aligned}
$$

$$
\begin{equation*}
(\alpha, \beta, \gamma, \delta, \mu=0,1,2,3) \tag{21}
\end{equation*}
$$

where $\lambda=m c / h$.
It is to be noted that the above equations are automatically covariant with respect to general coordinate transformations. After a careful review of the literature, we have found that the above tensor transcription of the Dirac equation had already been found by Lanczos as early as 1929,14 as a consequence of a quaternion treatment of the Dirac equation. However, it turns out that this work remained unnoticed in the subsequent papers dealing with the covariant form of the Dirac equation.

Now two cases are to be distinguished, according to whether $\lambda$ is equal to or different from zero. In the second case, we can express $\psi, \psi_{\alpha \beta}, \psi_{\alpha \beta \gamma \delta}$ in terms of $\psi_{\alpha}$ and $\psi_{\alpha \beta y}$ through the first, third, and fifth equations of system (21), and eliminating the former quantities from the second and fourth equation gives

$$
\begin{equation*}
\square \psi_{\alpha}+\lambda^{2} \psi_{\alpha}=0 ; \quad \square \psi_{\alpha \beta \gamma}+\lambda^{2} \psi_{\alpha \beta \gamma}=0 \tag{22}
\end{equation*}
$$

i.e., the vector $\psi_{\alpha}$ and the pseudovector $\psi_{\alpha \beta \gamma}$ satisfy a Proca-Yukawa equation. Equations (22) are the only restrictions on $\psi_{\alpha}$ and $\psi_{\alpha \beta \gamma}$. Alternatively, we can eliminate $\psi_{\alpha}$ and $\psi_{\alpha \beta \gamma}$ in favor of $\psi, \psi_{\alpha \beta}, \psi_{\alpha \beta \gamma \delta}$ and find

$$
\begin{gather*}
\square \psi+\lambda^{2} \psi=0 ; \quad \square \psi_{\alpha \beta}+\lambda^{2} \psi_{\alpha \beta}=0 ; \\
\square \psi_{\alpha \beta \gamma}+\lambda^{2} \psi_{\alpha \beta \gamma}=0, \tag{23}
\end{gather*}
$$

[^64]while $\psi_{\alpha}$ and $\psi_{a \beta \gamma}$ are given by the second and fourth equations of system (21).

If $\lambda=0$, then the first, third, and fifth equations of system (21) decouple completely from the second and fourth ones. The latter become

$$
\begin{gather*}
\psi^{\alpha \beta} /_{\alpha}+\frac{1}{2} \psi^{/ \beta}=0 \\
\psi^{\alpha \beta / \delta}+\psi^{\beta \delta / \alpha}+\psi^{\delta \alpha / \beta}+12 \psi^{\alpha \beta \gamma \delta} / \gamma=0 \\
(\alpha, \beta, \gamma, \delta=0,1,2,3), \tag{24}
\end{gather*}
$$

and are therefore a generalization of the Maxwell system (which can be obtained by putting $\psi=0$, $\psi^{\alpha \beta \gamma \delta}=0$ ). The remaining equations can in turn be written as follows:

$$
\begin{gathered}
\psi^{\beta} /_{\beta}=0 ; \quad \frac{1}{2}\left[\psi^{\beta / \alpha}-\psi^{\alpha / \beta}\right]+3 \psi^{\alpha \beta \mu} /_{\mu}=0 \\
\psi^{\alpha \beta \gamma / \mu}-\psi^{\beta \gamma \mu / \alpha}+\psi^{\gamma \mu \alpha / \beta}-\psi^{\mu \alpha \beta / \gamma}=0
\end{gathered}
$$

$$
\begin{equation*}
(\alpha, \beta, \gamma, \mu=0,1,2,3) . \tag{25}
\end{equation*}
$$

It is easily seen that the system of Eqs. (25) is equivalent to the Pauli-Yang-Lee equation for the neutrino. In fact, the second equation of system (25) can be written as follows:

$$
\left.3 \varphi_{\delta \mu \alpha}\right|^{\alpha}+\frac{1}{2}\left(\varphi_{\mu / \delta}-\varphi_{\delta / \mu}\right)=0
$$

$$
\begin{equation*}
(\alpha, \delta, \mu=0,1,2,3) \tag{26}
\end{equation*}
$$

where

$$
\varphi_{\delta \mu \alpha}=(i / 6) \epsilon_{\delta \mu \mu \beta} \psi^{\beta} ; \quad \varphi^{\mu}=i \epsilon_{\alpha \beta \gamma \mu} \psi^{\alpha \beta \gamma} .
$$

Here $\epsilon_{\delta \mu \alpha \beta}$ is the four-dimensional Ricci-Levi-Civita tensor with components $0, \pm(-g)^{\frac{1}{2}}\left(g=\operatorname{det} \mid g_{i k} \|\right)$.

We see that the $\varphi$ 's and the $\psi$ 's satisfy the same equations; accordingly they can be assumed to be proportional as follows:

$$
\begin{align*}
\psi_{\mu} & =C \varphi_{\mu}=i C \epsilon_{\alpha \beta \gamma \mu} \psi^{\alpha \beta \gamma},  \tag{27a}\\
\psi_{\delta \mu \alpha} & =C \varphi_{\delta \mu \alpha}=\frac{1}{8} i C \epsilon_{\delta \mu \alpha \beta} \psi^{\beta} . \tag{27b}
\end{align*}
$$

But substituting Eq. (27b) into Eq. (27a) gives

$$
\begin{equation*}
\psi_{\mu}=-\frac{1}{6} C^{2} \epsilon_{\alpha \beta \gamma \mu} \epsilon^{\alpha \beta \gamma \delta} \psi_{\delta}=\frac{1}{6} C^{2} 6 \delta_{\mu}^{\delta} \psi_{\delta}=C^{2} \psi_{\mu}, \tag{28}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
C= \pm 1 \tag{29}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\psi_{\mu}= \pm i \epsilon_{\alpha \beta \gamma \nu} \psi^{\alpha \beta \gamma} ; \quad \psi_{\delta \mu \alpha}= \pm \frac{1}{6} i \epsilon_{\delta \mu \alpha \beta} \psi^{\beta} . \tag{30}
\end{equation*}
$$

The equations satisfied by $\psi_{\mu}$ can now be written as follows:

$$
\begin{equation*}
\left.\psi^{\alpha}\right|_{\alpha}=0, \quad \psi^{\beta / \alpha}-\psi^{\alpha / \beta}+i \epsilon^{\alpha \beta \gamma \delta} \psi_{\delta / \gamma}=0, \tag{31}
\end{equation*}
$$

where the first equation is the transcription of the first and third equations of system (25), which now coincide because of Eq. (30). Only the upper sign of Eq. (30) has been retained, since if $\psi^{\alpha}$ solves system (31), $\bar{\psi}^{\alpha}$ clearly solves the analogous system corresponding to the alternative choice. Here the bar denotes complex conjugation.

In order to show that system (31) is equivalent to the Pauli-Yang-Lee equation for neutrino and
antineutrino, we note that the latter can be written ${ }^{15}$ by equating to zero the result of operating on a spinor with the operator

$$
\begin{equation*}
\left(\partial / \partial x_{0}\right)+\sigma^{k}\left(\partial / \partial x_{k}\right) \tag{32}
\end{equation*}
$$

Introducing the vector transcription discussed in Sec. 3 gives

$$
\begin{equation*}
\left[\left(\partial / \partial x_{0}\right)+\sigma^{k}\left(\partial / \partial x_{k}\right)\right]\left(\psi^{0}+\sigma_{r} \psi^{r}\right)=0 . \tag{33}
\end{equation*}
$$

By means of the multiplication table of the $\sigma$ 's and in particular Eq. (13), Eq. (33) can be rewritten as follows:

$$
\begin{gather*}
\psi^{0} \%_{0}+\psi^{k} / k=0, \quad \psi^{0 / k}+\psi^{k} / 0+i \epsilon_{r s k} \psi_{r / s}=0 \\
(r, k, s=1,2,3) . \tag{34}
\end{gather*}
$$

These equations have tensor character in threedimensional space, but can be immediately rewritten in the four-dimensional formalism by introducing a vector $\psi^{\alpha} \equiv\left(\psi^{0}, \psi^{1}, \psi^{2}, \psi^{3}\right)$. The result coincides with system (31) provided we take into account that the second equation of this system, if verified for the values $\alpha=1,2,3, \beta=0$ of the indexes, is true for any couple of values of $\alpha$ and $\beta$, thanks to its duality invariance.

We note also that the second equation of system (31) is invariant under the gauge transformation

$$
\begin{equation*}
\psi_{\alpha} \rightarrow \psi_{\alpha}+\left.\varphi\right|_{\alpha} \tag{35}
\end{equation*}
$$

accordingly the first equation of system (31) appears as a gauge normalization condition.

Finally we mention that system (21) can be obviously considered as the consequence of a stationary action principle with the following Lagrangian density:

$$
\begin{align*}
\mathcal{L}= & \frac{1}{2 i}\left\{1!\left(\bar{\psi}^{\beta} \psi^{/ \beta}-\bar{\psi}_{\beta} \psi^{/ \beta}\right)+2!\left(\bar{\psi}_{\alpha \beta} \psi^{\beta / \alpha}-\psi_{\alpha \beta} \bar{\psi}^{\beta / \alpha}\right)\right. \\
& +3!\left(\bar{\psi}_{\alpha \beta \gamma} \psi^{\alpha \beta / \gamma}-\psi_{\alpha \beta \gamma} \bar{\psi}^{\alpha \beta / \gamma}\right) \\
& +4!\left(\bar{\psi}_{\alpha \beta \gamma \delta} \psi^{\beta \gamma \delta / \alpha}-\psi_{\alpha \beta \gamma \delta} \bar{\psi}^{\beta \gamma \delta / \alpha}\right) \\
& -\lambda\left(\bar{\psi} \psi+1!\bar{\psi}^{\beta} \psi_{\beta}+2!\bar{\psi}_{\alpha \beta} \psi^{\alpha \beta}\right. \\
& \left.\left.+3!\bar{\psi}_{\alpha \beta \gamma} \psi^{\alpha \beta \gamma}+4!\bar{\psi}_{\alpha \beta \gamma \delta} \psi^{\alpha \beta \gamma \delta}\right)\right\} . \tag{36}
\end{align*}
$$

In particular, if $\lambda=0$, systems (24) and (25), though decoupled, can be deduced from a joint variational principle.

## 5. DISCUSSION

The procedure which has been introduced and illustrated in the previous sections can meet with many objections which are presently examined.

A first objection concerns the considerable increasing of the number of components to be introduced. On the other hand, this circumstance is counterbalanced by the properties that the equations

[^65]are symmetrical with respect to all the space-time coordinates (this is not true if one writes the components of a spinor equation) and are automatically covariant without introducing any new concept with respect to the usual tensor analysis (in particular the Christoffel symbols are enough to introduce covariant differentiation, without any need for the FockIvanenko matrices or equivalent devices).

In connection with the increased number of unknowns, the question can be raised whether the number of possible solutions for a given problem can increase. The answer is negative, if only completely defined problems are considered. This means that if we have only one solution in the original spinor formulation, we can have possibly more than one solution in the tensor version, but all these have the same eigenvalues, give the same quadratic quantities, etc. Therefore it appears that this larger arbitrariness plays, in a certain sense, the same role as the indeterminacy in the explicit representation of the $\gamma$ 's in the usual spinor formulation. This does not mean that the multiplicity depends on some explicit representation of the $\gamma_{J}$. On the contrary, the origin of the multiplicity clearly lies in the lack of uniqueness of the decomposition of the spinor field $\psi$ into a superposition of $\gamma_{J}$ [Eq. (6)]. In fact, the representation of a spinor as a single column of a square matrix is not the only acceptable one. We could have taken any square matrix $\psi$ such that it satisfies the matrix equation

$$
\begin{equation*}
\psi^{2}-\psi(\operatorname{Sp} \psi)=0 \tag{37}
\end{equation*}
$$

where $\mathrm{Sp} \psi$ denotes the spur of $\psi$. This equation in turn implies a quadratic relation between the tensor components associated with the spinor individuated by the matrix $\psi$. The discussion of these quadratic relations leads us into another subject, which is not pursued further here. In fact, this matter seems to be especially important in the study of interacting particles, for which the present formalism could turn out to be very helpful.

In the frame of the matter considered in this paper, the advantage of the proposed point of view consists in the possibility of exploiting the undeniably more intuitive concepts of vector and tensor in place of spinors, in order to choose, among the possible equivalent solutions, that one endowed with the symmetry features of the physical system under investigation. This circumstance was exploited, e.g.,
in the three-dimensional case (Sec. 3), where the vector $\psi$ was treated as it had a real unit vector, although $\psi$ itself has complex components. In such a way we singled out a solution where the mentioned unit vector coincides with the unit vector of the magnetic field. But one can be easily convinced that there are infinitely many solutions with a nonreal "unit vector." These solutions are destitute of any significant symmetry, but are essentially equivalent to the explicitly found solution.

Another advantage of the proposed approach is that it appears to be the only consistent realization of the standpoint that the $\gamma$ 's transform as vector components, without encountering the objection that this standpoint violates the spirit if not the letter of the relativity idea. ${ }^{11}$ This objection arises in the usual theory with a smaller number of components since the Dirac equation, when written in full, is not the same in all Lorentz frames.

A second objection which immediately arises is suggested by the connection between the tensor character of a field and the spin of the associated particle. Of course, a precise description of this question requires to study the field not free but interacting with other fields. We restrict ourselves merely to note that inconsistencies cannot arise on this point since the present description is just a transcription of the usual theory in different terms; therefore differences in physically significant results cannot be present, provided that the definitions of the different physical quantities are consistently transcribed.

Concerning the suggestions that the present treatment can give for subsequent developments, we note the noticeable fact that, from a single Dirac equation with zero mass (and a single action principle), one obtains the wave equations of the two known massless particles, i.e., photon and neutrino. This fact suggests the possibility that from a single equation (with a nonlinear self-interaction term) one can derive the wave equations of both massive and massless particles. Of course, this is not a new idea; however, the present formalism seems able to suggest a limited number of possible choices for the nonlinear term. In this frame the multiplication of the number of required components could be important in order to explain the existence of particles very similar but distinguishable as electron and muon or $\nu_{e}$ and $\boldsymbol{\nu}_{\mu}$ neutrinos.
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#### Abstract

The stability problem of a system of charged point particles is discussed, and a number of relevant theorems are proven. The total energy of a system of $N$ particles has a negative lower bound proportional to $N^{\frac{5}{3}}$ when no assumption is made on the statistics of the particles. When all particles belong to a fixed number of fermion species, a lower bound exists proportional to $N$.


## 1. INTRODUCTION

IN a recent paper, Fisher and Ruelle ${ }^{1}$ raised the question: Is a quantum-mechanical system of electrical point charges stable? By stability they mean: There exists a lower bound for the total energy proportional to the total number of particles. In this and a following paper we address ourselves to this problem, by proving with rigorous analysis a number of theorems which are relevant to it.

The question of why matter is stable was very much the center of attention of physicists during the years after the discovery by Rutherford that matter consists of positive and negative point particles interacting by Coulomb forces, and before the establishment of wave mechanics. The origin of quantum theory, starting with Planck's work, is intimately bound up with this question. Planck's quantization of the radiation oscillators and Bohr's quantization of orbits in atoms served to stop the energy in matter from disappearing into the bottomless sink of the classical radiation field. In 1925 wave mechanics provided a quantitative solution to this problem. It became clear that an atom with a nuclear charge $Z e$ and $Z$ electrons of charge $-e$ could not have an energy state lower than $-Z^{3} R y$, where $\mathrm{Ry}=m e^{4} / 2 \hbar^{2}$ is the natural atomic energy unit, the Rydberg, formed from the fundamental constants $m, e$, and $\hbar$.

This solved the problem of stability for single atoms. However, matter in bulk consists of a very large number of particles, positively and negatively charged, attracting and repelling each other by the Coulomb force. The effects of the Coulomb force are manifold and subtle, and often cooperative. They include such diverse phenomena as chemical binding, metallic cohesion, Van der Waals forces, superconductivity, superfluidity, and (in all likelihood)

[^66]biology. The stability problem for matter in bulk is not a simple one. We need to understand why all these subtle effects have in common a saturation property, so that the binding energy per particle remains always bounded.

The empirical stability of matter does not depend on non-Coulombian forces (nuclear forces, magnetic dipole interactions, retardation and relativistic effects, radiative corrections). These contribute very small corrections to the binding energies of atoms and molecules. We are therefore justified in adopting the point of view that "matter" is a collection of point charges, interacting only through Coulomb forces, and subject to the laws of nonrelativistic quantum mechanics. If stability for this mathematical model is understood, stability for real matter is understood too.

We now give a formal definition of stability. Let the Hamiltonian operator of $N \geq 2$ charged particles be

$$
\begin{equation*}
H_{N}=\sum_{j=1}^{N}\left(-\frac{\hbar^{2}}{2 m_{j}} \Delta_{j}\right)+\sum_{1 \leq i<j \leq N} \sum_{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|} \tag{1.1}
\end{equation*}
$$

Here we use the standard notation; the charges $e_{j}$ may have either sign. We write

$$
\begin{equation*}
E_{\min }(N, e, m)=\operatorname{Inf}\left(\psi, H_{N} \psi\right) \tag{1.2}
\end{equation*}
$$

where the infimum is taken with respect to all N particle wavefunctions $\psi=\psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{N}\right)$ normalized according to $(\psi, \psi)=1$, all values of the masses satisfying

$$
\begin{equation*}
0<m_{j} \leq m \tag{1.3}
\end{equation*}
$$

and all values of the charges satisfying

$$
\begin{equation*}
-e \leq e_{j} \leq e \tag{1.4}
\end{equation*}
$$

If there is a numerical constant $A$ such that for all $N$

$$
\begin{equation*}
E_{\min }>-A N \mathrm{Ry}, \quad\left(\mathrm{Ry}=m e^{4} / 2 \hbar^{2}\right) \tag{1.5}
\end{equation*}
$$

we say that the system is stable.
In this definition, we have not mentioned the
statistics of the particles. Fisher and Ruelle in their paper" conjecture stability "with perhaps the restriction that either the positive or the negative particles obey Fermi statistics." The complete statement of stability or instability therefore involves a specification of the statistics of the particles. In that case the constant $A$ may depend on the number and kind (in the sense of statistics) of different particle species.

The recent consideration of the stability problem ${ }^{1}$ arose in connection with the need to establish a mathematically rigorous basis for statistical mechanics. Statistical mechanics makes physical sense only if thermodynamic quantities such as the energy, entropy, etc. are extensive, i.e., proportional (asymptotically for a large system) to the number of particles. Thus, stability in the sense (1.5) is necessary for the definition of a finite free energy per particle. The investigations of Ruelle ${ }^{2}$ and Fisher ${ }^{3}$ were restricted to models with short-range forces only. Thus, our investigation of the stability problem for Coulomb systems may be regarded as a necessary first step in establishing a rigorous statistical mechanics based on Coulomb forces alone, a challenging and difficult task.

## 2. STATEMENT OF RESULTS

Quite simple arguments suffice to give lower bounds for the energy of a system of charged particles, provided we do not require these bounds to be good for large $N$. We begin by stating two theorems of this nature. They are superseded by later theorems, and are only interesting because of the simplicity of their proofs.

Theorem 1: Under the hypotheses (1.3) and (1.4) we have

$$
\begin{equation*}
E_{\min } \geq-\frac{1}{8} N^{2}(N-1) \mathrm{Ry} \tag{2.1}
\end{equation*}
$$

This is the result of Fisher and Ruelle. ${ }^{1}$ For the sake of completeness, we reproduce their proof.

The following theorem, whose proof is slightly more difficult, is a refinement of Theorem 1 for $N>5$, and it holds under the same hypotheses.

Theorem 2:

$$
\begin{equation*}
E_{\min }>-[N(N-1) / \sqrt{2}] \mathrm{Ry} \tag{2.2}
\end{equation*}
$$

Both of these theorems give lower bounds which are far too low (except for small values of $N$ ). Our first nontrivial result is a further improvement which comes much closer to the truth.

[^67]Theorem 3:

$$
\begin{equation*}
E_{\min }>-A N^{\frac{8}{3}} \mathrm{Ry}, \tag{2.3}
\end{equation*}
$$

where $A<52$ is an absolute constant.
Again, we assume inequalities (1.3) and (1.4) of the Introduction, but no assumption is made on particle statistics.

In connection with these theorems the question arises, what is the best possible result of this type? We believe that it is

$$
\begin{equation*}
E_{\min }>-A N^{\frac{7}{8}} \mathrm{Ry} . \tag{2.4}
\end{equation*}
$$

To prove that the exponent $\frac{7}{5}$ cannot be decreased it is sufficient to exhibit states $\psi_{N}$ of $N$ particles such that for some constant $A^{\prime}$

$$
\begin{equation*}
\left(\psi_{N}, H_{N} \psi_{N}\right)<-A^{\prime} N^{\frac{\pi}{3}} \mathrm{Ry} . \tag{2.5}
\end{equation*}
$$

Because the inequality (2.5) states an upper bound for the energy, conventional variational techniques are adequate for proving it. The result (2.5) is suggested by both a simple heuristic argument and by a detailed calculation based on the work of Foldy ${ }^{4}$ and others. ${ }^{5}$ Since we are interested in lower bounds for which new techniques must be used, we do not discuss the derivation of (2.5) in this paper but refer the interested reader to the lectures one of us held at the Summer Physics Institute of Brandeis University in $1966 .{ }^{6}$ We find later that an improvement from (2.3) to (2.4) would necessitate going in an essential way beyond the techniques of the present work.

While (2.5) indicates that a Coulomb system without any restriction on particle statistics is unstable, the following result shows the importance of the exclusion principle for stability.

Theorem 4: Suppose that $N$ particles whose masses and charges satisfy (1.3) and (1.4) belong to $q \geq 1$ distinct species of fermions. Then

$$
\begin{equation*}
E_{\min }>-A q^{\frac{2}{3}} N \mathrm{Ry}, \tag{2.6}
\end{equation*}
$$

where $A<500$ is an absolute constant. Briefly, a system whose particles belong to a fixed number of Fermion species is stable.

In counting the number of species, each spin state of a type of particle must be counted separately, for the antisymmetry of the spatial wavefunction holds only

[^68]between particles of the same type and spin quantum number. Note that the constants $A$ appearing in (2.3), (2.4), (2.6), and (2.7) below are not the same.

Theorem 4 falls short in two ways of what we need in a theorem establishing the stability of matter. First, it ought not require that all particles be fermions. The statistics of the nuclei are irrelevant to stability. Therefore the hypothesis that only particles of one sign of charge (say negative) are fermions should be sufficient. Second, it is an empirical fact that all chemical binding and cohesive energies are determined by the Rydberg constant $\mathrm{Ry}=m e^{4} / 2 \hbar^{2}$ formed with the electron mass and not the nuclear mass. Stability should be independent of the nuclear mass and should persist even if the nuclear mass is taken infinite. Both of these defects are removed in our final theorem.

Theorem 5: Let $N$ negatively charged particles belong to $q$ different fermion species. Let their masses and charges be subject to (1.3) and (1.4), respectively. Let an arbitrary number of positively charged particles be subject to the sole restriction (1.4) on their charges, their statistics and their masses being arbitrary. Then

$$
\begin{equation*}
E_{\min }>-A q^{\frac{q^{2}}{3}} N \mathrm{Ry}, \tag{2.7}
\end{equation*}
$$

where $A$ is an absolute constant.
In this theorem there are no unnecessary hypotheses. However, its proof is longer and more difficult than those of the others. In this paper we prove only Theorems 1-4 and delay Theorem 5 to a separate paper. It turns out that the proof of Theorem 5 requires all the preliminary results needed for the proofs of the earlier theorems, and a number of additional ones besides. Because of its fundamental significance, it would be desirable to simplify the proof of Theorem 5. We hope that this is possible by using ideas different from ours.

We may remark that the dependence of Theorems 4 and 5 on the number $q$ of fermion species is probably not the best possible. The results stated should hold with the exponent $\frac{2}{3}$ replaced by $\frac{2}{5}$. For some discussion of this point the reader is referred to Ref. 6.

## 3. PROOFS OF THEOREMS 1 AND 2

The following simple argument is due to Fisher and Ruelle. ${ }^{1}$ Write the Hamiltonian (1.1) in the form

$$
\begin{align*}
H_{N}= & \sum_{1 \leq i} \sum_{j \leq N}\left[-\frac{\hbar^{2}}{2 m_{i}(N-1)} \Delta_{i}\right. \\
& \left.-\frac{\hbar^{2}}{2 m_{j}(N-1)} \Delta_{j}+\frac{e_{i} e_{j}}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|}\right] \\
= & \sum_{1 \leq i \leq j \leq N} H_{i j} . \tag{3.1}
\end{align*}
$$

The operator $H_{i j}$ is the Hamiltonian of a two-particle system with charges $e_{i}, e_{j}$ and masses $m_{i}(N-1)$, $m_{i}(N-1)$. We have then

$$
\begin{align*}
& E_{\mathrm{min}}=\operatorname{Inf}\left(\psi, H_{N} \psi\right) \geq \sum_{1 \leq i<j \leq N} \operatorname{Inf}\left(\psi, H_{i j} \psi\right),  \tag{3.2}\\
& \operatorname{Inf}\left(\psi, H_{i j} \psi\right)= \begin{cases}-\frac{(N-1) m_{i} m_{j}}{m_{i}+e_{i}^{2} e_{j}^{2}} \frac{\left(e_{i} e_{j}<0\right)}{2 \hbar^{2}} \\
0 & \left(e_{i} e_{j} \geq 0\right)\end{cases} \tag{3.3}
\end{align*}
$$

Among the pairs $(i, j)$ there are at most $\frac{1}{4} N^{2}$ for which $e_{i} e_{j}<0$, and for these

$$
\begin{equation*}
\frac{(N-1) m_{i} m_{j}}{m_{i}+m_{j}} \frac{e_{i}^{2} e_{j}^{2}}{2 \hbar^{2}} \leq \frac{(N-1) m e^{4}}{4 \hbar^{2}}=\frac{N-1}{2} \mathrm{Ry} \tag{3.4}
\end{equation*}
$$

This proves Theorem 1.
The proof of Theorem 2 is slightly more complicated. We now write

$$
\begin{equation*}
H_{N}=\sum_{1 \leq i<} \sum_{j \leq N} H_{i j}+\sum_{1 \leq i<j \leq N} \sum_{j \leq N} H_{i j}^{\prime} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{align*}
H_{i j}=-\frac{\hbar^{2}}{2 m_{i}(N-1)} \Delta_{i}- & \frac{\hbar^{2}}{2 m_{j}(N-1)} \Delta_{j} \\
& +\frac{e_{i} e_{j}}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|} e^{-\mu\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|} \tag{3.6}
\end{align*}
$$

and

$$
\begin{equation*}
H_{i j}^{\prime}=\left(e_{i} e_{j} /\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|\right)\left(1-e^{-\mu\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|}\right), \tag{3.7}
\end{equation*}
$$

and $\mu$ is a positive number. We need a lemma which asserts that a particle in a Yukawa potential cannot have negative energy if the range of the potential is short enough.

Lemma 1: The one-particle Hamiltonian

$$
\begin{equation*}
H=-\left(\hbar^{2} / 2 m\right) \Delta-\left(e^{2} / r\right) e^{-\mu r} \tag{3.8}
\end{equation*}
$$

is nonnegative if

$$
\begin{equation*}
\mu \hbar^{2} / m e^{2} \geq \sqrt{2} \tag{3.9}
\end{equation*}
$$

Thus if we choose

$$
\begin{equation*}
\mu=(N-1) m e^{2} / \sqrt{2} \hbar^{2} \tag{3.10}
\end{equation*}
$$

all $H_{i j}$ are nonnegative operators. For the second sum in (3.5) we write

$$
\begin{align*}
\sum_{1 \leq i} \sum_{j \leq N} H_{i j}^{\prime}= & \frac{1}{2} \sum_{i=1}^{N}
\end{align*} \sum_{j=1}^{N} \frac{e_{i} e_{j}}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|} .
$$

By Fourier transformation the double sum may be written in the manifestly positive form

$$
\begin{equation*}
\frac{1}{2 \pi^{2}} \int d^{3} k\left(\frac{1}{k^{2}}-\frac{1}{k^{2}+\mu^{2}}\right)\left|\sum_{j=1}^{N} e_{j} e^{i k \cdot r}\right|^{2}>0 \tag{3.12}
\end{equation*}
$$

Hence we have from (3.10)

$$
\begin{equation*}
E_{\min }>-\frac{1}{2} \mu N e^{2}=-[N(N-1) / \sqrt{2}] \mathrm{Ry} \tag{3.13}
\end{equation*}
$$

It remains to prove Lemma 1 . We write the energy in momentum representation

$$
\begin{align*}
(\psi, H \psi)= & \frac{\hbar^{2}}{2 m} \int d^{3} k k^{2}|\tilde{\psi}(\mathbf{k})|^{2} \\
& -\frac{e^{2}}{2 \pi^{2}} \int d^{3} k \int d^{3} k^{\prime} \frac{\tilde{\psi}^{*}(\mathbf{k}) \tilde{\psi}\left(\mathbf{k}^{\prime}\right)}{\mu^{2}+\left|\mathbf{k}-\mathbf{k}^{\prime}\right|^{2}} \tag{3.14}
\end{align*}
$$

where $\tilde{\psi}(\mathbf{k})$ is the Fourier transform of the wavefunction. By the Schwarz inequality we have

$$
\begin{equation*}
\left|\int d^{3} k \int d^{3} k^{\prime} \frac{\tilde{\psi}^{*}(\mathbf{k}) \tilde{\psi}\left(\mathbf{k}^{\prime}\right)}{\mu^{2}+\left|\mathbf{k}-\mathbf{k}^{\prime}\right|^{2}}\right| \leq \int d^{3} k k^{2}|\tilde{\psi}(\mathbf{k})|^{2} J^{\frac{1}{2}} \tag{3.15}
\end{equation*}
$$

with

$$
\begin{equation*}
J=\int d^{3} k \int d^{3} k^{\prime} \frac{1}{|\mathbf{k}|^{2}\left|\mathbf{k}^{\prime}\right|^{2}\left(\mu^{2}+\left|\mathbf{k}-\mathbf{k}^{\prime}\right|^{2}\right)^{2}}=2 \pi^{4} / \mu^{2} \tag{3.16}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
(\psi, H \psi) & \geq\left(\frac{\hbar^{2}}{2 m}-\frac{e^{2}}{2 \pi^{2}} J^{\frac{1}{2}}\right) \int d^{3} k k^{2}|\tilde{\psi}(\mathbf{k})|^{2} \\
& \geq 0 \tag{3.17}
\end{align*}
$$

when the condition

$$
\begin{equation*}
\hbar^{2} / 2 m \geq\left(e^{2} / 2 \pi^{2}\right) J^{\frac{1}{2}} \tag{3.18}
\end{equation*}
$$

which is the same as (3.9), is fulfilled. This proves Lemma 1 and Theorem 2.

## 4. A THEOREM OF ELECTROSTATICS

We begin to work toward the proof of Theorems 3-5 by a simple consideration of electrostatics. We obtain a lower bound on the Coulomb energy of an arbitrary finite system of point charges. The resulting inequality is one of the essential tools for all that follows.

Let $\mathbf{r}_{i}(i=1,2, \cdots, N)$ be points in space at which there are charges $e_{i}$. Let $a_{i}$ be arbitrary positive numbers and let $S_{i}$ be the spheres $\left|\mathbf{r}-\mathbf{r}_{i}\right|=a_{i}$. Suppose that each of the charges $e_{i}$ is distributed uniformly over the corresponding surface $S_{i}$. This results in a surface distribution of charges, where the element of surface $d \sigma$ carries the charge $e_{i} d \sigma / 4 \pi a_{i}^{2}$ if $d \sigma$ is on $S_{i}$. If $\mathbf{E}=\mathbf{E}(\mathbf{x})$ is the electric field at the point $\mathbf{x}$, produced by this charge distribution, we have for the total energy

$$
\begin{align*}
\frac{1}{8 \pi} \int d^{3} x|\mathbf{E}|^{2}=\frac{1}{2} & \sum_{i=1}^{N} \frac{e_{i}}{4 \pi a_{i}^{2}} \int_{S_{i}} d \sigma_{x} \\
& \times \sum_{j=1}^{N} \frac{e_{j}}{4 \pi a_{j}^{2}} \int_{S_{j}} d \sigma_{v} \frac{1}{|\mathbf{x}-\mathrm{y}|} \tag{4.1}
\end{align*}
$$

The double surface integral depends only on the distances $\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|$ between the centers of the spheres $S_{i}$ and $S_{j}$, and on their radii $a_{i}$ and $a_{j}$. For two spheres $S_{a}$ and $S_{b}$, of radii $a$ and $b$, respectively, whose centers are at a distance $r$, we write

$$
\begin{equation*}
\int_{S_{a}} \frac{d \sigma_{x}}{4 \pi a^{2}} \int_{S_{b}} \frac{d \sigma_{u}}{4 \pi b^{2}} \frac{1}{|\mathbf{x}-\mathbf{y}|}=\frac{1}{r}-\Delta(r, a, b) \tag{4.2}
\end{equation*}
$$

This defines the function $\Delta$. One finds
$\Delta(r, a, b)= \begin{cases}\frac{1}{r}-\min \left(\frac{1}{a}, \frac{1}{b}\right) & (0<r \leq|a-b|), \\ \frac{(a+b-r)^{2}}{4 a b r} & (|a-b| \leq r \leq a+b), \\ 0 & (a+b \leq r) .\end{cases}$
$\Delta$ is positive and monotone decreasing with $r$ in the interval ( $0, a+b$ ), zero beyond it.

Let us write

$$
\begin{align*}
& W(\mathbf{r}, e)=  \tag{4.4}\\
& \sum_{1 \leq i<j \leq N} \sum_{j \leq} \frac{e_{i} e_{j}}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|} \\
& U(\mathbf{r}, e, a)=- \sum_{1 \leq j \leq N} \frac{e_{j}^{2}}{2 a_{j}}  \tag{4.5}\\
&+\sum_{1 \leq i<j} \sum_{j \leq N} e_{i} e_{j} \Delta\left(\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|, a_{i}, a_{j}\right) .
\end{align*}
$$

Theorem 6: $W(\mathbf{r}, e)>U(\mathbf{r}, e, a)$.
The proof consists in merely observing that the total electrostatic field energy (4.1) is positive, and then rewriting the right-hand side in terms of the notation (4.2). Note that whenever

$$
\begin{equation*}
a_{i}+a_{j} \leq\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right| \quad(1 \leq i<j \leq N) \tag{4.6}
\end{equation*}
$$

we have

$$
\begin{equation*}
U(\mathbf{r}, e, a)=-\sum_{j=1}^{N} \frac{e_{j}^{2}}{2 a_{j}} \tag{4.7}
\end{equation*}
$$

and the inequality $W>U$ is specially simple. The inequality in this form was used by Onsager in a little known paper ${ }^{7}$ in which he established an additive lower bound for the Coulomb energy of a system in which the particles are assumed to possess hard cores. Indeed, if it is required that

$$
\begin{equation*}
\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right| \geq 2 a \quad(1 \leq i<j \leq N) \tag{4.8}
\end{equation*}
$$

for some fixed positive $a$, one has

$$
\begin{equation*}
W>-N\left(e^{2} / 2 a\right) \quad\left(e=\max \left|e_{i}\right|\right) \tag{4.9}
\end{equation*}
$$

This observation was also made by Fisher and Ruelle. ${ }^{1}$

In our work where there are no a priori given hard

[^69]cores it is essential to keep the $a_{j}$ variable. Indeed, the power of Theorem 6 lies largely in the freedom with which the $a_{j}$ may be chosen.

One useful choice is $a_{j}=\frac{1}{2} R_{j}$, where

$$
\begin{equation*}
R_{j}=\min _{(1 \leq i \leq N, i \neq j)}\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right| \tag{4.10}
\end{equation*}
$$

Then evidently (4.6) is fulfilled. Thus we have
Theorem 7:

$$
\begin{equation*}
W>-\sum_{j=1}^{N} \frac{e_{j}^{2}}{R_{j}} \tag{4.11}
\end{equation*}
$$

In this paper we use Theorem 6 only in the form of Theorem 7. The right-hand side of (4.11) may be interpreted physically as the potential energy of a fictitious system in which each particle is attracted by a Coulomb force to its nearest neighbor alone. The fictitious system always has a potential energy lower than the real Coulomb system, and-what is most essential-the number of terms out of which this fictitious potential energy is made up is $N$ and not of the order of $N^{2}$ as for the true energy.

## 5. PROOF OF THEOREM 3

Let $\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{N}$ be $N$ distinct points in space. For a fixed $j$ we write $R_{j 1}, R_{j 2}, \cdots, R_{j N-1}$ for the $N-1$ distances $\left|\mathbf{r}_{j}-\mathbf{r}_{1}\right|,\left|\mathbf{r}_{j}-\mathbf{r}_{2}\right|, \cdots,\left|\mathbf{r}_{j}-\mathbf{r}_{N}\right|$ arranged in increasing order. Thus $R_{j 1}$ [the same as $R_{j}$ defined by (4.10) above] is the distance between $\mathbf{r}_{j}$ and its nearest neighbor among the other points, $\boldsymbol{R}_{j 2}$ is the distance between it and its second nearest neighbor, and so on. Conventionally we define $R_{j l}=\infty$ for $l \geq N$. The $R_{j l}$ are well-defined functions of the $N$ variable points $R_{j l}=R_{j l}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{N}\right)$.

Suppose we consider a quantum-mechanical system of $N$ particles in a state described by the wavefunction $\psi=\psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{N}\right)$ normalized in the usual way

$$
\begin{equation*}
(\psi, \psi)=\int \cdots \int d^{3 N_{r}} r|\psi|^{2}=1 \tag{5.1}
\end{equation*}
$$

Let us introduce the following quantities:
$K_{l}=\frac{1}{N} \int \cdots \int d^{3 N} r|\psi|^{2} \sum_{j=1}^{N} R_{j l}^{-1} \quad(l=1,2, \cdots)$.
By definition of the $R_{j l}$ we have

$$
\begin{equation*}
K_{1} \geq K_{2} \geq K_{3} \geq \cdots \geq 0 \tag{5.3}
\end{equation*}
$$

and $K_{l}=0$ for $l \geq N$. The $K_{l}$ have the dimension of an inverse distance; $K_{l}^{-1}$ is a measure of the typical linear dimension of regions which contain $l+1$ (but no more) particles.

The quantity $K_{1}$ is particularly important in connection with the inequality (4.11). From it we
immediately see the following fact: If the charges of a finite system of particles satisfy (1.4), then the total Coulomb energy satisfies the inequality

$$
\begin{equation*}
(\psi, W \psi)>-N e^{2} K_{1} \tag{5.4}
\end{equation*}
$$

On the other hand, if the masses satisfy (1.3) we have for the kinetic energy
$(\psi, T \psi)=\sum_{j=1}^{N} \frac{\hbar^{2}}{2 m_{j}} \int \cdots \int d^{3 N} r\left|\nabla_{j} \psi\right|^{2} \geq N \frac{\hbar^{2}}{2 m} t$,
where

$$
\begin{equation*}
t=\frac{1}{N} \sum_{j=1}^{N} \int \cdots \int d^{3 N_{r}}\left|\nabla_{j} \psi\right|^{2} \tag{5.6}
\end{equation*}
$$

Thus the total energy satisfies

$$
\begin{equation*}
\left(\psi, H_{N} \psi\right)>N\left[\left(\hbar^{2} / 2 m\right) t-e^{2} K_{1}\right] \tag{5.7}
\end{equation*}
$$

Our aim is to derive an inequality involving both $t$ and $K_{1}$ which allows the establishment of a lower bound on the right-hand side of (5.7) independent of both.

We begin by deriving an upper bound on the cumulative sum

$$
\begin{equation*}
\sum_{l=1}^{k} K_{l} \tag{5.8}
\end{equation*}
$$

in terms of $K_{k+1}$ and $t$. By definition, the sum (5.8) may be written out in detail as follows:

$$
\begin{align*}
& \frac{1}{N} \sum_{i=1}^{N} \sum_{\substack{j=1 \\
j \neq i}}^{N} \int d^{3} r_{i} \int d^{3} r_{j} \sum_{P} \int_{\text {in }} d^{3} r_{\alpha_{1}} \cdots \\
& \int_{\text {in }} d^{3} r_{\alpha_{k}} \int_{\text {out }} d^{3} r_{\beta_{1}} \cdots \\
& \int_{\text {out }} d^{3} r_{\beta_{N-2-k}} \sum_{l=1}^{k} \frac{|\psi|^{2}}{\left|r_{\alpha_{l}}-r_{i}\right|} \tag{5.9}
\end{align*}
$$

$P$ is a partition of the set of $N-2$ integers $\{1,2, \cdots$, $i-1, i+1, \cdots, j-1, j+1, \cdots, N\}$ into two sets $\left\{\alpha_{1}, \cdots, \alpha_{k}\right\}$ and $\left\{\beta_{1}, \cdots, \beta_{N-2-k}\right\}$, one containing $k$ integers, the other $N-2-k$ integers ( $k$ being fixed). The sum over $P$ runs over all such partitions. The phrase "in" under the integration signs means that the domain of integration is

$$
\begin{equation*}
\left|\mathbf{r}_{\alpha_{l}}-\mathbf{r}_{i}\right|<\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right| \quad(l=1,2, \cdots, k) \tag{5.10}
\end{equation*}
$$

while "out" means the opposite

$$
\begin{equation*}
\left|\mathbf{r}_{\beta_{i}}-\mathbf{r}_{i}\right| \geq\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right| \quad(l=1,2, \cdots, N-2-k) \tag{5.11}
\end{equation*}
$$

In other words: $\mathbf{r}_{j}$ is the $(k+1)$ st nearest neighbor, and $\mathbf{r}_{\alpha_{1}}, \mathbf{r}_{\alpha_{2}}, \cdots, \mathbf{r}_{\alpha_{k}}$ are (in some order) the first, second, $\cdots$, $(k)$ th nearest neighbors of the point $r_{i}$. We now make use of the following.

Lemma 2: For any positive $\lambda$, and any complex valued function $\Psi(\mathbf{r})$, having continuous derivatives and defined in the sphere $\Omega:|\mathbf{r}| \leq b$,

$$
\begin{equation*}
\int_{\Omega} d^{3} r \frac{|\Psi|^{2}}{|r|}<\left(\frac{1}{\lambda}+\frac{3}{2 b}\right) \int_{\Omega} d^{3} r|\Psi|^{2}+\frac{\lambda}{4} \int_{\Omega} d^{3} r|\nabla \Psi|^{2} \tag{5.12}
\end{equation*}
$$

The proof of Lemma 2 is given later. The inequality (5.12) is applied to the integration over the variable $\mathbf{r}_{\alpha_{l}}$ (to be carried out first). The sphere $\Omega$ is given by (5.10), with the radius $b=\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right|$ and center $\mathbf{r}_{i}$. It follows that an upper bound for (5.8) is obtained if we replace the integrand in (5.9) by

$$
\begin{equation*}
|\psi|^{2}\left(\frac{1}{\lambda}+\frac{3}{2} \frac{1}{\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right|}\right)+\frac{\lambda}{4}\left|\nabla_{\alpha_{i}} \psi\right|^{2} \tag{5.13}
\end{equation*}
$$

For the first two terms the sum over $l$ in (5.9) gives merely $k$ equal integrals, so that for these one obtains

$$
\begin{equation*}
(k / \lambda)+\frac{3}{2} k K_{k+1} \tag{5.14}
\end{equation*}
$$

The gradient term may be rewritten

$$
\begin{equation*}
\frac{\lambda}{4 N} \sum_{i=1}^{N} \int \cdots \int d^{3 N} r \sum_{\alpha}^{\prime}\left|\nabla_{\alpha} \psi\right|^{2} \tag{5.15}
\end{equation*}
$$

where the prime on the summation sign indicates that only those values of $\alpha$ are to be included in the sum for which $\mathbf{r}_{\alpha}$ is the ( $l$ )th nearest neighbor of $\mathbf{r}_{i}$ with $1 \leq l \leq k$. (The set of these values of $\alpha$ is a function of the integration variables $r_{1}, \cdots, r_{N}$, of course.) This, in turn, may be written

$$
\begin{equation*}
\frac{\lambda}{4 N} \sum_{\alpha=1}^{N} \int \cdots \int d^{3 N} r M_{\alpha k}\left|\nabla_{\alpha} \psi\right|^{2} \tag{5.16}
\end{equation*}
$$

where $M_{\alpha k}=M_{a k}\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{N}\right)$ is the number of those $\mathbf{r}_{i}$ to which $\mathbf{r}_{\alpha}$ is the (l)th nearest neighbor with $1 \leq l \leq k$.

Lemma 3: For any finite set of points $\left\{\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots\right.$, $\left.\mathbf{r}_{N}\right\}$ and $\alpha=1,2, \cdots, N$,

$$
\begin{equation*}
M_{\alpha k}<(4 \pi / \omega) k<15 k \tag{5.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega=2 \pi\left(1-\cos \frac{1}{6} \pi\right)=\pi(2-\sqrt{3}) \tag{5.18}
\end{equation*}
$$

is the solid angle inside a circular cone of half-angle $\frac{1}{6} \pi$.
This Lemma is a purely geometrical fact which is proved later. Since trivially $M_{\alpha k} \leq N-1$, we have now the upper bound for (5.16)

$$
\begin{equation*}
\frac{1}{4} \lambda t \min \{N-1,(4 \pi / \omega) k\} \tag{5.19}
\end{equation*}
$$

in the notation (5.6). Thus we have obtained the following inequalities

$$
\begin{array}{r}
\sum_{t=1}^{k} . K_{l}<\frac{3 k}{2} K_{k+1}+\frac{k}{\lambda}+\frac{\lambda t}{4} \min \left\{N-1, \frac{4 \pi}{\omega} k\right\} \\
(k=1,2, \cdots, N-1) \tag{5.20}
\end{array}
$$

For $k=N-1$ one has to set $K_{N}=0$ (the proof makes use of Lemma 2 with $\Omega$ all space and $b=\infty$ ).

Lemma 4: Let the sequence of nonnegative numbers $x_{1}, x_{2}, \cdots$ satisfy

$$
\begin{equation*}
\sum_{l=1}^{k} x_{l}<a_{k} x_{k+1}+b_{k} \quad(k=1,2, \cdots), \tag{5.21}
\end{equation*}
$$

where the coefficients $a_{k}$ and $b_{k}$ are nonnegative. Then

$$
\begin{equation*}
x_{1} \leq A_{k} x_{k+1}+B_{k} \quad(k=1,2, \cdots), \tag{5.22}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{k}=a_{k} \prod_{j=1}^{k-1} \frac{a_{j}}{1+a_{j}} \tag{5.23}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{k}=\sum_{l=1}^{k-1} \frac{b_{l}}{1+a_{l}} \prod_{j=1}^{l-1} \frac{a_{j}}{1+a_{j}}+b_{k} \prod_{j=1}^{k-1} \frac{a_{j}}{1+a_{j}} \tag{5.24}
\end{equation*}
$$

In the last two equations empty sums are interpreted as zero and empty products as unity. The proof is given later.

We use Lemma 4 to eliminate $K_{2}, K_{3}, \cdots, K_{k}$ from (5.20) and obtain a single inequality which involves only $K_{1}, K_{k+1}$, and $t$. Indeed, (5.20) is precisely of the form (5.21) with

$$
\begin{equation*}
a_{k}=\frac{3}{2} k \tag{5.25}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{k}=(k / \lambda)+\frac{1}{4} \lambda t \min \{N-1,(4 \pi / \omega) k\} \tag{5.26}
\end{equation*}
$$

We have then

$$
\begin{equation*}
A_{k}=\prod_{j=1}^{k} \frac{3 j}{3 j-1}=\frac{k!\Gamma\left(\frac{2}{3}\right)}{\Gamma\left(k+\frac{2}{3}\right)} \tag{5.27}
\end{equation*}
$$

A simple upper bound on $A_{k}$ is obtained by noting

$$
\begin{equation*}
[3 j /(3 j-1)]^{3}<(3 j+1) /(3 j-2), \tag{5.28}
\end{equation*}
$$

so that

$$
\begin{equation*}
A_{k}<(3 k+1)^{\frac{1}{2}} . \tag{5.29}
\end{equation*}
$$

In particular

$$
\begin{equation*}
\boldsymbol{A}_{N-1}<(3 N)^{\frac{1}{3}} \tag{5.30}
\end{equation*}
$$

The computation of $B_{k}$ is more complicated due to the two different analytic expressions involved in (5.26). We temporarily ignore this complication and set simply

$$
\begin{equation*}
b_{k}=k[(1 / \lambda)+(\pi / \omega) \lambda t] \tag{5.31}
\end{equation*}
$$

(The inequality will be somewhat worse but the calculation is easier.) One finds with (5.25) and (5.31) the identity

$$
\begin{equation*}
B_{k}=2\left(A_{k}-1\right)[(1 / \lambda)+(\pi / \omega) \lambda t] \tag{5.32}
\end{equation*}
$$

In particular, using (5.30)

$$
\begin{equation*}
B_{N-1}<(3 N)^{\frac{1}{3}}[(2 / \lambda)+(2 \pi / \omega) \lambda t] \tag{5.33}
\end{equation*}
$$

We now write down the inequality which follows from (5.20) by Lemma 4 for the case $k=N-1$

$$
\begin{equation*}
K_{1}<(3 N)^{\frac{1}{t}}[(2 / \lambda)+(2 \pi / \omega) \lambda t], \tag{5.34}
\end{equation*}
$$

or equivalently (since $\lambda$ is arbitrary)

$$
\begin{equation*}
K_{1}<4(3 N)^{\frac{1}{3}}(\pi t / \omega)^{\frac{1}{2}} . \tag{5.35}
\end{equation*}
$$

We are now ready to complete the proof of Theorem 3. From (5.7) and (5.35) we have

$$
\begin{array}{r}
\left(\psi, H_{N} \psi\right)>N\left(\hbar^{2} / 2 m\right) t-4 e^{2} N(3 N)^{\frac{1}{3}}[(\pi / \omega) t]^{\frac{1}{2}} \\
\geq-A N^{\frac{5}{3}} \mathrm{Ry} \tag{5.36}
\end{array}
$$

with

$$
\begin{equation*}
A=(16 \pi / \omega) 3^{\frac{2}{3}}=124.2 \cdots \tag{5.37}
\end{equation*}
$$

The last inequality in (5.36) arises by minimizing with respect to $t$.

A lower value of $A$ can be obtained by using (5.26) instead of (5.31) to compute $B_{N-1}$. We find $A<52$. However, the exponent $\frac{5}{3}$ cannot be improved. The latter originates in the factor $\frac{3}{2}$ in (5.25) and that goes back to the factor $\frac{3}{2}$ on the right-hand side of (5.12) in Lemma 2. The inequality in (5.12) can be made to approach equality with arbitrary precision, as the example $\Psi=$ const and

$$
\begin{equation*}
\int_{\Omega} d^{3} r \frac{|\Psi|^{2}}{|r|}=\frac{3}{2 b} \int_{\Omega} d^{3} r|\Psi|^{2} \tag{5.38}
\end{equation*}
$$

shows. It is clear that no constant larger than $\frac{3}{2}$ would do.

It is also easy to see that as long as we use not the true Coulomb energy $W$ but rather the lower estimate given by Theorem 7, it is impossible to improve on the exponent $\frac{5}{3}$ of Theorem 3. For we can exhibit a sequence of states $\psi_{N}$ such that

$$
\begin{equation*}
\left(\psi_{N},[T+U] \psi_{N}\right) \sim-A N^{\frac{8}{3}} \mathrm{Ry} \tag{5.39}
\end{equation*}
$$

as $N \rightarrow \infty$. Take wavefunctions of the form

$$
\begin{equation*}
\psi_{N}\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{N}\right)=\prod_{j=1}^{N} u_{\Lambda}\left(\mathbf{r}_{j}\right), \tag{5.40}
\end{equation*}
$$

where $u_{\Lambda}(\mathbf{r})$ is a smooth wave packet of spatial extent $\Lambda$. The energy is about

$$
\begin{equation*}
N\left\{\frac{\hbar^{2}}{2 m} \frac{1}{\Lambda^{2}}-e^{2} \frac{N^{\frac{1}{3}}}{\Lambda}\right\} \tag{5.41}
\end{equation*}
$$

because in the absence of correlations the nearestneighbor distance is about the mean interparticle distance $\Lambda N^{-\left(\frac{1}{2}\right)}$. If $N$ is taken large and $\Lambda=\Lambda(N)$ is taken to minimize (5.41) one obtains (5.39). Therefore a significant improvement over our Theorem 3 can be achieved only by giving up the use of Theorem 7.

## 6. PROOFS OF LEMMAS 2, 3, AND 4

In order to complete the proof of Theorem 3 we now have to prove the three lemmas used in the last section.
We begin with Lemma 2. Suppose first that $\Omega$ is an arbitrary region and $V(r)$ an arbitrary potential. The ground-state energy $\epsilon$ of a particle of mass $\left(2 \hbar^{2} / \lambda\right)$ in this potential is defined by

$$
\begin{equation*}
\epsilon=\operatorname{Inf}\left\{\int_{\Omega} d_{3} r\left(\frac{1}{4} \lambda|\nabla \Psi|^{2}+V|\Psi|^{2}\right) / \int_{\Omega} d_{3} r|\Psi|^{2}\right\}, \tag{6.1}
\end{equation*}
$$

where the infimum is taken over all wavefunctions $\Psi$ defined in $\Omega$. No boundary condition is imposed on $\Psi$, but the minimizing $\Psi$ " satisfies the "natural" condition

$$
\begin{equation*}
(n \cdot \nabla) \Psi=0 \tag{6.2}
\end{equation*}
$$

on the boundary of $\Omega$. The eigenvalue equation for $\epsilon$ is

$$
\begin{equation*}
-\frac{1}{4} \lambda \nabla^{2} \Psi+V \Psi=\epsilon \Psi \tag{6.3}
\end{equation*}
$$

Since the minimizing $\Psi$ is positive and nonzero in $\Omega$, we may introduce the vector

$$
\omega=-\left(\nabla \Psi / \Psi^{+}\right),
$$

so that (6.3) becomes

$$
\begin{equation*}
\epsilon=V+\frac{1}{4} \lambda\left(\operatorname{div} \omega-\omega^{2}\right) . \tag{6.4}
\end{equation*}
$$

Taking the gradient of (6.4), we find

$$
\begin{equation*}
(\omega \cdot \nabla) \omega=\frac{1}{2} \nabla^{2} \omega+(2 / \lambda) \nabla V, \tag{6.5}
\end{equation*}
$$

an equation identical with the Navier-Stokes equation for steady flow of a fluid with velocity $\omega$ and with kinematical viscosity equal to $\frac{1}{2}$. We do not pursue this peculiar hydrodynamical analogy any further (see note added in proof). Integrating (6.4) over the volume $\Omega$, we obtain

$$
\begin{equation*}
\epsilon=\langle V\rangle_{\mathrm{av}}-\frac{1}{4} \lambda\left\langle\boldsymbol{\omega}^{2}\right\rangle_{\mathrm{av}}, \tag{6.6}
\end{equation*}
$$

where $\left\rangle_{\text {av }}\right.$ denotes an average over $\Omega$, and the term in (div $\omega$ ) has vanished by virtue of (6.2).

We apply this analysis to the special case of a Coulomb potential

$$
V(r)=-r^{-1}
$$

in a spherical shell $\Omega$ defined by $a \leq|r| \leq b$. In this case

$$
\begin{equation*}
\langle V\rangle_{\mathrm{av}}=-\frac{3}{2}\left[\left(b^{2}-a^{2}\right) /\left(b^{3}-a^{3}\right)\right]>-3 / 2 b . \tag{6.7}
\end{equation*}
$$

The conclusion (5.12) of Lemma 2 states that

$$
\begin{equation*}
\epsilon>-(3 / 2 b)-(1 / \lambda) \tag{6.8}
\end{equation*}
$$

for the spherical region $|r|<b$. If (6.8) holds for the shell $a \leq|r| \leq b$, then Lemma 2 follows by taking
the limit $a \rightarrow 0$. By (6.6) and (6.7), we have only to prove

$$
\begin{equation*}
\left\langle\boldsymbol{\omega}^{2}\right\rangle_{\mathrm{av}} \leq\left(4 / \lambda^{2}\right) \tag{6.9}
\end{equation*}
$$

for the spherical shell $\Omega$.
For a spherically symmetrical $\Omega$, the ground-state $\Psi$ is spherically symmetric, and the vector $\omega$ is parallel to $r$. We denote by $\omega$ the component of the vector $\omega$ in the radial direction. Then (6.5) becomes

$$
\begin{equation*}
\omega^{\prime \prime}+2 \omega^{\prime}[(1 / r)-\omega]+\left(2 / r^{2}\right)[(2 / \lambda)-\omega]=0 \tag{6.10}
\end{equation*}
$$

where the prime denotes differentiation with respect to $r$, and the boundary condition (6.2) gives

$$
\begin{equation*}
\omega(a)=\omega(b)=0 \tag{6.11}
\end{equation*}
$$

If $\omega(r)$ were ever negative in $a \leq r \leq b$, there would be at least one minimum with

$$
\omega^{\prime \prime} \geq 0, \quad \omega^{\prime}=0, \quad \omega<0
$$

which contradicts $(6.10)$. If $\omega(r)$ were ever greater than $(2 / \lambda)$, there would be at least one maximum with

$$
\omega^{\prime \prime} \leq 0, \quad \omega^{\prime}=0, \quad \omega>(2 / \lambda)
$$

again contradicting (6.10). Therefore

$$
\begin{equation*}
0 \leq \omega(r) \leq(2 \mid \lambda) \text { for } a \leq|r| \leq b \tag{6.12}
\end{equation*}
$$

which proves (6.9) and also Lemma 2.
Lemma 3 deals with a geometrical property of a finite set of points in space. Let this set be $\left\{\mathbf{r}_{0}\right.$, $\left.r_{1}, \cdots, r_{n}\right\}$. We distinguish a point, $r_{0}$ say, and attach an index to each of the rest of them. The index of $r_{i}$ is said to be the integer $l$ if $r_{0}$ is the (l)th nearest neighbor of $\mathbf{r}_{i}$ in the given set. Let now $k \geq 1$ be fixed, and define a certain subset, say $\left\{\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{m}\right\}$, consisting of all those points whose indices do not exceed $k$. We want to prove

$$
\begin{equation*}
m \leq(4 \pi / \omega) k \tag{6.13}
\end{equation*}
$$

with $\omega$ defined in (5.18).
Let $C_{\theta}$ be the circular cone with vertex at $\mathbf{r}_{0}$, half-angle $\frac{1}{6} \pi$ and axis pointing in the direction $\theta$. Let $v=\nu(\theta)$ be the number of points among $\left\{\mathbf{r}_{1}\right.$, $\left.\mathbf{r}_{2}, \cdots, \mathbf{r}_{m}\right\}$ which are inside $C_{\theta}$. We have

$$
\begin{equation*}
\int d \Omega_{\theta} v(\theta)=m \omega \tag{6.14}
\end{equation*}
$$

where the integration is over the solid angle element formed by varying $\theta$. Thus (6.13) follows if we show

$$
\begin{equation*}
v(\theta) \leq k \tag{6.15}
\end{equation*}
$$

Let now $\theta$ be fixed, and suppose for the sake of definiteness that out of $\left\{\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{m}\right\}$ the first $y$
points are inside $C_{\theta}$. If $\nu=0$ or $1,(6.15)$ is true trivially, so we may suppose $y \geq 2$. We choose the notation so that

$$
\begin{equation*}
\left|r_{0}-\mathbf{r}_{1}\right| \leq\left|\mathbf{r}_{0}-\mathbf{r}_{2}\right| \leq \cdots \leq\left|\mathbf{r}_{0}-\mathbf{r}_{v}\right| \tag{6.16}
\end{equation*}
$$

Take an $i(1 \leq i \leq v-1)$ and consider the triangle ( $\mathbf{r}_{0}, \mathbf{r}_{i}, \mathbf{r}_{v}$ ). Since the angle at $\mathbf{r}_{0}$ is $\leq \frac{1}{3} \pi$, the largest angle of this triangle must be either at $\mathbf{r}_{i}$ or at $\mathbf{r}_{v}$. But the latter is excluded because $\left|\mathbf{r}_{0}-\mathbf{r}_{i}\right| \leq\left|r_{0}-\mathbf{r}_{v}\right|$ and in a triangle the largest side occurs opposite the largest angle. Thus the angle at $\mathbf{r}_{i}$ is largest and so, by the same principle,

$$
\begin{equation*}
\left|\mathbf{r}_{v}-\mathbf{r}_{i}\right| \leq\left|\mathbf{r}_{v}-\mathbf{r}_{0}\right| \tag{6.17}
\end{equation*}
$$

Since this is true of $i=1,2, \cdots, v-1, \mathrm{r}_{0}$ cannot be less than the $(v)$ th nearest neighbor of $r_{v}$ or, in other words, the index of $r_{v}$ is at least $\eta$. By assumption this index does not exceed $k$, therefore $\nu \leq k$ which is what was to be shown. This completes the proof of Lemma 3.

We may remark that the numerical factor $4 \pi / \omega=$ $8+4 \sqrt{3}=14.928 \cdots$ in Lemma 3 is close to the best possible (if indeed not the best). To see this we display a set of $n=12 k+1$ points such that $12 k$ of them possess the index $k$. Choose one point $r_{0}$ at the center of a regular icosahedron and the rest of them, $\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{n}$ in groups of $k$ very close to the 12 vertices. Since the edge of an icosahedron exceeds the distance of its center from its vertices, the center $\mathbf{r}_{0}$ is the $(k)$ th nearest neighbor to all $12 k$ points. Thus the best constant of Lemma 3 must be $\geq 12$.

To prove Lemma 4 we choose a fixed $k \geq 2$ (the case $k=1$ is trivial), and define coefficients $h_{l}$ as follows

$$
\left\{\begin{array}{l}
h_{l}=\frac{1}{1+a_{l}} \prod_{j=1}^{l-1} \frac{a_{j}}{1+a_{j}}(l=1,2, \cdots, k-1)  \tag{6.18}\\
h_{k}=\prod_{j=1}^{k-1} \frac{a_{j}}{1+a_{j}}
\end{array}\right.
$$

These quantities satisfy

$$
\begin{align*}
& \sum_{j=1}^{k} h_{j}=1 \\
& \sum_{j=l}^{k} h_{j}=a_{l-1} h_{l-1} \quad(l=2,3, \cdots, k) \tag{6.19}
\end{align*}
$$

Now multiply the first $k$ of the inequalities (5.21) by $h_{1}, h_{2}, \cdots, h_{k}$ respectively and add (this is valid because $h_{l} \geq 0$ ). The inequality which results is just (5.22) with $A_{k}$ and $B_{k}$ given by (5.23) and (5.24).

## 7. PROOF OF THEOREM 4

We now assume all particles are fermions and that they fall into $q \geq 1$ groups so that the exclusion
principle holds between particles of the same group. No assumption is made about the number in each group except that the total number is $N \geq q+1$.

We make use of the antisymmetry of the wavefunction of identical fermions only by the application of the following inequality.

Lemma 5: Let $\Psi=\Psi\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{v}\right)$ be a function of $\nu \geq 2$ space points having continuous first derivatives, antisymmetric with respect to interchange of any two points, and defined with all points in a sphere $\Omega$ of radius $\lambda$. Then

$$
\begin{equation*}
\int_{\Omega} d^{3 v} x \sum_{i=1}^{\nu}\left|\nabla_{i} \Psi\right|^{2} \geq(v-1) \frac{\xi^{2}}{\lambda^{2}} \int_{\Omega} d^{3 v} x|\Psi|^{2} \tag{7.1}
\end{equation*}
$$

where $\xi=2.082$ is the smallest positive root of the equation

$$
\begin{equation*}
\left(d^{2} / d x^{2}\right)(\sin x / x)=0 \tag{7.2}
\end{equation*}
$$

For simplicity take $\nu=2$ (the proof for $\nu \geq 3$ is analogous). Expand

$$
\begin{equation*}
\Psi=\Psi(\mathbf{x}, \mathbf{y})=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} C_{n, m} u_{n}(\mathbf{x}) u_{m}(\mathbf{y}) \tag{7.3}
\end{equation*}
$$

in terms of the complete orthonormal set of eigenfunctions $\left\{u_{n}(\mathbf{x})\right\}$ defined by the eigenvalue problem

$$
\begin{equation*}
-\Delta_{x} u_{n}(\mathbf{x})=\epsilon_{n} u_{n}(\mathbf{x}) \tag{7.4}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\frac{\partial}{\partial r} u_{n}(\mathbf{x})=0 \quad \text { for } \quad r=|\mathbf{x}|=\lambda \tag{7.5}
\end{equation*}
$$

One finds

$$
\begin{align*}
\int_{\Omega} d^{3} x \int_{\Omega} d^{3} y\left|\nabla_{x} \Psi\right|^{2} & =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \epsilon_{n}\left|C_{n, m}\right|^{2} \\
& =\frac{1}{2} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty}\left(\epsilon_{n}+\epsilon_{m}\right)\left|C_{n m}\right|^{2} \tag{7.6}
\end{align*}
$$

because the antisymmetry of $\Psi$ implies $C_{n, m}=-C_{m, n}$. Also

$$
\begin{equation*}
\int_{\Omega} d^{3} x \int_{\Omega} d^{3} y|\Psi|^{2}=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty}\left|C_{n, m}\right|^{2} . \tag{7.7}
\end{equation*}
$$

The ratio of (7.6) to (7.7) is smallest when $C_{n, m} \neq 0$ only for those two values $n \neq m$ for which $\epsilon_{n}$ and $\epsilon_{m}$ are the two lowest eigenvalues. There is one $s$-state eigenvalue $\epsilon_{0}=0$ with $u_{0}(\mathbf{x})=\left(\frac{4}{3} \pi \lambda^{3}\right)^{-\frac{1}{2}}$, and three degenerate $p$-state eigenvalues

$$
\begin{equation*}
\epsilon_{1}=\epsilon_{2}=\epsilon_{3}=\xi^{2} / \lambda^{2} . \tag{7.8}
\end{equation*}
$$

The remaining $\epsilon_{j}$ all lie higher than (7.8). This completes the proof of Lemma 5.

The proof of Theorem 4 is based on an inequality
which is important in its own right. It involves only $t$ and $K_{p-1}$ for some $p \geq q+1$. It depends purely on the antisymmetry of the wavefunction and has nothing to do with the Coulomb problem as such.

Theorem 8: For a system of $N \geq q+1$ fermions belonging to $q \geq 1$ species

$$
\begin{equation*}
\left(43 / \xi^{2}\right)[p /(p-q)] t \geq K_{p-1}^{2} \tag{7.9}
\end{equation*}
$$

for $q+1 \leq p \leq N$.
The proof of Theorem 8 is based on Lemma 5. Before proving it we show how Theorem 4 is derived from Theorem 8. Since for $q=1$ the physical content of Theorem 4 is vacuous, we may assume $q \geq 2$. From (5.20) and Lemma 4 we derive, using (5.29) and (5.32),

$$
\begin{equation*}
K_{1}<(3 p)^{\frac{1}{3}}\left[K_{p-1}+(2 / \lambda)+(2 \pi / \omega) \lambda t\right] . \tag{7.10}
\end{equation*}
$$

The inequality (7.9) may be rewritten in the alternate form

$$
\begin{equation*}
\mu \frac{43}{8 \xi^{2}} \frac{p}{p-q} t-K_{p-1}+\frac{2}{\mu} \geq 0, \tag{7.11}
\end{equation*}
$$

where $\mu$ is an arbitrary positive number. From (7.10) and (7.11) we eliminate $K_{p-1}$, obtaining

$$
\begin{equation*}
K_{1}<(3 p)^{\frac{\lambda}{2}}\left[\left(\frac{2 \pi}{\omega} \lambda+\frac{43}{8 \xi^{2}} \frac{p}{p-q} \mu\right) t+2\left(\frac{1}{\lambda}+\frac{1}{\mu}\right)\right] \tag{7.12}
\end{equation*}
$$

Comparing with (5.34) we observe that (7.12) is a weaker inequality when $p>N$. Thus we may ignore the restriction $p \leq N$ given in Theorem 8 and choose

$$
\begin{equation*}
p=2 q \tag{7.13}
\end{equation*}
$$

for any $N \geq q+1$. Finally, $\lambda$ and $\mu$ are chosen to minimize the right-hand side of (7.12). This results in the following.

Corollary to Theorem 8: Under the conditions given in the theorem,

$$
\begin{equation*}
K_{1}<A q^{\frac{1}{3}} t^{\frac{1}{2}} \tag{7.14}
\end{equation*}
$$

with the constant

$$
\begin{align*}
A & =2 \cdot 6^{\frac{1}{3}}\left[\left(\frac{4 \pi}{\omega}\right)^{\frac{1}{2}}+\left(\frac{43}{2 \xi^{2}}\right)^{\frac{1}{2}}\right] \\
& =22.2 \cdots . \tag{7.15}
\end{align*}
$$

The proof of Theorem 4 is now completed by using (7.14) in (5.7)

$$
\begin{align*}
\left(\psi, H_{N} \psi\right) & >N\left[\left(\hbar^{2} / 2 m\right) t-e^{2} K_{1}\right] \\
& >N\left[\left(\hbar^{2} / 2 m\right) t-A q^{\frac{1}{3}} e^{2} t^{\frac{1}{2}}\right] \\
& \geq-A^{2} q^{\frac{2}{3}} N \mathrm{Ry}, \tag{7.16}
\end{align*}
$$

with $A^{2}<500$ by (7.15).

## 8. PROOF OF THEOREM 8

We begin by introducing an arbitrary length $\lambda$ and writing

$$
\begin{equation*}
t=\left(\frac{4 \pi \lambda^{3}}{3}\right)^{-1} \int d^{3 N} r \frac{1}{N} \sum_{j=1}^{N}\left|\nabla_{i} \psi\right|^{2} \int_{\left|r_{j}-\nu\right| \leq \lambda} d^{3} y \tag{8.1}
\end{equation*}
$$

If the order of the integrations over the $r_{j}$ and over $y$ is interchanged, this becomes

$$
\begin{align*}
t= & \left(\frac{4 \pi \lambda^{3}}{3}\right)^{-1} \frac{1}{N} \int d^{3} y \sum_{P} \int_{\text {out }} d^{3} r_{j_{1}} \cdots \int_{\text {out }} d^{3} r_{j_{N-v}} \\
& \times \int_{\text {in }} d^{3} r_{i_{1}} \cdots \int_{\text {in }} d^{3} r_{i_{v}}\left[\left|\nabla_{i_{1}} \psi\right|^{2}+\cdots+\left|\nabla_{i_{v}} \psi\right|^{2}\right] \tag{8.2}
\end{align*}
$$

The summation is over all partitions $P$ of the set of subscripts $\{1,2, \cdots, N\}$ into two parts $\left\{i_{1}, i_{2}, \cdots, i_{v}\right\}$ and $\left\{j_{1}, j_{2}, \cdots, j_{N-v}\right\}$. The phrase "in" under an integral sign signifies that the corresponding integration variable is restricted to lie inside the sphere of radius $\lambda$ around the center $y$, while "out" means the opposite restriction.

We now drop all terms from the sum over $P$ which do not satisfy

$$
\begin{equation*}
p \leq v \leq N \tag{8.3}
\end{equation*}
$$

where $p$ is an arbitrary integer satisfying

$$
\begin{equation*}
q+1 \leq p \leq N \tag{8.4}
\end{equation*}
$$

Consider now a particular $P$ and the particles labeled $i_{1}, i_{2}, \cdots, i_{v}$ which are inside the sphere of radius $\lambda$ around the center $y$. Let $\nu_{1}, \nu_{2}, \cdots, \nu_{q}$ be the numbers among them which belong to the first, second, $\cdots$, (q)th species respectively. We apply Lemma 5 to the integration over the $\nu_{1}$ variables belonging to the first species, then over the $\nu_{2}$ variables belonging to the second species, and so on. Since

$$
\begin{equation*}
\sum_{s=1}^{q}\left(v_{s}-1\right)=v-q \geq \frac{p-q}{p} v \tag{8.5}
\end{equation*}
$$

under the restriction (8.3), we obtain

$$
\begin{gather*}
t \geq\left(\frac{4 \pi \lambda^{3}}{3}\right)^{-1} \frac{1}{N} \frac{\xi^{2}}{\lambda^{2}} \sum_{P}^{\prime} \frac{p-q}{p} v \int d^{3} y \int_{\text {out }} d^{3} r_{j_{1}} \cdots \\
\int_{\text {out }} d^{3} r_{i_{N-v}} \int_{\text {in }} d^{3} r_{i_{1}} \cdots \int_{\text {in }} d^{3} r_{i_{v}}|\psi|^{2} \tag{8.6}
\end{gather*}
$$

The prime on the summation sign stands for the restriction of the sum to terms $P$ for which $\nu=\nu(P)$ satisfies (8.3). We now restore the original order of the integration variables. This gives
$t \geq\left(\frac{4 \pi \lambda^{3}}{3}\right)^{-1} \frac{1}{N} \frac{\xi^{2}}{\lambda^{2}} \frac{p-q}{p} \int d^{3 N} r|\psi|^{2} \sum_{v=p}^{N} v \int_{\Omega_{v}} d^{3} y$.

Here $\Omega_{v}=\Omega_{v}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{N}\right)$ is the set of points $\mathbf{y}$ such that the inequality $\left|\mathbf{r}_{i}-\mathbf{y}\right| \leq \lambda$ is true for exactly $\nu$ (and not more) values of the subscript $i$. We find it convenient to rewrite (8.7) somewhat differently

$$
\begin{equation*}
\sum_{v=p}^{N} v \int_{\Omega_{v}} d^{3} y=\sum_{i=1}^{N} \int_{\Xi_{i}} d^{3} y \tag{8.8}
\end{equation*}
$$

$\Xi_{i}$ is a set of points $y$, defined by the condition that $\left|\mathbf{r}_{i}-\mathbf{y}\right| \leq \lambda$, and at least $p-1$ more inequalities of the same type $\left|\mathbf{r}_{j}-\mathbf{y}\right| \leq \lambda(j \neq i)$ hold. The identity (8.8) is verified easiest after its intuitive content is grasped in terms of simple examples.

The next step is to obtain a lower bound for the volume of $\Xi_{i}$ (as a function of the $r_{1}, \cdots, r_{N}$ ). It is at this point that we introduce the $(p-1)$ st nearestneightor distance $R_{i, p-1}$ of the point $r_{i}$. When $R_{i, p-1} \geq \lambda$ we write

$$
\begin{equation*}
\int_{\Xi_{i}} d^{3} y \geq 0 \tag{8.9}
\end{equation*}
$$

Let then $R_{i, p-1}<\lambda$. There are precisely $p-1$ values of $j(j \neq i)$ such that

$$
\begin{equation*}
\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right| \leq R_{i, p-1} \tag{8.10}
\end{equation*}
$$

Consider the set $\Xi_{i}^{\prime}$ of $y$ satisfying

$$
\begin{equation*}
\left|\mathbf{y}-\mathbf{r}_{i}\right| \leq \lambda-R_{i, p-1} \tag{8.11}
\end{equation*}
$$

$\Xi_{i}^{\prime}$ is a sphere of volume

$$
\begin{equation*}
\int_{\Xi_{i^{\prime}}} d^{3} y=\frac{4 \pi}{3}\left(\lambda-R_{i, p-1}\right)^{3} \tag{8.12}
\end{equation*}
$$

For any $y$ inside it and any $j$ satisfying (8.11) one has $\left|\mathbf{y}-\mathbf{r}_{i}\right| \leq \lambda$, which shows that $\Xi_{i}^{\prime}$ is a subset of $\Xi_{i}$. So we have

$$
\begin{equation*}
\int_{\Xi_{i}} d^{2} y \geq \frac{4 \pi}{3}\left(\lambda-R_{i, p-1}\right)^{3} . \tag{8.13}
\end{equation*}
$$

We now take (8.13) and (8.9) into (8.8) and (8.7). This gives
$t \geq \frac{\xi^{2}}{\lambda^{2}} \frac{p-q}{p} \frac{1}{N} \int d^{3 N} r|\psi|^{2} \sum_{i=1}^{N} \max \left\{0,\left(1-\frac{R_{i p-1}}{\lambda}\right)^{3}\right\}$.

This inequality holds for any positive $\lambda$. We average it over all values of $\lambda$ in the interval $0 \leq \lambda \leq a$. We have
$\frac{1}{a} \int_{0}^{a} \frac{d \lambda}{\lambda^{2}} \max \left\{0,\left(1-\frac{R}{\lambda}\right)^{3}\right\}$

$$
\begin{align*}
& =\frac{1}{4 a R}\left(1-\frac{R}{a}\right) \max \left\{0,\left(1-\frac{R}{a}\right)^{3}\right\} \\
& \geq(1 / 4 a R)-\left(1 / a^{2}\right) \tag{8.15}
\end{align*}
$$

Therefore (8.14) implies

$$
\begin{equation*}
t \geq \xi^{2} \frac{p-q}{p}\left(\frac{K_{p-1}}{4 a}-\frac{1}{a^{2}}\right) \tag{8.16}
\end{equation*}
$$

The best value of $a$ is $8\left(K_{p-1}\right)^{-1}$, yielding

$$
\begin{equation*}
t \geq \frac{\xi^{2}}{64} \frac{\mathrm{p}-q}{p} K_{p-1}^{2} \tag{8.17}
\end{equation*}
$$

This completes the proof of Theorem 8 ,- except that 64 appears instead of the coefficient 43 on the left side of (7.9).

We have succeeded in deducing (8.17) with the coefficient 43 , starting from (8.14). This requires only elementary but complicated manipulations which we do not present here. ${ }^{8}$ In mathematical terms the problem is the following. Given some probability distribution function $F(t)$ on the positive real axis [ $F$ is nondecreasing and $F(0)=0, F(\infty)=1$ ], such that

$$
\begin{equation*}
\int_{0}^{x}(x-t)^{3} d F(t) \leq C^{2} x^{5} \tag{8.18}
\end{equation*}
$$

for all positive $x$, where $C$ is a constant. Write

$$
\begin{equation*}
K=\int_{0}^{\infty} \frac{1}{t} d F(t) \tag{8.19}
\end{equation*}
$$

What is the best possible inequality of the type

$$
\begin{equation*}
K^{2} \leq \alpha C^{2} ? \tag{8.20}
\end{equation*}
$$

The argument above shows $\alpha \leq 64$. Our more elaborate argument gives $\alpha \leq 43$. It is easy to see that the best $\alpha$ cannot be less than 40 . For if $F(t)=$ $\min \left\{1,10 C^{2} t^{2}\right\}$, then $K^{2}=40 C^{2}$. To determine the best $\alpha$ is an amusing problem, but it would give only a trivial numerical improvement of Theorems 8 and 4.

## 9. SMOOTH BACKGROUND CHARGE

Theorem 4 can be generalized by adding a smooth external charge distribution to the $N$ fermions. The particles now interact not only with each other but also with the field produced by this background charge. Let $\rho(\mathbf{x})$ be the charge density producing the external field. The Hamiltonian is now

$$
\begin{align*}
& \bar{H}_{N}=\sum_{j=1}^{N}\left(-\frac{\hbar^{2}}{2 m_{j}} \Delta_{j}\right)+\sum_{1 \leq i<j \leq N} \sum_{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|}^{e_{i} e_{j}} \\
& +\sum_{i=1}^{N} e_{i} \int d_{3} x \frac{\rho(\mathbf{x})}{\left|\mathbf{x}-\mathbf{r}_{i}\right|}+\frac{1}{2} \int d^{3} x \int d^{3} y \frac{\rho(\mathbf{x}) \rho(\mathbf{y})}{|\mathbf{x}-\mathbf{y}|} \tag{9.1}
\end{align*}
$$

The last term is a $C$ number, the self-energy of the background charge. We assume that it is finite.

[^70]Theorem 9: Suppose $N$ particles satisfy the conditions of Theorem 4 and are subject to an external field generated by a smooth charge density with finite self-energy. Then

$$
\begin{equation*}
E_{\min }>-A(2 q)^{\frac{2}{3}} N \mathrm{Ry} \tag{9.2}
\end{equation*}
$$

where $A$ is the same constant as in Theorem 4.

To prove this we consider a fictitious system consisting of $2 N$ particles, $N$ of them having the given masses $m_{i}$ and charges $e_{i}$, and the other $N$ of them having the same masses $m_{i}$ but opposite charges $-e_{i}$. The total number of species is $2 q$. Let $H_{2 N}^{\prime}$ denote the Hamiltonian of this system, which includes the kinetic energy and the Coulomb energy due to the interactions between all $2 N$ charges. Consider now the energy of this system in a state $\Psi$ defined by

$$
\begin{equation*}
\Psi\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{2 N}\right)=\psi\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{N}\right) \psi\left(\mathbf{r}_{N+1}, \cdots, \mathbf{r}_{2 N}\right) \tag{9.3}
\end{equation*}
$$

It is

$$
\begin{align*}
\left(\Psi, H_{2 N}^{\prime} \Psi\right)= & 2\left(\psi, H_{N} \psi\right)-\int d^{6 N} r\left|\psi\left(\mathbf{r}_{1} \cdot \cdots, \mathbf{r}_{N}\right)\right|^{2} \\
& \times\left|\psi\left(\mathbf{r}_{N+1}, \cdots, \mathbf{r}_{2 N}\right)\right|^{2} \sum_{i=1}^{N} \sum_{j=N+1}^{2 N} \frac{e_{i} e_{j}}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|} \tag{9.4}
\end{align*}
$$

Here by $H_{N}$ we mean the Hamiltonian (1.1), i.e., the energy of the first $N$ particles alone. Theorem 4 asserts that

$$
\begin{equation*}
\left(\Psi, H_{2 N}^{\prime} \Psi\right)>-A 2 N(2 q)^{\frac{2}{3}} \mathrm{Ry} \tag{9.5}
\end{equation*}
$$

We compare this with the expectation value of the operator $\bar{H}_{N}$ given by (9.1) in the state $\psi$.

$$
\begin{align*}
\left(\psi, \bar{H}_{N} \psi\right)= & \left(\psi, H_{N} \psi\right)+\int d^{3 N_{r}}\left|\psi\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{N}\right)\right|^{2} \int d_{\mathbf{3}} x \\
& \times \sum_{i=1}^{N} \frac{e_{i} \rho(\mathbf{x})}{\left|\mathbf{r}_{i}-\mathbf{x}\right|}+\frac{1}{2} \int d^{3} x \int d^{3} y \frac{\rho(\mathbf{x}) \rho(\mathbf{y})}{|\mathbf{x}-\mathbf{y}|} \tag{9.6}
\end{align*}
$$

Therefore we have

$$
\begin{align*}
&\left(\psi, \bar{H}_{N} \psi\right)-\frac{1}{2}\left(\Psi, H_{2 N}^{\prime} \Psi\right) \\
&=\frac{1}{2} \int d^{3} x \int d^{3} y \frac{\rho^{\prime}(\mathbf{x}) \rho^{\prime}(\mathbf{y})}{|\mathbf{x}-\mathbf{y}|} \tag{9.7}
\end{align*}
$$

where

$$
\begin{equation*}
\rho^{\prime}(\mathbf{x})=\rho(\mathbf{x})+\int d^{3 N} r|\psi|^{2} \sum_{i=1}^{N} e_{i} \delta\left(\mathbf{r}_{i}-\mathbf{x}\right) \tag{9.8}
\end{equation*}
$$

The integral on the right-hand side of (9.7) is nonnegative. Therefore

$$
\begin{equation*}
\left(\psi, \bar{H}_{N} \psi\right) \geq \frac{1}{2} \Psi, H\left({ }_{2 N}^{\prime} \Psi\right), \tag{9.9}
\end{equation*}
$$

and comparing this with (9.5) the conclusion of Theorem 9 follows. Equality can occur in (9.9) only when $\rho^{\prime}=0$ identically, that is when the given background charge density exactly cancels the charge density $\int d^{3 N} r|\psi|^{2} \sum_{i} e_{i} \delta\left(\mathbf{r}_{i}-\mathbf{x}\right)$ of the particles.

In this proof it is essential that we included the last term in (9.1), the self-energy of the background charge, in the definition of the Hamiltonian $\bar{H}_{N}$. Thus it is impossible to think of $\rho(\mathbf{x})$ as the (singular) charge density of a certain number of fixed point charges, for in that case the self-energy is infinite and Theorem 9 is vacuous. This consideration shows that our Theorem 5 is a significantly deeper result than Theorem 9, because it asserts the stability of a system
of charged fermions in the field of fixed point charges where the energy, by definition, does not contain any self-energy term.
Note added in proof: For a deeper discussion of (6.5) see E. Nelson, Phys. Rev. 150, 1079 (1966).
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## I. INTRODUCTION

IN a recent paper $^{1}$ (referred to as 1 ), translational invariance properties for a finite one-dimensional hard-core fluid were established. It was found that, for densities less than half the close packing density, there exists a central region in which the one-, two-, $\cdots, N$-particle distribution functions are translationally invariant. It is the main purpose of this paper to extend these results to one-dimensional systems with arbitrary forces of finite extent, $R$.

In I, use was made of the fact that, for systems with nearest-neighbor interactions, the $n$-particle distribution functions, $D_{n}$, are expressible in terms of the configurational partition function. For pure hard cores (no attractive forces), this function is well known, and its precise form was used explicitly throughout the investigation of paper $I$. In order to extend the

[^72]investigation to a general class of potentials of finite extent, we employ a method which expresses derivatives of distribution functions in terms of other distribution functions. These expressions are in the form of recursion relations which lead to the translational invariance properties of the $n$-particle distribution functions. The bulk of this paper deals with the derivation of these recursion relations. Once obtained, the translational invariance properties are immediately established using mathematical induction.

The main result is that, for $N$ particles contained in the interval $[0, L]$, where $L>2(N-n) R$, there exist central regions, $[(N-n) R, L-(N-n) R]$, in which the functions $D_{n}$ for $n=1, \cdots, N$ are translationally invariant. It is rigorously established that, for nearest-neighbor potentials, these translational invariance properties do not hold outside the central regions and evidence that this is also true for potentials of arbitrary extent is presented. An interesting
feature is that the translational invariance of $D_{n}$ does not require a hard core and depends only upon the finite extent of the potential. Furthermore, the results are independent of the temperature.

In Sec. II, we establish a notation convention and recall several useful formulas from paper I. Section III introduces the general method of this paper and the major results of paper I are rederived. In Sec. IV, these results are extended to the case of general nearest-neighbor forces. Section $V$ is devoted to the case of arbitrary forces of finite extent. A discussion of the results is contained in Sec. VI.

## II. NOTATION AND REVIEW

Consider a one-dimensional system of $N+1$ particles contained in the interval $[0, L]$. (We use $N+1$ instead of $N$ for algebraic convenience.) Assume the particles interact according to a two-body potential energy $w(x)$, where $x$ is the interparticle separation. The configurational partition function for the system is

$$
\begin{align*}
Z(L, N+1)= & (N+1)! \\
& \times \int_{\mathcal{O}_{L}} \cdots \int \exp \left[-\beta \sum_{i<j}^{N+1} w\left(x_{i j}\right)\right] \prod_{k=1}^{N+1} d x_{k} \tag{1}
\end{align*}
$$

Here $x_{i j}=\left|x_{i}-x_{j}\right|, \beta$ is the inverse temperature and $\mathcal{O}_{L}$ is the ordered domain $0 \leq x_{1} \leq \cdots \leq x_{N+1} \leq L$. The $n$-particle distribution functions

$$
D_{n}^{(N+1)}\left(x_{1}, \cdots, x_{n} \mid L\right)
$$

are defined by ${ }^{2}$

$$
\begin{align*}
D_{n}^{(N+1)}\left(x_{1},\right. & \left.\cdots, x_{n} \mid L\right) \\
& =\frac{(N+1)!}{(N+1-n)!} \times \frac{1}{Z(L, N+1)} \\
& \times \int_{0}^{L} \cdots \int_{0}^{L} \exp \left[-\beta \sum_{i<j}^{N+1} w\left(x_{i j}\right)\right] \prod_{k=n+1}^{N+1} d x_{k} \tag{2}
\end{align*}
$$

if $0 \leq x_{i} \leq L$ for $i=1, \cdots, n$ and are identically zero otherwise.

If $w(x)$ contains a hard-core part with diameter $d$ and is zero for $x \geq 2 d$, then, according to $I$, the ordered $n$-particle distribution functions have a particularly useful form

$$
\begin{align*}
D_{n}^{(N+1)}\left(x_{1} \leq\right. & \left.\cdots \leq x_{n} \mid L\right)=\frac{1}{n!Z(L, N+1)} \\
& \times \sum_{\left\{N_{i}\right\}}^{\prime} \frac{(N+1)!}{\Pi_{i} N_{i}!} \tilde{Z}\left(x_{1}, N_{1}\right) \tilde{Z}\left(L-x_{n}, N_{n+1}\right) \\
& \times \prod_{k=2}^{n} Z\left(x_{k}-x_{k-1}, N_{k}\right) \tag{3}
\end{align*}
$$

[^73]This function is normalized to

$$
\binom{N+1}{n}
$$

over the ordered domain $\mathcal{O}_{L}$. The prime indicates that the summation over the set $\left\{N_{1}, \cdots, N_{n+1}\right\}$ is to be carried out under the constraint

$$
\sum_{j=1}^{n+1} N_{j}=N+1-n .
$$

When $n=1$, the product of $Z$ functions does not appear. $\tilde{Z}$ and $\boldsymbol{Z}$ are modified configurational integrals which are defined by

$$
\begin{align*}
\tilde{Z}(x, n)= & n!\int_{\Theta_{x}} \cdots \int \exp \left[-\beta \sum_{i<j}^{n} w\left(x_{i j}\right)\right. \\
& \left.-\beta \sum_{i=1}^{n} w\left(\left|x_{i}-x\right|\right)\right] \prod_{k=1}^{n} d x_{k},  \tag{4a}\\
Z(x, n)= & n!\int_{\mathcal{C}_{x}} \cdots \int \exp \left[-\beta \sum_{i<j}^{n} w\left(x_{i j}\right)\right. \\
& \left.-\beta \sum_{i=1}^{n} w\left(\left|x_{i}-x\right|\right)-\beta \sum_{i=1}^{n} w\left(x_{i}\right)\right] \prod_{k=1}^{n} d x_{k} . \tag{4b}
\end{align*}
$$

For the special case when $w(x)$ is a pure hard-core potential, one has (see Appendix B of I)
$Z(x, n)=[x-(n-1) d]^{n}$, for $x \geq(n-1) d$,
$\tilde{Z}(x, n)=[x-n d]^{n}, \quad$ for $x \geq n d$,
$Z(x, n)=[x-(n+1) d]^{n}$, for $x \geq(n+1) d$.
These functions are identically zero outside the indicated domains. It should be emphasized that Eq. (3) holds only for the case of nearest-neighbor forces and requires that $w(x)$ contain a hard-core part. ${ }^{3}$

## III. ONE-DIMENSIONAL PURE HARD-CORE FLUID

In this section, we rederive the main results of I without resort to the explicit evaluation of the partition function. Specifically, we prove that, for $N$ hard-core particles of length $d$ in the one-dimensional interval $[0, L]$, where $L>2(N-n) d$, the distribution function $D_{n}^{(N)}\left(x_{1}, \cdots, x_{n} \mid L\right)$ is translationally invariant for $(N-n) d<x_{i}<L-(N-n) d$ and $i=1,2, \cdots$, $n$. To do this, we first look at the derivative of $D_{1}^{(N+1)}(x \mid L)$ with respect to $x$. From Eq. (3), we have

$$
\begin{align*}
D_{1}^{(N+1)}(x \mid L)= & \frac{(N+1)}{Z(L, N+1)} \\
& \times \sum_{n=\sigma(x)}^{\gamma(x)}\binom{N}{n} \tilde{Z}(x, n) \tilde{Z}(L-x, N-n), \tag{6}
\end{align*}
$$

[^74]where $\sigma(x)$ and $\gamma(x)$ are given by ${ }^{4}$

$\gamma(x)=\left\{\begin{array}{l}k \text { for } k d<x<(k+1) d ; \\ k \text { for } x>N d,\end{array}\right.$
$\sigma(x)=\left\{\begin{array}{l}k \text { for } \quad L-N d+(k-1) d<x<L \\ 0 \quad \text { for } \quad x<L-k) d ; k=1, \cdots, N, \\ 0 \quad . \quad\end{array}\right.$
The derivative is then given by

$$
\begin{align*}
& \frac{\partial}{\partial x} D_{1}^{(N+1)}(x \mid L)=\frac{(N+1)}{Z(L, N+1)} \sum_{n=\sigma(x)}^{\gamma(x)}\binom{N}{n} \\
& \times\left[\tilde{Z}(L-x, N-n) \frac{\partial}{\partial x} \tilde{Z}(x, n)\right. \\
& \left.+\tilde{Z}(x, n) \frac{\partial}{\partial x} \tilde{Z}(L-x, N-n)\right] \tag{8}
\end{align*}
$$

+ terms proportional to $\partial \gamma / \partial x$ and $\partial \sigma / \partial x$.
If we now restrict ourselves to values of $x$ which are not integral multiples of $d$, then the terms involving the derivatives of $\gamma(x)$ and $\sigma(x)$ vanish. This restriction is of no consequence since this set of points has measure zero.

It is necessary now to evaluate the derivative of $\tilde{Z}$. For the pure hard-core case, this can be done easily since we have an explicit expression for $\tilde{Z}$ as given by Eq. (5b). For $x \geq n d$,

$$
\begin{equation*}
(\partial / \partial x) \tilde{Z}(x, n)=n(x-n d)^{n-1}=n \tilde{Z}(x-d, n-1) \tag{9}
\end{equation*}
$$

However, this equation can be derived without explicit use being made of Eq. (5b). To do this, we go back to the original definition of $\tilde{Z}$ as given by Eq. (4a) applied to the nearest-neighbor case.

$$
\begin{align*}
\tilde{Z}(x, n)=n!\int_{\mathcal{O}_{x}} \cdots \int & \exp \left[-\beta \sum_{i=1}^{n-1} w\left(x_{i+1}-x_{i}\right)\right. \\
& \left.-\beta w\left(x-x_{n}\right)\right] \prod_{k=1}^{n} d x_{k} \tag{10}
\end{align*}
$$

where $w(x)$ is the hard-core potential given by

$$
w(x)=\left\{\begin{array}{lc}
\infty & \text { for } x<d  \tag{11}\\
0 & \text { otherwise }
\end{array}\right.
$$

Differentiating Eq. (10), we find

$$
\begin{align*}
& \frac{\partial}{\partial x} \tilde{Z}(x, n)= n!\int_{\mathcal{C}_{x}} \cdots \int \exp \left[-\beta \sum_{i=1}^{n-1} w\left(x_{i+1}-x_{i}\right)\right] \\
& \times\left\{\frac{\partial}{\partial x} \exp \left[-\beta w\left(x-x_{n}\right)\right]\right\} \prod_{k=1}^{n} d x_{k} \\
&= n \int_{0}^{x} d x_{n}\left\{\frac{\partial}{\partial x} \exp \left[-\beta w\left(x-x_{n}\right)\right]\right\} \\
&= n \tilde{Z}(x-d, n-1) \quad \times \tilde{Z}\left(x_{n}, n-1\right) \\
& \tag{12}
\end{align*}
$$

Here, we are explicitly using the fact that $\tilde{Z}(x, n) \equiv 0$ for $x<n d$.
in agreement with Eq. (9). In Eq. (12), the integrand of $\tilde{Z}$ evaluated at $x_{n}=x$ vanishes because of the Boltzmann factor $\exp [-\beta w(0)]$. The last step of Eq. (12) is true since

$$
\partial / \partial x \exp \left[-\beta w\left(x-x_{n}\right)\right]=\delta\left(x-x_{n}-d\right)
$$

where $\delta(x)$ represents the Dirac delta function. Similarly, we have

$$
\begin{align*}
& \frac{\partial}{\partial x} \tilde{Z}(L-x, N-n) \\
& =(N-n) \int_{x}^{L} d x_{1}\left\{\frac{\partial}{\partial x} \exp \left[-\beta w\left(x_{1}-x\right)\right]\right\} \\
& \\
& \quad \times \tilde{Z}\left(L-x_{1}, N-1-n\right)  \tag{13}\\
& =-(N-n) \tilde{Z}(L-x-d, N-1-n) .
\end{align*}
$$

We now proceed to use Eqs. (12) and (13) in Eq. (8).

$$
\begin{align*}
\frac{\partial}{\partial x} & D_{1}^{(N+1)}(x \mid L) \\
= & \frac{(N+1) N}{Z(L, N+1)} \sum_{n=\sigma(x)}^{\gamma(x)}\left[\binom{N-1}{n-1} \tilde{Z}(x-d, n-1)\right. \\
& \times \tilde{Z}(L-d-(x-d), N-1-(n-1)) \\
& \left.-\binom{N-1}{n} \tilde{Z}(x, n) \tilde{Z}(L-d-x, N-1-n)\right] \\
= & \frac{(N+1) Z(L-d, N)}{Z(L, N+1)} \\
& \times\left[D_{1}^{(N)}(x-d \mid L-d)-D_{1}^{(N)}(x \mid L-d)\right] . \tag{14}
\end{align*}
$$

The last step follows from a change of variables ( $n-1 \rightarrow n$ ) in the first summation. As in I , the binomial coefficient takes care of any error in the limits on the summations. Equation (14) is a recursion relation which expresses the derivative of a $D_{1}^{(N+1)}$ in terms of a difference of two $D_{1}^{(N)}$ 's. We now observe that $D_{1}^{(1)}(x \mid L)$ is a nonzero constant for $0 \leq x \leq L$ and vanishes otherwise. Therefore, from Eq. (14) it follows that

$$
\begin{align*}
& \frac{\partial}{\partial x} D_{1}^{(2)}(x \mid L) \\
& \quad=\frac{2 Z(L-d, 1)}{Z(L, 2)}\left[D_{1}^{(1)}(x-d \mid L-d)-D_{1}^{(1)}(x \mid L-d)\right] \\
& \quad=0 \tag{15}
\end{align*}
$$

for $d<x<L-d$; i.e., $D_{1}^{(2)}(x \mid L)$ is constant in the interval $[d, L-d]$. Furthermore, outside of the interval $[d, L-d], D_{1}^{(2)}(x \mid L)$ is clearly not constant
since
$\frac{\partial}{\partial x} D_{1}^{(2)}(x \mid L)=\left\{\begin{array}{r}\frac{2 Z(L-d, 1)}{Z(L, 2)} D_{1}^{(1)}(x-d \mid L-d), \\ \text { for } L-d<x<L, \\ -\frac{2 Z(L-d, 1)}{Z(L, 2)} D_{1}^{(1)}(x \mid L-d), \\ \text { for } 0<x<d .\end{array}\right.$
These results can now be used to show that $D_{1}^{(3)}(x \mid L)$ is constant in the interval $[2 d, L-2 d]$ but is not constant outside this interval. Working up step by step, one eventually arrives at the results

$$
D_{1}^{(N)}(x \mid L)
$$

is constant for

$$
(N-1) d<x<L-(N-1) d
$$

and

$$
L>2(N-1) d
$$

with

$$
\begin{gather*}
N \geq 1  \tag{17a}\\
D_{1}^{(N)}(x \mid L)
\end{gather*}
$$

is not constant for

$$
x<(N-1) d, \quad x>L-(N-1) d
$$

and

$$
L>(N-1) d
$$

with

$$
\begin{equation*}
N>1 \tag{17b}
\end{equation*}
$$

A formal proof by induction follows. Assume that $D_{1}^{(N)}(x \mid L)$ is independent of $x$ in the interval $[(N-1) d, L-(N-1) d]$ for $L>2(N-1) d$ and $N=r$. By Eq. (14), $D_{1}^{(r)}(x \mid L)$ independent of $x$ in the interval $[(r-1) d, L-(r-1) d]$ for $L>2(r-1) d$ implies that $D_{1}^{(r+1)}(x \mid L)$ is independent of $x$ in the interval $[r d, L-r d]$ for $L>2 r d$. Since $D_{1}^{(1)}(x \mid L)$ is independent of $x$ in the interval $[0, L]$ for $L>0$, we have by induction that $D_{1}^{(N)}(x \mid L)$ is independent of $x$ for $L>2(N-1) d$ and all $N \geq 1$ when $(N-1) d<$ $x<L-(N-1) d$. To prove (17b), assume that $D_{1}^{(N)}(x \mid L)$ is dependent on $x$ for $L>(N-1) d$ and $N=r$ when $x<(r-1) d$ or $x>L-(r-1) d$. Again using Eq. (14), $D_{1}^{(r)}(x \mid L)$ dependent on $x$ for $L>(r-1) d$ when $x<(r-1) d$ or $x>L-(r-1) d$ implies that $D_{1}^{(r+1)}(x \mid L)$ is dependent on $x$ for $L>r d$ when $x<r d$ or $x>L-r d$. Since $D_{1}^{(2)}(x \mid L)$ is dependent on $x$ for $L>d$ when $x<d$ or $x>L-d$, we have by induction that $D_{1}^{(N)}(x \mid L)$ is dependent on $x$ for $L>(N-1) d$ and all $N>1$ when $x<(N-1) d$ or $x>L-(N-1) d$. This completes the proof of (17a) and (17b).

Due to the existence of Eq. (3), we may use the translational invariance properties of $D_{1}^{(N)}$ to determine the corresponding properties of $D_{n}^{(N)}$. Combining

Eqs. (3) and (6), we have

$$
\begin{align*}
& D_{n}^{(N)}\left(x_{1} \leq \cdots \leq x_{n} \mid L\right) \\
&= \frac{1}{n!Z(L, N)} \sum^{\prime \prime} \frac{N!}{\eta!N_{2}!\cdots N_{n}!} \prod_{k=2}^{n} Z\left(x_{k}-x_{k-1}, N_{k}\right) \\
& \times \sum_{N_{1}=0}^{\eta}\binom{\eta}{N_{1}} \tilde{Z}\left(x_{1}, N_{1}\right) \tilde{Z}\left(L-\left(x_{n}-x_{1}\right)-x_{1}, \eta-N_{1}\right) \\
& n!Z(L, N) \frac{1}{\prime \prime} \frac{N!Z\left(L-\left(x_{n}-x_{1}\right), \eta+1\right)}{(\eta+1)!N_{2}!\cdots N_{n}!} \\
& \times\left\{\prod_{k=2}^{n} \bar{Z}\left(x_{k}-x_{k-1}, N_{k}\right)\right\} D_{1}^{(\eta+1)}\left(x_{1} \mid L-\left(x_{n}-x_{1}\right)\right) \tag{18}
\end{align*}
$$

The doubly primed summation is over $N_{2}, \cdots, N_{n}$ and $\eta=N_{1}+N_{n+1}$, with the constraint $N_{2}+\cdots+$ $N_{n}+\eta=N-n$. It is clear that when $D_{1}^{(\eta+1)}$ is independent of $x_{1}$, then $D_{n}^{(N)}$ depends only upon $\left(x_{2}-x_{1}\right), \cdots,\left(x_{n}-x_{n-1}\right)$. The condition for this independence is $\eta d \leq x_{1} \leq L-\left(x_{n}-x_{1}\right)-\eta d$. Since this must hold for $\eta=0,1, \cdots, N-n$ and $x_{n}$ $x_{1} \geq 0$, each term of Eq. (18) is $x_{1}$-independent if $(N-n) d \leq x_{1} \leq \cdots \leq x_{n} \leq L-(N-n) d$ when $L>2(N-n) d$. Furthermore, it follows that if one or more of the $x_{i}$ is outside $[(N-n) d, L-(N-n) d]$ then for fixed values of the nearest-neighbor spacings, $D_{n}^{(N)}\left(x_{1}, \cdots, x_{n} \mid L\right)$ is a nonconstant function of $x_{1}$. For further details the reader is referred to paper I.

## IV. ONE-DIMENSIONAL NEAREST-NEIGHBOR FLUID

Since the form of the one-particle distribution function [Eq. (6)] remains the same when we add nearest-neighbor forces to the hard core, we are tempted to derive an equation similar to Eq. (14), that is, a recursion relation for the $D_{1}$ 's. We now show that it is possible to do this and thus extend the results of Sec. III to include all nearest-neighbor forces.

We start with Eq. (8) which is correct for nearestneighbor forces. Using Eqs. (12) and (13) and making the variable changes $z=x-x_{n}$ and $z=x_{1}-x$, we have

$$
\frac{\partial}{\partial x} \tilde{Z}(x, n)=n \int_{0}^{x} d z\left(\frac{\partial}{\partial z} \exp [-\beta w(z)]\right\} \tilde{Z}(x-z, n-1),
$$

$$
\begin{equation*}
\frac{\partial}{\partial x} \widetilde{Z}(L-x, N-n) \tag{19a}
\end{equation*}
$$

$$
\begin{array}{r}
=-(N-n) \int_{0}^{L-x} d z\left\{\frac{\partial}{\partial z} \exp [-\beta w(z)]\right\} \\
\times \tilde{Z}(L-x-z, N-1-n),
\end{array}
$$

where $R(<2 d)$ is the range of the potential defined by

$$
w(x)= \begin{cases}\infty, & x<d  \tag{20a}\\ w(x)>-\infty, & d<x<R \\ 0, & x>R\end{cases}
$$

Using Eqs. (19), Eq. (8) can be written, for non-integral values of $x / d$, as

$$
\begin{align*}
\frac{\partial}{\partial x} & D_{1}^{(N+1)}(x \mid L) \\
= & \frac{(N+1) N}{Z(L, N+1)} \sum_{n=\sigma(x)}^{\nu(x)}\left[\binom{N-1}{n-1} \int_{0}^{x} d z\left\{\frac{\partial}{\partial z} \exp [-\beta w(z)]\right\} \tilde{Z}(x-z, n-1) \tilde{Z}(L-z-(x-z), N-1-(n-1))\right. \\
& \left.-\binom{N-1}{n} \int_{0}^{L-x} d z\left\{\frac{\partial}{\partial z} \exp [-\beta w(z)]\right\} \tilde{Z}(x, n) \tilde{Z}(L-z-x, N-1-n)\right] \\
= & \frac{(N+1)}{Z(L, N+1)}\left[\int_{0}^{x} d z\left\{\frac{\partial}{\partial z} \exp [-\beta w(z)]\right\} Z(L-z, N) D_{1}^{(N)}(x-z \mid L-z)\right. \\
& \left.\quad-\int_{0}^{L-x} d z\left\{\frac{\partial}{\partial z} \exp [-\beta w(z)]\right\} Z(L-z, N) D_{1}^{(N)}(x \mid L-z)\right] \\
= & \frac{(N+1)}{Z(L, N+1)} \int_{0}^{R} d z\left\{\frac{\partial}{\partial z} \exp [-\beta w(z)]\right\} Z(L-z, N)\left[D_{1}^{(N)}(x-z \mid L-z)-D_{1}^{(N)}(x \mid L-z)\right] . \tag{21}
\end{align*}
$$

The last step holds if $R<x<L-R$. We can now proceed by induction as before. Since the argument is identical with the previous one for the pure hard-core case, we omit the details. It is only necessary to replace $d$ by $R$ in the induction proof of Sec. III. ${ }^{5}$ The result is that

$$
D_{1}^{(N)}(x \mid L)
$$

is constant for

$$
(N-1) R<x<L-(N-1) R
$$

and

$$
L>2(N-1) R,
$$

with

$$
\begin{equation*}
N \geq 1 . \tag{22a}
\end{equation*}
$$

$D_{1}^{(N)}(x \mid L)$ is not constant for

$$
x<(N-1) R, \quad x>L-(N-1) R
$$

and

$$
L>(N-1) R,
$$

with

$$
\begin{equation*}
N>1 \tag{22b}
\end{equation*}
$$

Furthermore, due to Eq. (18), the translational invariance properties of $D_{1}^{(N)}(x \mid L)$ again ensure that $D_{n}^{(N)}\left(x_{1}, \cdots, x_{n} \mid L\right)$ will be translationally invariant for $(N-n) R<x_{1}<\cdots<x_{n}<L-(N-n) R$ when $L>2(N-n) R$ and will not be translationally invariant when one or more of the $x_{i}$ lies outside this interval.

[^75]
## V. LONG RANGE FORCES: TRANSLATIONAL INVARIANCE OF $D_{n}^{(N)}$

Since the key to the results of Sec. IV lies in Eq. (21), we are tempted to develop a similar recursion relation when the force range is of arbitrary, but finite extent. Specifically, we consider the case where $R$ in Eq. (20c) is arbitrary and the condition (20a) is unnecessary. The most direct approach is to begin with $D_{1}^{(N+1)}(x \mid L)$, as given by Eq. (2) for $n=1$. Differentiation of this unordered multiple integral leads to ${ }^{6}$

$$
\begin{align*}
& \frac{\partial D_{1}^{(N+1)}(x \mid L)}{\partial x} \\
& \quad=-\beta\left(\int_{0}^{x} d z w^{\prime}(z) D_{2}^{(N+1)}(x-z, x \mid L)\right. \\
& \left.\quad-\int_{0}^{L-x} d z w^{\prime}(z) D_{2}^{(N+1)}(x, x+z \mid L)\right) . \tag{23}
\end{align*}
$$

If $R<x<L-R$ then both integrals run from zero to $R .^{7}$ One then sees that translational invariance of $D_{2}^{(N+1)}$ over some range of its variables implies translational invariance of $D_{1}^{(N+1)}$ over a corresponding range of $x$. Similarly, an examination of

$$
\frac{\partial}{\partial x} D_{2}^{(N+1)}(x, x+z \mid L)
$$

${ }^{6}$ Here, it is convenient to explicitly use the form

$$
(\partial / \partial x) \exp [-\beta w(x)]=-\beta w^{\prime}(x) \exp [-\beta w(x)]
$$

[^76]shows that the translational invariance of $D_{3}^{(N+1)}$ implies this property for $D_{2}^{(N+1)}$. One might hope to continue this process for $(\partial / \partial x) D_{n}^{(N+1)}$ with $n=1$, $2, \cdots, N$. However, for $n=3$, one already finds that the integrand, which is a sum of $D_{4}^{(N+1)}$ functions, does not vanish in an obvious way. Furthermore, this process appears to become untractable as $n$ becomes large. These difficulties lead one to adopt a slightly different approach.

In Secs. III and IV we first discussed the translational invariance properties of $D_{1}^{(N+1)}$. We then used these to determine the translational invariance properties of $D_{n}^{(N+1)}$ for $2 \leq n \leq N$. Since Eq. (3) is not valid for the case of long range forces it is not a priori clear that the translational invariance of $D_{1}^{(N+1)}$ implies this property for $D_{n}^{(N+1)}$. The method of the preceding paragraph, if tractable, would establish a chain leading from the translational invariance of $D_{N+1}^{(N+1)}$ to the translational invariance of $D_{1}^{(N+1)}$. The method which we adopt retains this desirable feature and, in fact, allows us to relate the translational invariance properties of $D_{N-n}^{(N+1)}$ to those of $D_{N-n}^{(N-k)}$, where $0 \leq k \leq n$.

To begin, we define the functions
by

$$
g_{n}^{(N+1)}\left(x_{1}, \cdots, x_{n} \mid L\right)
$$

$$
\begin{align*}
& g_{n}^{(N+1)}\left(x_{1}, \cdots, x_{n} \mid L\right) \\
& \quad \equiv Z(L, N+1) D_{n}^{(N+1)}\left(x_{1}, \cdots, x_{n} \mid L\right) \tag{24}
\end{align*}
$$

for $n=1, \cdots, N+1$. Note that

$$
\begin{aligned}
g_{N+1}^{(N+1)}\left(x_{1}, \cdots, x_{N+1}\right. & \mid L) \\
& =(N+1)!\exp \left[-\beta \sum_{i<j}^{N+1} w\left(x_{i j}\right)\right]
\end{aligned}
$$

is translationally invariant for all values of $x_{1}, \cdots$, $x_{n+1}$ in $[0, L] .{ }^{8}$ We denote the set $x_{1}, \cdots, x_{j}$ by $X_{j}$ and write

$$
\begin{equation*}
g_{N}^{(N+1)}\left(X_{N} \mid L\right)=\int_{0}^{L} d y g_{N+1}^{(N+1)}\left(X_{N}, y \mid L\right) \tag{25}
\end{equation*}
$$

To determine the translational invariance properties of $g_{N}^{(N+1)}$ (and thus of $D_{N}^{(N+1)}$ ), we investigate $(\partial / \partial \epsilon) g_{N}^{(N+1)}\left(X_{N}+\epsilon \mid L\right)$ for $\epsilon \rightarrow 0$, where $X_{N}+\epsilon$ represents $x_{1}+\epsilon, \cdots, x_{N}+\epsilon$. Using the translational invariance property of $g_{N+1}^{(N+1)}$, one easily sees that ${ }^{9}$

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0} \frac{\partial}{\partial \epsilon} & g_{N}^{(N+1)}\left(X_{N}+\epsilon \mid L\right) \\
& =\lim _{\epsilon \rightarrow 0} \frac{\partial}{\partial \epsilon} \int_{-\epsilon}^{L-\epsilon} d y g_{N+1}^{(N+1)}\left(X_{N}, y \mid L\right) \\
& =g_{N+1}^{(N+1)}\left(X_{N}, 0 \mid L\right)-g_{N+1}^{(N+1)}\left(X_{N}, L \mid L\right) . \tag{26}
\end{align*}
$$

[^77]It follows that if the set $X_{N}$ lies in $[R, L-R]$ then each term of Eq. (26) reduces to $(N+1) g_{N}^{(N)}\left(X_{N} \mid L-R\right)$ and the right-hand side vanishes. ${ }^{10}$ Thus, for $X_{n}$ in $[R, L-R], g_{N}^{(N+1)}\left(X_{N} \mid L\right)$ is translationally invariant. If $X_{N}$ does not lie in this interval then the two terms on the right are in general unequal and $g_{N}^{(N+1)}$ is not invariant under translations of the set $X_{N}$.

It is now desirable to generalize this discussion to $g_{N-1}^{(N+1)}, g_{N-2}^{(N+1)}, \cdots, g_{1}^{(N+1)}$. The general situation is far more complicated because, after the differentiation $(\partial / \partial \epsilon) g_{N-n}^{(N+1)}$, there still remain $n$ integrations of $g_{N+1}^{(N+1)}$ and one must prove that these vanish under appropriate restrictions on the set $X_{N-n}$. Thus, we consider

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0} & \frac{\partial}{\partial \epsilon} g_{N-n}^{(N+1)}\left(X_{N-n}+\epsilon \mid L\right) \\
= & \frac{1}{(n+1)!} \lim _{\epsilon \rightarrow 0} \frac{\partial}{\partial \epsilon} \int_{-\epsilon}^{L-\epsilon} \cdots \\
& \times \int_{-\epsilon}^{L-\epsilon} g_{N+1}^{(N+1)}\left(X_{N-n}, y_{1}, \cdots, y_{n+1} \mid L\right) \prod_{i=1}^{n+1} d y_{i} \\
= & g_{N-n+1}^{(N+1)}\left(X_{N-n}, 0 \mid L\right)-g_{N-n+1}^{(N+1)}\left(X_{N-n}, L \mid L\right) . \tag{27}
\end{align*}
$$

In order to show that this expression vanishes under certain restrictions on the $X_{N-n}$, we decompose the integrals involved on the right-hand side of Eq. (27). For $n=1$, for example, we write

$$
\begin{align*}
g_{N}^{(N+1)}\left(X_{N-1}, 0 \mid L\right) & =\int_{0}^{R} d y g_{N+1}^{(N+1)}\left(X_{N-1}, 0, y \mid L\right) \\
+ & \int_{R}^{L} d y g_{N+1}^{(N+1)}\left(X_{N-1}, 0, y \mid L\right) \tag{28}
\end{align*}
$$

If no member of the set $X_{N-1}$ lies to the left of $2 R$, then

$$
\begin{align*}
& g_{N}^{(N+1)}\left(X_{N-1}, 0 \mid L\right) \\
&=\binom{N+1}{2} g_{1}^{(2)}(0 \mid R) g_{N-1}^{(N-1)}\left(X_{N-1}-R \mid L-R\right) \\
&+(N+1) g_{N-1}^{(N)}\left(X_{N-1}-R \mid L-R\right) . \tag{29a}
\end{align*}
$$

Similarly, using the decomposition

$$
\int_{0}^{L}=\int_{0}^{L-R}+\int_{L-R}^{L}
$$

we find that

$$
\begin{align*}
& g_{N}^{(N+1)}\left(X_{N-1}, L \mid L\right)=(N+1) g_{N-1}^{(N)}\left(X_{N-1} \mid L-R\right) \\
& \quad+\binom{N+1}{2} g_{1}^{(2)}(R \mid R) g_{N-1}^{(N-1)}\left(X_{N-1} \mid L-R\right) \tag{29b}
\end{align*}
$$

[^78]when no member of the set $X_{N-1}$ lies to the right of $L-2 R$. Combining Eqs. (27) and (29) we see that $g_{N-1}^{(N+1)}\left(X_{N-1} \mid L\right)$ is translationally invariant if the set $X_{N-1}$ lies in $[2 R, L-2 R]$.

We may gain an understanding of the integral decomposition by a simple graphical notation. We represent the two integrands of Eq. (28) by Fig. 1. Here, one sees that in the first term, $y$ interacts with the fixed point at zero, but not with the set $X_{N-1}$. In the second term, the reverse situation holds. The fact that $y$ cannot simultaneously interact with the set $X_{N-1}$ and the fixed point accounts for the factorization which occurs in Eqs. (29). This provides a clue as to how to proceed with Eq. (27) for arbitrary $n$. Symbolically, we write

$$
\begin{align*}
& g_{N+n+1}^{(N+1)}\left(X_{N-n}, 0 \mid L\right) \\
& =\frac{1}{n!}\left[\int_{0}^{L} d y\right]^{n} g_{N+1}^{(N+1)}\left(X_{N-n}, 0, y_{1}, \cdots, y_{n} \mid L\right) \tag{30}
\end{align*}
$$

using an obvious notation. Now, let $\mathbf{I}_{j}$ and $\mathbf{I}_{n}$ be integral operators defined by

$$
\begin{align*}
& \mathbf{I}_{j} \equiv \int_{j R}^{(j+1) R} d y, \text { for } j=0, \cdots, n-1,  \tag{31a}\\
& \mathbf{I}_{n} \equiv \int_{n R}^{L} d y \tag{31b}
\end{align*}
$$

Since $g_{N+1}^{(N+1)}\left(X_{N-n}, 0, y_{1}, \cdots, y_{n} \mid L\right)$ is symmetric under permutations of the $y_{i}$ variables, we may combine Eqs. (30) and (31), using the multinomial expansion, as follows:

$$
\begin{align*}
& g_{N-n+1}^{(N+1)}\left(X_{N-n}, 0 \mid L\right) \\
&= \frac{1}{n!}\left(\mathbf{I}_{0}+\mathbf{I}_{1}+\cdots+\mathbf{I}_{n}\right)^{n} \\
& \times g_{N+1}^{(N+1)}\left(X_{N-n}, 0, y_{1}, \cdots, y_{n} \mid L\right) \\
&= \sum_{\left\{l_{i}\right)} \frac{\mathbf{I}_{0}^{l_{0} I_{1}^{l_{1}} \cdots} l_{0}!\mathbf{I}_{n}^{l_{n}}}{l_{1}!\cdots l_{n}!} g_{N+1}^{(N+1)}\left(X_{N-n}, 0, y_{1}, \cdots, y_{n} \mid L\right) . \tag{32}
\end{align*}
$$

It is understood using this notation that each integral operator acts on a different $y_{i}$ variable. The primed summation signifies that $l_{0}, l_{1}, \cdots, l_{n}$ each run from zero to $n$ under the constraint

$$
\sum_{i=0}^{n} l_{i}=n .
$$

The utility of Eq. (32) lies in the fact that, for any configuration of the $\left\{l_{i}\right\}$, at least one $l_{i}$ must be zero since there are $n+1$ intervals and $n$ integration variables. Graphically, this means that the integrand of Eq. (32) consists of a sum of terms, each of which has at least one gap of length $R$ separating two group-


Fig. 1. Graphical representation of the two integrands of Eq. (28).


Fig. 2. Graphical representation of a typical term of the summation in Eq. (32). The set $X_{N-n}$ is assumed to lie to the right of $(n+1) R$, and $l_{m}=0$ where $m<n$.
ings of the $y_{i}$ variables. For example, if $l_{m}=0$, the configuration may be represented by Fig. 2 if the set $X_{N-n}$ lies to the right of $(n+1) R$. This condition and the occurrence of gaps allows a factorization of the $g_{N+1}^{(N+1)}$ function which is essential to the translational invariance proof.
To continue, we represent the summation in Eq. (32) as a sum over the various possible gaps, as indicated by Eq. (33).

In each sum, the prime means that

$$
\sum_{i=n}^{n} l_{i}=n .
$$

The other indicated restrictions are necessary to prevent the overcounting of $2-, 3-, \cdots,(n-1)$-gap configurations. An analysis of the first three summations enables one to see that a useful pattern emerges.

$$
\begin{align*}
\sum_{l_{0}=0}^{\prime}= & (N+1) g_{N-n}^{(N)}\left(X_{N-n}-R \mid L-R\right)  \tag{34}\\
\sum_{\substack{l_{1}=0 \\
l_{0}>0}}^{\prime}= & \sum_{l_{0}=1}^{n}\binom{N+1}{l_{0}+1} \frac{\mathbf{I}_{0}^{l_{0}}}{l_{0}!}!_{l_{0}+1}^{\left(l_{0}+1\right)}\left(0, y_{1}, \cdots, y_{l_{0}} \mid R\right) \\
& \times \sum_{l_{2}, \cdots, l_{n}} \frac{\left(n-l_{0}\right)!}{\left(n-l_{0}\right)!} \frac{\mathbf{I}_{2}^{l_{2}} \cdots \mathbf{I}_{n}^{l_{n}}}{l_{2}!\cdots l_{n}!} \\
& \times g_{N-l_{0}}^{\left(N-l_{0}\right)}\left(X_{N-n}, y_{l_{0}+1}, \cdots, y_{n} \mid L-2 R\right) \\
= & \sum_{l_{0}=1}^{n}\binom{N+1}{l_{0}+1} g_{1}^{\left(l_{0}+1\right)}(0 \mid R) \\
& \times g_{N-n}^{\left(N-l_{0}\right)}\left(X_{N-n}-2 R \mid L-2 R\right) \tag{35}
\end{align*}
$$

In Eq. (35), the summation over $l_{2}, \cdots, l_{n}$ is performed with $l_{2}+\cdots+l_{n}=n-l_{0}$. The binomial coefficient

$$
\binom{N+1}{l_{0}+1}
$$

arises from the identity

$$
\begin{align*}
& g_{N+1}^{(N+1)}\left(X_{N-n}, 0, y_{1}, \cdots, y_{n} \mid L\right) \\
& =\binom{N+1}{l_{0}+1} g_{l_{0}+1}^{\left(l_{0}+1\right)}\left(0, y_{1}, \cdots, y_{l_{0}} \mid R\right) \\
& \quad \times g_{\left.N-l_{0}\right)}^{\left(N-l_{0}\right)}\left(X_{N-n}, y_{l_{0}+1}, \cdots, y_{n} \mid L-2 R\right), \tag{36}
\end{align*}
$$

which holds when a gap separates $\left(y_{1}, \cdots, y_{l_{0}}\right)$ and ( $y_{l_{0}+1}, \cdots, y_{n}, X_{N-n}$ ); i.e., when $l_{1}=0$. For the third summation we have

$$
\begin{align*}
& \sum_{\substack{l_{2}=0 \\
l_{0}, l_{1}>0}}^{\prime}=\sum_{\substack{l_{0}+l_{1}=k=2 \\
l_{0}, l_{1}>0}}^{n}\binom{N+1}{k+1} \frac{\mathbf{I}_{0}^{l_{0}} \mathbf{I}_{0}!}{l_{1}^{l_{1}}} \frac{l_{1}}{l_{1}!} g_{k+1}^{(k+1)}\left(0, y_{1}, \cdots, y_{k} \mid 2 R\right) \\
& \times \sum_{l_{3}+\cdots+l_{n}=n-k} \frac{(n-k)!}{} \frac{\mathbf{I}_{3}^{l_{3}} \cdots \mathbf{I}_{n}^{l_{n}}}{(n-k)!} l_{3}!\cdots l_{n}! \\
& \times g_{N-k}^{(N-k)}\left(X_{N-n}, y_{k+1}, \cdots, y_{n} \mid L-3 R\right) \\
& =\sum_{\substack{l_{0}+l_{1}=k=2 \\
l_{0}, l_{1}>0}}^{n}\binom{N+1}{k+1} \frac{\mathbf{I}_{0}^{l_{0}} l_{0}!\underline{I}_{1}^{l_{1}} l_{1}!}{l_{1}^{(k+1)}} g_{k+1}^{(k+1)}\left(0, y_{1}, \cdots, y_{k} \mid 2 R\right) \\
& \times g_{N-n}^{(N-k)}\left(X_{N-n}-3 R \mid L-3 R\right) . \tag{37}
\end{align*}
$$

It is now clear that Eq. (32) is expressible in the form

$$
\begin{align*}
& g_{N-n+1}^{(N+1)}\left(X_{N-n}, 0 \mid L\right) \\
& =\sum_{j=0}^{n} \sum_{\substack{l_{0}+\cdots+l_{j-1}=k=j}}^{l_{0}, \ldots+l_{j-1}>0} C_{j k}^{n}\left(l_{0}, \cdots, l_{j-1}\right) \\
& \quad \times g_{N-n}^{(N-k)}\left(X_{N-n}-(j+1) R \mid L-(j+1) R\right), \tag{38}
\end{align*}
$$

with

$$
\begin{align*}
C_{j k}\left(l_{0}, \cdots, l_{j-1}\right) \equiv & \binom{N+1}{k+1} \frac{\mathbf{I}_{0}^{l_{0}} \cdots \mathbf{I}_{j-1}^{l_{j-1}}}{l_{0}!\cdots l_{j-1}!} \\
& \times \mathbf{g}_{k+1}^{(k+1)}\left(0, y_{1}, \cdots, y_{k} \mid j R\right) . \tag{39}
\end{align*}
$$

The $j=0$ term in Eq. (38) is understood to be given by (34).
It is possible to decompose the integrals in

$$
g_{N-n+1}^{(N+1)}\left(X_{N-n}, L \mid L\right)
$$

using the following operators

$$
\begin{equation*}
\int_{0}^{L} d y=\left(\mathbf{J}_{1}+\mathbf{J}_{2}+\cdots+\mathbf{J}_{n}\right) \tag{40}
\end{equation*}
$$

where

$$
\begin{equation*}
\underset{\mathrm{J}}{\mathbf{\mathbf { J } _ { j }}} \equiv \int_{L-(j+1) R}^{L-j R} d y \text { for } j=0,1, \cdots, n-1 \tag{41a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{J}_{n} \equiv \int_{0}^{L-n R} d y \tag{4lb}
\end{equation*}
$$

The analysis is identical to that above and leads to the following expression [as before, the $j=0$ term is understood to be $\left.(N+1) g_{N-n}^{(N)}\left(X_{N-n} \mid L-R\right)\right]$.

$$
\begin{align*}
& g_{N-n+1}^{(N+1)}\left(X_{N-n}, L \mid L\right) \\
& =\sum_{j=0}^{n} \sum_{\substack{l_{0}+\cdots, l_{j-1}=k=j \\
l_{0}, \cdots, l_{j-1} \gg}}^{n} B_{j k}\left(l_{0}, \cdots, l_{j-1}\right) \\
&
\end{aligned} \quad \begin{aligned}
& g_{N-n}^{(N-k)}\left(X_{N-n} \mid L-(j+1) R\right) \tag{42}
\end{align*}
$$

with

$$
\begin{align*}
B_{j k}\left(l_{0}, \cdots, l_{j-1}\right)= & \binom{N+1}{k+1} \frac{\mathbf{J}_{0}^{l_{0}} \cdots \mathbf{J}_{j-1}^{l_{j-1}}}{l_{0}!\cdots l_{j-1}} \\
& \times g_{k+1}^{(k+1)}\left(L, y_{1}, \cdots, y_{k} \mid j R\right) \tag{43}
\end{align*}
$$

when the set $X_{N-n}$ lies to the left of $L-(n+1) R$. Making the transformation of variables $y_{i}^{\prime}=L-y_{i}$ for $i=1,2, \cdots, k$ and utilizing the reflection symmetry of $g_{k+1}^{(k+1)}$ about $\frac{1}{2} L$ it is obvious that ${ }^{11}$

$$
\begin{equation*}
B_{j k}\left(l_{0}, \cdots, l_{j-1}\right)=C_{j k}\left(l_{0}, \cdots, l_{j-1}\right) . \tag{44}
\end{equation*}
$$

Therefore, the combination of Eqs. (27), (38), (42), and (44) yields the result

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0} & \frac{\partial}{\partial \epsilon} g_{N-n}^{(N+1)}\left(X_{N-n}+\epsilon \mid L\right) \\
= & \sum_{j=0}^{n} \sum_{\substack{l_{0}+\cdots+l_{j-1}=k=j \\
l_{0}, \cdots, l_{j-1}>0}}^{n} C_{j k}\left(l_{0}, \cdots, l_{j-1}\right) \\
& \times\left[g_{N-n}^{(N-k j)}\left(X_{N-n}-(j+1) R \mid L-(j+1) R\right)\right. \\
& \left.\quad-g_{N-n}^{(N-k)}\left(X_{N-n} \mid L-(j+1) R\right)\right] \tag{45}
\end{align*}
$$

for $(n+1) R \leq x_{i} \leq L-(n+1) R, i=1, \cdots,(N-n)$ and $n=1, \cdots,(N-1)$. In the $j=0$ term the second sum is ignored, $k=0$, and $C_{00}$ is taken to be $N+1$. Equation (45) is the desired recursion relation representing $g_{N-n}^{(N+1)}$ in terms of differences of $g_{N-n}^{(M)}$ 's with $N-$ $n \leq M \leq N$. The proof of translational invariance is again by induction. Assume that $g_{n}^{(n+m)}\left(X_{n} \mid L\right)$ is translationally invariant for any $n, 0 \leq m \leq r$, and $L$ such that $m R<x_{i}<L-m R, i=1, \cdots, n$. By Eq. (45), this implies that

$$
g_{n}^{(n+r+1)}\left(X_{n} \mid L\right)
$$

is translationally invariant for $(r+1) R<x_{i}<L-$ $(r+1) R$. But $g_{n}^{(n)}\left(X_{n} \mid L\right)$ is manifestly translationally invariant for any $n$ and $L$ such that $0 \leq x_{i} \leq L$, $i=1, \cdots, n$. Therefore, by induction, $g_{n}^{(n+m)}\left(X_{n} \mid L\right)$ is translationally invariant for any $n$, all $m \geq 0$, and $L$ such that $m R<x_{i}<L-m R$. Replacing $m$ by $N-n$ and using $D_{n}$ functions, we have as our major result:

$$
D_{n}^{(N)}\left(x_{1}, \cdots, x_{n} \mid L\right)
$$

is translationally invariant if

$$
L>2(N-n) R
$$

and
$(N-n) R \leq x_{i} \leq L-(N-n) R$ for $i=1, \cdots, n$ and

$$
n=1, \cdots, N
$$

with

$$
\begin{equation*}
N \geq 1 \tag{46}
\end{equation*}
$$

It should be emphasized that this result holds for all potentials of finite extent, with or without a hard core.

[^79]The result (46) gives sufficient conditions for translational invariance. It appears to be very difficult to establish whether or not these conditions are also necessary. Some evidence exists indicating that the stated conditions are necessary, and we are content to state this evidence with the hope that a general proof ultimately will be found.
First, consider Eq. (26) and the remarks which follow it. Clearly, the condition that the set $X_{N}$ lies in $[R, L-R]$ is necessary and sufficient for $g_{N}^{(N+1)}$ to be translationally invariant for arbitrary temperatures. Next, we consider $g_{N-n}^{(N+1)}\left(X_{N-n} \mid L\right)$ where $x_{2}, \cdots, x_{N-n}$ lie in $[(n+1) R, L-(n+1) R]$, but $x_{1}$ lies in $[n R,(n+1) R]$. Going back to the preceding analysis, one finds that for $n \geq 1$

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} \frac{\partial}{\partial \epsilon} g_{N-n}^{(N+1)}\left(X_{N-n}+\epsilon \mid L\right) \\
&=\binom{N+1}{n+1} g_{N-n}^{(N-n)}\left(X_{N-n} \mid L-n R\right) \\
& \times \mathbf{I}_{0} \cdots \mathbf{I}_{n-1} g_{n+1}^{(n+1)}\left(0, y_{1}, \cdots, y_{n} \mid n R\right) \\
& \times\left\{\exp \left[-\beta w\left(x_{1}-y_{n}\right)\right]-1\right\} . \tag{47}
\end{align*}
$$

Performing the integrals over $y_{1}, \cdots, y_{n-1}$, one has

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} \frac{\partial}{\partial \epsilon} g_{N-n}^{(N+1)}\left(X_{N-n}+\epsilon \mid L\right) \\
&=\binom{N+1}{n+1} g_{N-n}^{(N-n)}\left(X_{N-n} \mid L-n R\right) \\
& \quad \times \int_{(n-1) R}^{n R} d y_{n} F\left(y_{n}\right)\left\{\exp \left[-\beta w\left(x_{1}-y_{n}\right)\right]-1\right\} \tag{48}
\end{align*}
$$

with

$$
\begin{equation*}
F\left(y_{n}\right) \equiv \mathbf{I}_{0} \cdots \mathbf{I}_{n-2} \mathbf{g}_{n+1}^{(n+1)}\left(0, y_{1}, \cdots, y_{n} \mid n R\right) . \tag{49}
\end{equation*}
$$

In general, Eq. (48) does not vanish for all values of $\beta$, which shows that $g_{N-n}^{(N+1)}$ is not translationally invariant if $x_{2}, \cdots, x_{N-n}$ lie in $[(n+1) R, L-(n+1) R]$, but $x_{1}$ lies in $[n R,(n+1) R]$.

In order to demonstrate that the stated translational invariance properties are necessary, one would have to show that

$$
\lim _{\epsilon \rightarrow 0} \frac{\partial}{\partial \epsilon} g_{N-n}^{(N+1)}
$$

is nonzero for any configuration where one or more of the $x_{i}$ lies outside the interval $[(n+1) R, L-(n+1) R]$. Although we have not been able to prove this, the
above examples suggest that the conditions in Eq. (46) are indeed necessary.

## VI. DISCUSSION

We have seen that it is not necessary for the length of a one-dimensional system to become infinite in order to have translational invariance of the $n$-particle distribution functions. It is a remarkable fact that the container walls have no effect on the property of translational invariance as long as they are a sufficient distance apart. The method which we have used in Sec. V provides a particularly transparent physical interpretation of this distance. $D_{n}^{(N)}\left(X_{n} \mid L\right)$ is translationally invariant when each member of the set $X_{n}$ is far enough from the walls so that it cannot interact with a particle fixed at either wall, through a chain of interactions with the remaining particles. That is, translational invariance of $D_{n}^{(N)}$ is assured when $x_{1}, \cdots, x_{n}$ are all at least a distance $(N-n) R$ from either wall.

The translational invariance properties are strictly geometrical in nature and do not depend in any way upon the temperature of the system. Furthermore, these properties do not require a hard core and depend only upon the finite extent of the potential. They therefore hold even for systems which may be unstable in the thermodynamic limit.

On the basis of the physical picture in the first paragraph of this section one might expect threedimensional systems to have the same translational invariance properties as one-dimensional systems. If this is indeed so, then one intuitively expects the deviations from translational invariance outside the central regions to be exceedingly small in three dimensions. To see this, consider a box of volume $L^{3}$ with $N=10^{22}$ and $R=10^{-8} \mathrm{~cm}$. The above conditions for translational invariance would require that $L>2 \times 10^{14} \mathrm{~cm}$, corresponding to a density of $\sim 10^{-21}$ particles $/ \mathrm{cm}^{3}$ ! On the basis of known homogeneity properties for real fluids, this suggests that either (a) less stringent conditions than $(N-n) R<x_{i}<L-(N-n) R$ are necessary for the translational invariance of $D_{n}^{(N)}$ in three dimensions, or (b) if these conditions are necessary then approximate translational invariance must exist for realistic densities. This open question poses a challenging problem for future study.
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#### Abstract

It is shown how the complete dynamics of the hydrogen atom is related to the three-dimensional rotation group.


## 1. INTRODUCTION

THE angular momentum, $L$, is an integral of the motion and gives rise to a $(2 l+1)$-fold degeneracy for every spherically symmetric potential. The Coulomb potential has in addition a second vector integral of the motion, $\mathbf{V}$, the Runge-Lenz vector, and a total degeneracy $N^{2}$, where $N$ is the principal quantum number. These two integrals, $L$ and $V$, were related to the six generators of $0_{4}$ by Fock ${ }^{1}$ and by Bargmann. ${ }^{2}$ More recent papers have discussed the relation of this problem to larger symmetry groups. Here, on the other hand, we base our treatment entirely on the group $0_{3}$.

Our method depends on the fact that the Schrödinger equation in the momentum representation may be interpreted as an integral equation on the group space of $0_{3}$; the connection with $0_{4}$ arises because the group of motions of this space is just $0_{4}$. Here, however, we discuss the intrinsic geometry of the group space instead of embedding it in a space of higher dimensions as is usually done. Therefore our entire treatment is based on $0_{3}$. One may then say that the dynamics and symmetries of this problem, which determines the magic numbers ( $N^{2}$ ) of atomic physics, are both determined by a single group.

## 2. MOMENTUM REPRESENTATION AND SPHERICALLY SYMMETRIC POTENTIAL

We first consider a spherically symmetric attractive potential which is not necessarily Coulomb. In the momentum representation, we have

$$
\begin{equation*}
\left(E-\frac{\mathbf{p}^{2}}{2 m}\right) \varphi(\mathbf{p})=\int \tilde{\bar{V}}\left(\mathbf{p}-\mathbf{p}^{\prime}\right) \varphi\left(\mathbf{p}^{\prime}\right) d \mathbf{p}^{\prime}, \tag{2,1}
\end{equation*}
$$

where $\tilde{V}(\mathbf{p})$ is the Fourier transform of the potential with the property

$$
\begin{equation*}
\tilde{V}(\mathbf{p})=\tilde{V}(|\mathbf{p}|) . \tag{2.2}
\end{equation*}
$$

Let

$$
\begin{equation*}
E=-p_{0}^{2} / 2 m \tag{2.3}
\end{equation*}
$$

Then $p_{0}$ is real for bound states and imaginary for

[^80]scattering states, and
\[

$$
\begin{equation*}
G^{-1}(\mathbf{p}) \varphi(\mathbf{p})=\frac{1}{E} \int \tilde{V}\left(\mathbf{p}-\mathbf{p}^{\prime}\right) \varphi\left(\mathbf{p}^{\prime}\right) d \mathbf{p}^{\prime}, \tag{2.4}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
G(\mathbf{p})=p_{0}^{2} /\left(p^{2}+p_{0}^{2}\right) \tag{2.4a}
\end{equation*}
$$

is the propagator.
Equation (2.4) may be written as an integral equation on the group space of $0_{3}$ by using $\mathbf{p}$ itself to parameterize a rotation. Let the spin representation of the rotation $w$ be

$$
\begin{align*}
D^{\frac{1}{2}}(\mathbf{w}) & =\exp \left(\frac{1}{2} i \mathbf{w} \boldsymbol{\sigma}\right)  \tag{2.5a}\\
& =\left(p_{0}+i \boldsymbol{\sigma}\right) /\left(p_{0}-i \boldsymbol{\sigma}\right) . \tag{2.5b}
\end{align*}
$$

In terms of $\mathbf{p}$ the invariant volume element in group space is (as shown in paragraph 4)

$$
\begin{equation*}
d \tau=g^{\frac{1}{2}} d \mathbf{p} \tag{2.6a}
\end{equation*}
$$

where the group metric is simply related to the propagator $G$ of (2.4),

$$
\begin{equation*}
g^{\frac{1}{2}}=G^{3} . \tag{2.6b}
\end{equation*}
$$

Then (2.4) becomes

$$
\begin{equation*}
\Phi(\mathbf{p})=\frac{1}{E} \int U\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \Phi\left(\mathbf{p}^{\prime}\right) d \tau^{\prime} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi(\mathbf{p}) & =G^{-2}(\mathbf{p}) \varphi(\mathbf{p}),  \tag{2.7a}\\
U\left(\mathbf{p}, \mathbf{p}^{\prime}\right) & =G^{-1}(p) \tilde{V}\left(\left|\mathbf{p}-\mathbf{p}^{\prime}\right|\right) G^{-1}\left(p^{\prime}\right) . \tag{2.7b}
\end{align*}
$$

The kernel $U\left(p, p^{\prime}\right)$ is now symmetric in view of (2.2). Since $U\left(p, p^{\prime}\right)$ is real and symmetric, the eigenvalues $E$ are real. The transformation just made is of course valid for any spherically symmetric potential.

The function $g^{\frac{1}{2}}$ is positive definite for bound states $(E<0)$. For scattering states $(E>0), g^{\frac{1}{2}}$ may become negative.

## 3. GEOMETRY OF ROTATION GROUP

Every three-dimensional rotation may be represented by a vector $w$ giving the magnitude and axis of the rotation and, therefore, by a point in a sphere of radius $\pi$. This spherical ball is the group space and has a well-defined geometrical structure
which may be characterized by its metric and connection. It may be mapped into an unbounded three-dimensional continuum, but its total volume must, of course, remain finite.
Since this space has constant torsion and therefore absolute parallelism, its metric and connection may be derived from either of two sets of absolutely parallel triad fields $\lambda_{\mu}^{(L)}(土)$ as follows, ${ }^{3.4}$

$$
\begin{align*}
& g_{\alpha \beta}=\sum_{l} \lambda_{\alpha}^{(l)}( \pm) \lambda_{\beta}^{(()}( \pm)  \tag{3.1}\\
& L_{\alpha \beta}^{\mu}=\sum_{l} \lambda_{(l)}^{\mu}( \pm) \frac{\partial \lambda_{\alpha}^{(l)}( \pm)}{\partial x^{\beta}}, \tag{3.2}
\end{align*}
$$

where the ( $\pm$ ) means that there are in fact two parallels at $P^{\prime}$ to a vector at $P$, and one may describe the space equally well by using either the right ( + ) or the left ( - ) parallel triads. [Here $\lambda_{(i)}^{\mu}( \pm)$ means the reciprocal triad.]

In terms of $\lambda_{(l)}^{u}$, one defines the displacement operators,

$$
\begin{equation*}
X_{l}( \pm)=\frac{1}{i} \lambda_{(l)}^{\mu}( \pm) \partial_{\mu} \tag{3.3}
\end{equation*}
$$

which have the commutative properties,

$$
\begin{align*}
& {\left[X_{i}( \pm), X_{j}( \pm)\right]=\mp\left(2 i / R_{0}\right) \epsilon_{i j k} X_{k}( \pm),}  \tag{3.4a}\\
& {\left[X_{i}( \pm), X_{j}(\mp)\right]=0} \tag{3.4b}
\end{align*}
$$

where $R_{0}$ is the radius of curvature of the space. The Casimir operator has the simple geometrical interpretation,

$$
\begin{equation*}
\sum_{i} X_{i}( \pm)^{2}=-\Delta \tag{3.5}
\end{equation*}
$$

where $\Delta$ is the Laplace-Beltrami operator,

$$
\begin{equation*}
\Delta=\frac{1}{g^{\frac{1}{2}}} \frac{\partial}{\partial a^{\mu}} g^{\frac{1}{2}} g^{\mu v} \frac{\partial}{\partial a^{v}}, \tag{3.5a}
\end{equation*}
$$

and $a^{\mu}$ is any coordinate system in group space. The matrix elements of the irreducible representation are solutions of the differential equations,

$$
\begin{align*}
& X^{2}( \pm) D_{m m^{\prime}}^{j}(a)=\left[4 j(j+1) / R_{0}^{2}\right] D_{m m^{\prime}}^{j}(a)  \tag{3.6a}\\
& X_{3}(+) D_{m m^{\prime}}^{j}(a)=\left(2 m / R_{0}\right) D_{m m^{\prime}}^{j}(a)  \tag{3.6b}\\
& X_{3}(-) D_{m m^{\prime}}^{j}(a)=\left(2 m^{\prime} / R_{0}\right) D_{m m^{\prime}}^{j}(a) \tag{3.6c}
\end{align*}
$$

and satisfy

$$
\begin{equation*}
\int \bar{D}_{m n}^{j}(a) D_{m^{\prime} n^{\prime}}^{j^{\prime}}(a) g^{\frac{1}{2}} d a=\delta^{j j^{\prime}} \delta_{m m^{\prime}} \delta_{n n^{\prime}} \frac{V}{d_{j}} \tag{3.7}
\end{equation*}
$$

where $d_{j}=2 j+1$ is the dimensionality of the repre-

[^81]sentation and
\[

$$
\begin{equation*}
\int g^{\frac{1}{2}} d a=V \tag{3.8}
\end{equation*}
$$

\]

is the invariant volume of the group space.
The eigenfunctions of (3.6) also satisfy the following integral equation ${ }^{5}$ :

$$
\begin{equation*}
D_{m n}^{j}(a)=\frac{d_{j}}{\mu^{2 j}} \int K_{\mu}\left(a, a^{\prime}\right) D_{m n}^{j}\left(a^{\prime}\right) d \tau_{a^{\prime}} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{gather*}
d \tau_{a}=g^{\frac{1}{2}} d a  \tag{3.9a}\\
K_{\mu}\left(a, a^{\prime}\right)=\frac{1}{V} \sum_{j m n} D_{m n}^{j}(a) \bar{D}_{m n}^{j}\left(a^{\prime}\right) \mu^{2 j}  \tag{3.10}\\
=  \tag{3.10a}\\
\frac{1}{V} \sum_{j} \frac{\sin \left(j+\frac{1}{2}\right) w}{\sin \frac{1}{2} w} \mu^{2 j}  \tag{3.10b}\\
= \\
\frac{1}{V} \frac{1}{1-2 \mu \cos \frac{1}{2} w+\mu^{2}},
\end{gather*}
$$

where $w$ is the magnitude of the rotation $R^{-1} R^{\prime}$ connecting the points $a$ and $a^{\prime}$, and $|\mu| \leq 1$.
The two triads of displacement operators $X_{i}( \pm)$ are the generators of motions which carry the group manifold into itself while preserving the metric and connection. Both the left- and right-hand triads generate $0_{3}$ and the complete group of motions is $0_{4}=0_{3} \times 0_{3}$.

## 4. STEREOGRAPHIC COORDINATES

Let us put

$$
\begin{equation*}
D(a)=\left[1+\frac{1}{2} i R(a)\right] /\left[1-\frac{1}{2} i R(a)\right] \tag{4.1}
\end{equation*}
$$

where $R(a)$ is Hermitian. Choosing the spin representation $D^{\frac{1}{2}}(a)$, one may introduce stereographic coordinates as follows:

$$
\begin{equation*}
R=\boldsymbol{\sigma} \mathbf{r} / R_{0} \tag{4.2}
\end{equation*}
$$

where $R_{0}$ may be shown to be the radius of the group space. In this coordinate system, the metric and connection take the following form ${ }^{4,5}$ :
(a) metric

$$
\begin{align*}
g_{\alpha \beta} & =G^{2} \delta_{\alpha \beta},  \tag{4.3}\\
g^{\frac{1}{2}} & =G^{3} ; \tag{4.3a}
\end{align*}
$$

(b) symmetric part of connection

$$
\begin{equation*}
L_{(\alpha \beta)}^{\mu}=\left(\delta_{\mu \alpha} \partial_{\beta}+\delta_{\mu \beta} \partial_{\alpha}-\delta_{\alpha \beta} \partial_{\mu}\right) \ln G \tag{4.4a}
\end{equation*}
$$

(c) torsion

$$
\begin{equation*}
L_{[\alpha \beta]}^{\mu}=\frac{2 g^{\frac{1}{2}}}{R_{0}} g^{\mu \sigma} \epsilon_{\sigma \alpha \beta} . \tag{4.4b}
\end{equation*}
$$

[^82]In these formulas the scale factor $G$ is

$$
\begin{equation*}
G^{-1}(r)=1+\frac{1}{4}\left(r^{2} / R_{0}^{2}\right), \tag{4.5}
\end{equation*}
$$

and the invariant group volume is

$$
\begin{equation*}
\int g^{\frac{1}{2}} d \mathbf{r}=2 \pi^{2} R_{0}^{3} \tag{4.6}
\end{equation*}
$$

The fundamental triads with which we began are ${ }^{4}$

$$
\begin{align*}
\hat{\lambda}_{\alpha}^{l}( \pm)=G^{2}\left[\left(2-G^{-1}\right) \delta_{\alpha}^{l}+\frac{1}{2}\left(1 / R_{0}^{2}\right) r^{l} r_{\alpha}\right. \\
\left.\mp \epsilon_{\alpha t}^{l}\left(R / R_{0}\right)^{t}\right], \tag{4.7}
\end{align*}
$$

and the corresponding displacement operators are
where

$$
\begin{equation*}
X_{l}( \pm)=d_{l}-\left(1 / 4 R_{0}^{2}\right) A_{l} \pm\left(1 / R_{0}\right) L_{l} \tag{4.8}
\end{equation*}
$$

$$
\begin{align*}
d_{l} & =(1 / i)\left(\partial / \partial r_{l}\right)  \tag{4.8a}\\
L_{l} & =r_{j} d_{k}-r_{k} d_{k}  \tag{4.8b}\\
A_{l} & =r^{2} d_{l}-2 r_{l} \theta  \tag{4.8c}\\
\theta & =r^{s} d_{s} \tag{4.8~d}
\end{align*}
$$

To terms of order $1 / R_{0}$ the $X_{i}$ are helicity operators; the terms of order $1 / R_{0}^{2}$ are present in an Einstein space without torsion and may be interpreted in terms of an acceleration operator. ${ }^{5}$

The kernel of the integral equation is now expressed directly in terms of $r$ with the aid of the relation

$$
\begin{equation*}
\left(1 / R_{0}^{2}\right) G(r)\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2} G\left(r^{\prime}\right)=4 \sin ^{2}\left(\frac{1}{4} w\right) . \tag{4.9}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
K_{\mu}\left(r, r^{\prime}\right)=\frac{1}{V}\left(\frac{\mu^{-1}}{\left(\mu^{\frac{1}{2}}-\mu^{-\frac{1}{2}}\right)^{2}+R_{0}^{-2} G(r)\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2} G\left(r^{\prime}\right)}\right) . \tag{4.10}
\end{equation*}
$$

## 5. CORRESPONDENCE BETWEEN MOMENTUM SPACE AND GROUP SPACE

By Eq. ( 2.5 b) we may parameterize a rotation with the components of the momentum itself. By comparing (2.5b) with (4.1), one establishes the following correspondence:

$$
\begin{equation*}
\mathbf{p} / p_{0}=\frac{1}{2} \mathbf{r} / R_{0} \tag{5.1}
\end{equation*}
$$

between momentum space and group space described in stereographic coordinates $\mathbf{r}$. Let us put

$$
\begin{align*}
p_{0} & =2 R_{0}  \tag{5.1a}\\
\mathbf{p} & =\mathbf{r} \tag{5.1b}
\end{align*}
$$

Then the energy $-p_{0}^{2} / 2 m$ determines the radius $\left(R_{0}\right)$ of the group space and

$$
\begin{equation*}
G^{-1}(r)=G^{-1}(p)=1+\mathbf{p}^{2} / p_{0}^{2} \tag{5.2}
\end{equation*}
$$

The invariant volume element is by (4.3a)

$$
\begin{equation*}
d \tau=g^{\frac{1}{2}} d \mathbf{p}=G^{3} d \mathbf{p} \tag{5.3}
\end{equation*}
$$

as assumed in (2.6). The invariant group volume is then

$$
\begin{align*}
V & =2 \pi^{2} R_{0}^{3}  \tag{5.4a}\\
& =\frac{1}{4} \pi^{2} p_{0}^{3} . \tag{5.4b}
\end{align*}
$$

The main point now is that the integral equation, (3.9), on the group space is the same as Schrödinger's equation in the momentum representation when the potential is of the Coulomb type. For then (in the attractive case)

$$
\begin{equation*}
\tilde{\bar{V}}\left(\mathbf{p}-\mathbf{p}^{\prime}\right)=-\left(e^{2} / 2 \pi^{2} \hbar\right)\left[1 /\left(\mathbf{p}-\mathbf{p}^{\prime}\right)^{2}\right] \tag{5.5}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
U\left(p, p^{\prime}\right)=-\frac{e^{2}}{2 \pi^{2} \hbar} \frac{1}{\left(\mathbf{p}-\mathbf{p}^{\prime}\right)^{2}} \frac{1}{G(p)} \frac{1}{G\left(p^{\prime}\right)} \tag{5.5a}
\end{equation*}
$$

By comparing with (4.10), one has the result
$U\left(p, p^{\prime}\right)=-\frac{e^{2}}{2 \pi^{2} \hbar} \frac{V}{R_{0}^{2}} K_{1}\left(p, p^{\prime}\right)=-\frac{e^{2}}{\hbar} \frac{p_{0}}{2} K_{1}\left(p, p^{\prime}\right)$.
Then (3.9) becomes

$$
\begin{equation*}
\Phi_{E}(p)=-\frac{1}{E} \frac{e^{2} p_{0}}{2 \hbar} \int K_{1}\left(p, p^{\prime}\right) \Phi_{E}\left(p^{\prime}\right) d \tau^{\prime} \tag{5.6}
\end{equation*}
$$

The eigenvalues are by (3.9)
or

$$
\begin{gather*}
-e^{2} p_{0} / 2 E \hbar=d_{j}  \tag{5.8}\\
p_{0}=m e^{2} / \hbar d_{j},  \tag{5.8a}\\
E=-\left(e^{4} / 2 m \hbar^{2}\right)\left(1 / d_{j}^{2}\right), \tag{5.8b}
\end{gather*}
$$

which is the Balmer formula, where $d_{j}$ is the principal quantum number $N$.

The eigenfunctions are

$$
\begin{equation*}
\Phi_{E}(p)=D_{m n}^{i}(p) . \tag{5.8c}
\end{equation*}
$$

The total degeneracy is $d_{j}^{2}=N^{2}$ since both $m$ and $n$ run from $-j$ to $+j$.
In the general case ( $\mu \neq 1$ ) we may again construct an integral equation for $\Phi(p)$ by defining

$$
\begin{align*}
& \tilde{V}\left(p, p^{\prime}\right) \\
& \quad=G(p) U\left(p, p^{\prime}\right) G\left(p^{\prime}\right)=-\frac{e^{2} p_{0}}{2 \hbar} G(p) K\left(p, p^{\prime}\right) G\left(p^{\prime}\right)  \tag{5.9}\\
& \quad=-\frac{2 e^{2}}{\pi^{2} \hbar}\left[\frac{\mu^{-1}}{\left(\mu^{\frac{1}{2}}-\mu^{-\frac{1}{2}}\right)^{2} p_{0}^{2} G(p)^{-1} G\left(p^{\prime}\right)^{-1}+4\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}}\right] \tag{5.9a}
\end{align*}
$$

This is not the Fourier transform of a central symmetric potential in configuration space. Nevertheless, if we regard the dynamical problem as given in the momentum representation, we may say that the
particle behaves as if it were moving in a Yukawa potential with a velocity-dependent mass or range, with the limiting value for $\mathbf{p}=\mathbf{p}^{\prime}=0$ given by

$$
\left(\mu^{\frac{1}{2}}-\mu^{-\frac{1}{2}}\right)^{2}
$$

On the other hand, for large values of $p$ and $p^{\prime}$ and a fixed value of momentum transfer,

$$
\tilde{V}\left(p, p^{\prime}\right) \sim\left[\mu^{-1} /\left(\mu^{\frac{1}{2}}-\mu^{-\frac{1}{2}}\right)^{2}\right] G(p) G\left(p^{\prime}\right) \rightarrow 0
$$

The spectrum is now determined by

$$
m e^{2} / \hbar p_{0}=d_{j} / \mu^{2 j}
$$

or

$$
\begin{equation*}
E(N)=\mu^{2(N-1)} E(N)_{\text {Balmer }} \tag{5.10}
\end{equation*}
$$

The wavefunctions are the same as in the case $\mu=1$, but they are differently correlated with the energy. For small $\mu$ there is effectively one bound state ( $N=1$ ); the rest of the bound states are crowded into a small interval lying just below zero energy; thus the true continuum is extended into a quasicontinuum lying just below zero.

## 6. HAMILTONIAN

It appears most natural to formulate this problem in the momentum representation and to ignore the Hamiltonian, since the natural operators are the six displacement operators $X_{i}( \pm)$, which do not include the Hamiltonian. In order to connect with the usual formulation, however, let us express the Hamiltonian in terms of the $X_{i}( \pm)$. We have

$$
\begin{equation*}
E_{j}=-\epsilon \mu^{2 j} /(2 j+1)^{2} \tag{6.1}
\end{equation*}
$$

where $-\epsilon$ is the lowest Balmer energy and where $2 j+1$ may be regarded as an eigenvalue associated with the integral equation, (3.9), or with the differential equation, (3.6a).

It follows from (6.1) and (3.6a) that the energy operator which works on the bound states of the Coulomb potential may be expressed as follows:

$$
\begin{equation*}
H=-\epsilon /\left[R_{0}^{2} X( \pm)^{2}+1\right] \tag{6.2}
\end{equation*}
$$

Since $R_{0}$ also depends on the energy, the relation (6.2) may be re-expressed in the following operator form:

$$
\begin{equation*}
\frac{1}{2} X^{2}( \pm)=(H+\epsilon) / m H^{2} \tag{6.3}
\end{equation*}
$$

where $m$ is the mass. Therefore the Hamiltonian commutes with $X_{i}(+)$ and $X_{i}(-)$.

The Hamiltonian also commutes with the six operators ( $U_{l m}, U_{k 4}$ ) defined as follows:

$$
\begin{align*}
U_{l m} & =\frac{1}{2}\left[X_{k}(+)-X_{k}(-)\right]  \tag{6.4a}\\
U_{k 4} & =\frac{1}{2}\left[X_{k}(+)+X_{k}(-)\right] \tag{6.4b}
\end{align*}
$$

From (4.8) we see that $U_{l m}$ is, except for $p_{0}$, the
ordinary angular momentum,

$$
U_{l m}=p_{0}^{-1} L_{k}
$$

and that

$$
U_{k 4}=d_{k}-p_{0}^{-2} A_{k}
$$

According to Bargmann, ${ }^{2}$ the Runge-Lenz vector is

$$
V_{k}=\left(i \hbar / 2 e^{2} m\right) p_{0} G^{2} U_{4 k} G^{-2}
$$

and in three-dimensional notation,

$$
\mathbf{V}=\left(1 / 2 e^{2} m\right)[\mathbf{L} \times \mathbf{p}-\mathbf{p} \times \mathbf{L}]+\mathbf{r} / r
$$

It follows that $L$ and $V$ both commute with the Hamiltonian defined by (6.3).

The $\left(U_{j k}, U_{i 4}\right)$ together generate $0_{4}$ while the $X_{i}( \pm)$ are the screw displacement operators which carry the group space of $0_{3}$ into itself. Therefore the angular momentum and Runge-Lenz vectors are also simply related to the left- and right-handed screw motions which carry the group space of $\mathrm{O}_{3}$ into itself.

## 7. ANGULAR MOMENTUM STATES

The angular momentum, like the Hamiltonian, is not included in the original set of six generators $X_{i}( \pm)$. The functions $D_{m m^{\prime}}^{j}$ are therefore not eigenfunctions of the angular momentum; in fact, the index $j$ labels the energy and the set $D_{m m^{\prime}}^{j}\left(m, m^{\prime}=\right.$ $-j \cdots+j$ ) spans the complete manifold belonging to that energy and therefore includes all values of the angular momentum from $l=0$ up to and including $l=N-1$. If we wish to obtain eigenvalues of the angular momentum, we must form the linear combination,

$$
\varphi_{N L M}(\mathbf{p})=\sum_{m, m^{\prime}} C\left(N L M ; j m m^{\prime}\right) D_{m m^{\prime}}^{j}(\mathbf{p}) G^{2}(p)
$$

such that $\varphi_{N L M}$ has the correct angular dependence, namely,

$$
\begin{equation*}
\varphi_{N L M}(\mathbf{p})=\Pi_{N L}(p) G^{2}(p) Y_{L M}(\theta, \varphi) \tag{7.1a}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\Pi_{N L}(p) Y_{L M}(\theta, \varphi)=\sum_{m, m^{\prime}} C\left(N L M ; j m m^{\prime}\right) D_{m m^{\prime}}^{j}(p) \tag{7.1b}
\end{equation*}
$$

The right side, since there is no sum over $j$, must also satisfy (3.6a) but not (3.6b) and (3.6c). In fact, if we can write (7.1), these states must be eigenfunctions of ( $L^{2}, L_{z}$ ), where

$$
\mathbf{L}=\frac{1}{2} p_{0}[\mathbf{X}(+)-\mathbf{X}(-)]
$$

These states may be determined by either differential or integral equations as follows.
(a) Differential Equations: Let

$$
\begin{equation*}
\Pi_{N L}(p) Y_{L M}(\theta, \varphi)=\chi_{N L M}(p) \tag{7.2}
\end{equation*}
$$

Then

$$
\begin{align*}
\Delta \chi_{N L M} & =-\left[4 j(j+1) / R_{0}^{2}\right] \chi_{N L M} \\
& =-\left[2\left(N^{2}-1\right) N^{2} / \epsilon m\right] \chi_{N L M} \tag{7.3}
\end{align*}
$$

If we express $\Delta$ in stereographic coordinates, we obtain
where

$$
\Delta=G^{-2}\left[\nabla^{2}-2\left(G / p_{0}^{2}\right) p \nabla\right],
$$

$\nabla^{2}=\sum \frac{\partial^{2}}{\partial p_{i}^{2}}$
$=\frac{1}{p^{2}} \frac{\partial}{\partial p} p^{2} \frac{\partial}{\partial p}+\frac{1}{p^{2}}\left(\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta}+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}\right)$,
$\mathbf{p} \boldsymbol{\nabla}=p(\partial / \partial p)$.
Hence,

$$
\begin{align*}
& {\left[\frac{1}{x^{2}} \frac{d}{d x} x^{2} \frac{d}{d x}-\frac{2 x}{1+x^{2}} \frac{d}{d x}\right.} \\
& \left.\quad+\frac{L(L+1)}{x^{2}}+\frac{4\left(N^{2}-1\right)}{\left(1+x^{2}\right)^{2}}\right] \Pi=0 \tag{7.4a}
\end{align*}
$$

where

$$
x=p / p_{0}=N p /(-2 m \epsilon)^{\frac{1}{2}} .
$$

The solution of (7.4a) leads to the Gegenbauer functions $C_{N}^{y}(x)$ as follows ${ }^{6}$ :

$$
\begin{align*}
\Pi_{N L}(p)= & {\left[\frac{2}{\pi} \frac{(N-L-1)!}{(N+L)!}\right]^{\frac{1}{2}} N^{2} 2^{2(L+1)} } \\
& \times \frac{L!N^{L} p^{L}}{\left(N^{2} p^{2}+1\right)^{L+2}} C_{N-L+1}^{L+1}\left(\frac{N^{2} p^{2}-1}{N^{2} p^{2}+1}\right), \tag{7.5}
\end{align*}
$$

where $C_{N}^{v}(x)$ is the coefficient of $h^{N}$ in the expansion of $\left(1-2 h x+x^{2}\right)^{-v}$. The Fourier transforms of the $G^{2}(\mathrm{p}) \Pi_{N L}(\mathrm{p})$ are the associated Laguerre functions.

The S-state solutions are spherically symmetric and, therefore, can only be the character functions,

$$
\begin{equation*}
\chi^{j}=\sum_{m} D_{m m}^{j}=\frac{\sin (2 j+1)\left(\frac{1}{2} w\right)}{\sin \left(\frac{1}{2} w\right)}, \tag{7.6}
\end{equation*}
$$

where $w$ is the angle of rotation or

$$
\begin{equation*}
\cos \frac{1}{2} w=\left(p_{0}^{2}-p^{2}\right) /\left(p_{0}^{2}+p^{2}\right) . \tag{7.7}
\end{equation*}
$$

The $\chi^{j}$ satisfy the integral equation,

$$
\begin{equation*}
\chi^{j}(a)=\frac{d_{j}}{\mu^{2 j}} \int K_{\mu}\left(a, a^{\prime}\right) \chi^{j}\left(a^{\prime}\right) d \tau^{\prime}, \tag{7.8}
\end{equation*}
$$

and the orthogonality relations,

$$
\begin{equation*}
\int \chi^{j}(a) \chi^{j^{\prime}}(a) d \tau_{a}=V \delta^{i j^{\prime}} . \tag{7.9}
\end{equation*}
$$

If one puts

$$
\begin{align*}
\chi & =\cos \frac{1}{2} w,  \tag{7.10a}\\
U_{2 j}(x) & =\chi^{j}(p), \tag{7.10b}
\end{align*}
$$

then $U_{2 j}(x)$ are the Tschebyscheff polynomials which
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\[

$$
\begin{equation*}
\int_{-1}^{1} U_{2 j}(x) U_{2 j^{\prime}}(x)\left(1-x^{2}\right)^{\frac{1}{2}} d x=\delta^{j j^{\prime} \frac{1}{2} \pi} \tag{7.11}
\end{equation*}
$$

\]

The momentum amplitude of an $s$ state may be very simply expressed in terms of the momentum itself,

$$
\begin{align*}
\varphi^{j}(p) & =G^{2}(p) \chi^{j}(p) \\
\varphi_{N}(p) & =-\frac{i}{4} \frac{p_{0}}{p}\left[\left(\frac{p_{0}+i p}{p_{0}-i p}\right)^{N}-\left(\frac{p_{0}-i p}{p_{0}+i p}\right)^{N}\right] . \tag{7.12}
\end{align*}
$$

Of course the $\chi^{j}(p)$ are the same as $\Pi_{N O}(p)$ and must also satisfy (7.4) for $L=0$.
(b) Integral equation. We again make the ansatz (7.1)-but now in (5.7). Then

$$
\begin{aligned}
& \Pi_{N L}(p) Y_{L M}(\theta, \varphi) \\
& \quad=\frac{1}{E} \frac{e^{2} R_{0}}{\hbar} \int K_{1}\left(p, p^{\prime}\right) \Pi_{N L}\left(p^{\prime}\right) Y_{L M}\left(\theta^{\prime}, \varphi^{\prime}\right) d \tau^{\prime},
\end{aligned}
$$

where

$$
K_{1}\left(p, p^{\prime}\right)=\frac{1}{\pi^{2} p_{0}} \frac{1}{G(p)\left(\left|\mathbf{p}-\mathbf{p}^{\prime}\right|\right)^{2} G\left(p^{\prime}\right)} .
$$

Choose $\mathbf{p}$ along the $z$ axis and $Y_{L O}(\theta, \varphi)=1$. Then

$$
\begin{aligned}
\Pi_{N L}(p)= & \frac{1}{2 \pi^{2}} \frac{e^{2}}{\hbar E} \int \frac{\Pi_{N L}\left(p^{\prime}\right)\left[g\left(p^{\prime}\right)\right]^{\frac{1}{2}} p^{\prime 2} d p^{\prime}}{G\left(p^{\prime}\right) G(p)} \\
& \times \int \frac{Y_{L O}\left(\theta^{\prime}, \varphi^{\prime}\right) d \mu^{\prime} d \varphi^{\prime}}{p^{2}+p^{\prime 2}-2 p p^{\prime} \mu} \\
= & \frac{1}{2 \pi^{2}} \frac{e^{2}}{\hbar E} \int \frac{\Pi_{N L}\left(p^{\prime}\right)\left[g\left(p^{\prime}\right)\right]^{\frac{1}{2}} p^{\prime 2} d p^{\prime}}{G\left(p^{\prime}\right) G(p)} \\
& \times\left[\frac{2 \pi}{p p^{\prime}} Q_{L}\left(\frac{p^{2}+p^{\prime 2}}{2 p p^{\prime}}\right)\right]
\end{aligned}
$$

or

$$
\begin{equation*}
\Pi_{N L}(p)=\frac{e^{2}}{\pi \hbar E} \int_{0}^{\infty} k\left(p, p^{\prime}\right) \Pi_{N L}\left(p^{\prime}\right) d \tau_{p}^{\prime}, \tag{7.13}
\end{equation*}
$$

where

$$
\begin{equation*}
d \tau_{p}=[g(p)]^{\frac{1}{2}} p^{2} d p \tag{7.13a}
\end{equation*}
$$

$$
\begin{align*}
k\left(p, p^{\prime}\right) & =\frac{1}{p p^{\prime}} \frac{1}{G(p) G\left(p^{\prime}\right)} Q_{L}\left(\frac{p^{2}+p^{\prime 2}}{2 p p^{\prime}}\right) \\
& =\frac{p_{0}^{2}+p^{2}}{p_{0}^{2} p} \frac{p_{0}^{2}+p^{\prime 2}}{p_{0}^{2} p^{\prime}} Q_{L}\left(\frac{p^{2}+p^{\prime 2}}{2 p p^{\prime}}\right) . \tag{7.13b}
\end{align*}
$$

The solution of (7.13) for general $L$ are again the Gegenbauer functions while the special case $L=0$ leads to the Tschebyscheff functions.

## 8. GENERAL COORDINATE SYSTEM

The fundamental correspondence between the Schrödinger equation in the momentum representation
and an integral equation on the group space has so far been discussed in a particular coordinate system (the stereographic system). However, since this integral equation has been written in a generally covariant form, it is possible to introduce other coordinate systems in the group space. For example, we may parameterize the rotations by Eulerian angles ( $\alpha, \beta, \gamma$ ) and adopt these coordinates in group space, and therefore in momentum space.

The differential equations are now

$$
\begin{align*}
& X^{2}( \pm) D_{M M^{\prime}}^{N}=-\left[\left(N^{2}-1\right) / R_{0}^{2}\right] D_{M M^{\prime}}^{N}  \tag{8.1}\\
& X_{3}(+) D_{M M^{\prime}}^{N}=\left(2 M / R_{0}\right) D_{M M^{\prime}}^{N},  \tag{8.2+}\\
& X_{3}(-) D_{M M^{\prime}}^{N}=\left(2 M^{\prime} / R_{0}\right) D_{M M^{\prime}}^{N} \tag{8.2-}
\end{align*}
$$

where

$$
R_{0}^{2}=\frac{1}{2}\left(m \epsilon / N^{2}\right)
$$

In order to express either the integral or differential equation in a particular coordinate system, one needs a general method for going from an arbitrary parameterization of the group to the metric and connection of the group space. This may be done as follows. ${ }^{5}$

Let $U(a)$ be some representation of the group, where $a$ is an arbitrary coordinate system in the group space. The fundamental triad fields may be expressed as follows:

$$
\begin{equation*}
\lambda_{\alpha}^{i}( \pm)=R_{0} \operatorname{Tr} \Lambda_{a}( \pm) \sigma^{i} \tag{8.3}
\end{equation*}
$$

where

$$
\begin{align*}
& \Lambda_{\alpha}(+)=-i\left(\partial U / \partial a_{\alpha}\right) U^{-1}  \tag{8.4+}\\
& \Lambda_{\alpha}(-)=-i U^{-1}\left(\partial U / \partial a_{\alpha}\right)=i\left(\partial U^{-1} / \partial a_{\alpha}\right) U . \tag{8.4-}
\end{align*}
$$

It is then possible with the aid of (3.1) and (3.2) to calculate the metric and connection and also to obtain

$$
\begin{align*}
g_{\alpha \beta} & =R_{0}^{2} \operatorname{Tr} \Lambda_{\alpha} \Lambda_{\beta},  \tag{8.5}\\
L_{\alpha \beta}^{\mu} & =R_{0}^{2} \operatorname{Tr} \Lambda^{\mu} \partial_{\beta} \Lambda_{\alpha} . \tag{8.6}
\end{align*}
$$

We may illustrate these formulas with Eulerian coordinates. Then

$$
\begin{equation*}
U=U_{3}\left(\frac{1}{2} \alpha\right) U_{2}\left(\frac{1}{2} \beta\right) U_{3}\left(\frac{1}{2} \gamma\right), \tag{8.7}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{m}(\theta)=\exp \left(i \sigma_{m} \theta\right) \tag{8.7a}
\end{equation*}
$$

We find

$$
\begin{align*}
& \partial U / \partial \alpha=\left(\frac{1}{2} i \sigma_{3}\right) U,  \tag{8.8a}\\
& \partial U / \partial \beta=U_{3}\left(\frac{1}{2} \alpha\right) U_{2}\left(\frac{1}{2} \beta\right) U_{3}\left(-\frac{1}{2} \gamma\right)\left(\frac{1}{2} i \sigma_{3}\right),  \tag{8.8b}\\
& \partial U / \partial \gamma=U\left(\frac{1}{2} i \sigma_{3}\right), \tag{8.8c}
\end{align*}
$$

and therefore

$$
\begin{align*}
& \Lambda_{\alpha}(+)=\frac{1}{2} \sigma_{3},  \tag{8.9a}\\
& \Lambda_{\beta}(+)=U_{3}(\alpha)\left(\frac{1}{2} \sigma_{2}\right),  \tag{8.9b}\\
& \Lambda_{\gamma}(+)=U\left(\frac{1}{2} \sigma_{3}\right) U^{-1} . \tag{8.9c}
\end{align*}
$$

To obtain $\Lambda_{\mu}(-)$, calculate the right side for $U^{-1}$ instead of $U$. By (8.3) one finds

$$
g_{\mu v}=\left(\begin{array}{ccc}
1 & 0 & \cos \beta  \tag{8.10a}\\
0 & 1 & 0 \\
\cos \beta & 0 & 1
\end{array}\right)
$$

$$
g^{\mu v}=\frac{1}{R_{0}^{2} \sin ^{2} \beta}\left(\begin{array}{ccc}
1 & 0 & -\cos \beta  \tag{8.10b}\\
0 & \sin ^{2} \beta & 0 \\
-\cos \beta & 0 & 1
\end{array}\right)
$$

$$
\begin{equation*}
g^{\frac{1}{2}}=\frac{1}{8} R_{0}^{3} \sin \beta \tag{8.11}
\end{equation*}
$$

Finally,

$$
\begin{align*}
\boldsymbol{\nabla}= & \left(1 / g^{\frac{1}{2}}\right) \partial_{\mu} g^{\frac{1}{2}} \partial^{\mu} \\
= & \frac{1}{\sin ^{2} \beta}\left(\frac{\partial^{2}}{\partial \alpha^{2}}+\frac{\partial^{2}}{\partial \gamma^{2}}-2 \cos \beta \frac{\partial^{2}}{\partial \alpha \partial \gamma}\right) \\
& +\frac{\partial^{2}}{\partial \beta^{2}}+\cot \beta \frac{\partial}{\partial \beta},  \tag{8.12}\\
X_{3}(+)= & \lambda_{3}^{\mu}(+) \partial_{\mu}=\left(2 / R_{0}\right)(\partial / \partial \alpha),  \tag{8.13}\\
X_{3}(-)= & \lambda_{3}^{\mu}(-) \partial_{\mu}=\left(2 / R_{0}\right)(\partial / \partial \gamma), \tag{8.14}
\end{align*}
$$

so that (8.1), (8.2-) may be expressed in Eulerian coordinates.

These equations have been separated in other coordinate systems by Wenger, ${ }^{7}$ who has also shown that the Eulerian system has a geometrical interpretation in terms of cylindrical coordinates.

The different possible coordinate systems are most simply related through the spin representation. Thus if we write
$\exp \left(\frac{1}{2} i \boldsymbol{w \sigma}\right)=\frac{1+\frac{1}{2} i \sigma \mathrm{r} / R_{0}}{1-\frac{1}{2} i \sigma \mathrm{\sigma} / R_{0}}$
$=\left(\begin{array}{cc}\cos \frac{1}{2} \beta \exp \left[\frac{1}{2} i(\alpha+\gamma)\right] & \sin \frac{1}{2} \beta \exp \left[\frac{1}{2} i(\alpha-\gamma)\right] \\ -\sin \frac{1}{2} \beta \exp \left[\frac{1}{2} i(\gamma-\alpha)\right] & \cos \frac{1}{2} \beta \exp \left[-\frac{1}{2} i(\alpha+\gamma)\right]\end{array}\right)$,
then the $\mathbf{w}, \mathbf{r}$, and $(\alpha, \beta, \gamma)$ are Riemannian, stereographic, and Eulerian coordinates, respectively. Then we find, for example, the following relation between the Riemannian and Eulerian coordinates:

$$
\begin{align*}
& \left(w_{3} / w\right) \sin \frac{1}{2} w=\cos \frac{1}{2} \beta \sin \frac{1}{2}(\alpha+\gamma),  \tag{8.17a}\\
& \left(w_{1} / w\right) \sin \frac{1}{2} w=\sin \frac{1}{2} \beta, \tag{8.17b}
\end{align*}
$$

where

$$
\begin{equation*}
\cos \frac{1}{2} w=\cos \frac{1}{2} \beta \cos \frac{1}{2}(\alpha+\gamma) . \tag{8.17c}
\end{equation*}
$$

Let us finally note that the invariant kernel of the integral equation now takes the following form, instead of (4.10),
$K_{\mu}\left(a, a^{\prime}\right)=\frac{1}{1+\mu^{2}-2 \mu \cos \frac{1}{2} \beta \cos \frac{1}{2}(\alpha+\gamma)}$.
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## 9. SYMMETRIC TOP

The correspondence between the Eulerian angles and the components of $p$ are determined by (8.15) and (8.16) as follows:

$$
\begin{align*}
& \left(\begin{array}{cc}
\exp \left[\frac{1}{2} i(\alpha+\gamma)\right] \cos \frac{1}{2} \beta & \exp \left[\frac{1}{2} i(\alpha-\gamma)\right] \sin \frac{1}{2} \beta \\
-\exp \left[-\frac{1}{2} i(\alpha-\gamma)\right] \sin \frac{1}{2} \beta & \exp \left[-\frac{1}{2} i(\alpha+\gamma)\right] \cos \frac{1}{2} \beta
\end{array}\right) \\
& =\left(\begin{array}{cc}
p_{0}^{2}-p^{2}+2 i p_{0} p_{3} & 2 i p_{0}\left(p_{1}-i p_{2}\right) \\
2 i p_{0}\left(p_{1}+i p_{2}\right) & \left.p_{0}^{2}-p^{2}-2 i p_{0} p_{3}\right)^{2}
\end{array} \frac{1}{p_{0}^{2}+p^{2}} .\right. \tag{9.1}
\end{align*}
$$

Therefore,

$$
\begin{gather*}
\sin \frac{1}{2} \beta=2 p_{0} p_{\perp} /\left(p_{0}^{2}+p^{2}\right)  \tag{9.2a}\\
\tan \frac{1}{2}(\alpha-\gamma)=p_{1} / p_{2}  \tag{9.2b}\\
\tan \frac{1}{2}(\alpha+\gamma)=2 p_{0} p_{3} /\left(p_{0}^{2}-p^{2}\right) \tag{9.2c}
\end{gather*}
$$

Note that the character of the spin representation is

$$
\chi^{\frac{1}{2}}(w)=2 \cos \frac{1}{2} w=2 \cos \frac{1}{2}(\alpha+\gamma) \cos \frac{1}{2} \beta ;
$$

Therefore

$$
\begin{equation*}
\cos \frac{1}{2} w=\left(p_{0}^{2}-p^{2}\right) /\left(p_{0}^{2}+p^{2}\right), \tag{9.3}
\end{equation*}
$$

where $w$ is the magnitude of the rotation.
In the Eulerian system we may solve the differential equations (8.12), (8.13), (8.14) simply by $D_{m n}^{j}(\alpha \beta \gamma)$, where $m$ and $n$ are the eigenvalues of the operators $X_{3}(+)$ and $X_{4}(-)$. But the vector operators $\mathbf{X}(+)$ and $\mathbf{X}(-)$ obey just the same commutation rules as the angular momenta of a top with respect to bodyfixed and space-fixed axes. Therefore $D_{m n}^{j}(\alpha \beta \gamma)$ may be interpreted as the state function of a symmetric top where $m$ and $n$ are the quantum numbers giving the $z$ component of angular momentum with respect to body-fixed and space-fixed axes. These functions may be expressed in the familiar form

$$
D_{m n}^{j}(\alpha \beta \gamma)=\exp (i m \alpha) d_{m n}^{j}(\beta) \exp (i n \gamma)
$$

where

$$
\begin{aligned}
d_{m n}^{j}(\beta)= & {\left[\frac{(j+m)!(j-m)!}{(j+n)!(j-n)!}\right]^{\frac{1}{2}} } \\
& \times\left(\cos \frac{1}{2} \beta\right)^{m+n}\left(\sin \frac{1}{2} \beta\right)^{m-n} P_{j-m}^{m-n, m+n}(\cos \beta)
\end{aligned}
$$

The orthogonality statements (3.7) now factor into the familiar exponential relations and the corresponding equation for the Jacobi polynomials $P_{m}^{(\mu, \nu)}$. That is, from

$$
\begin{aligned}
\frac{1}{8 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{\pi} \int_{0}^{2 \pi} \bar{D}_{m n}^{j}(\alpha \beta \gamma) D_{m^{\prime} n^{\prime}}^{j^{\prime}}(\alpha \beta \gamma) & \sin \beta d \alpha d \beta d \gamma \\
& =\delta_{m m^{\prime}} \delta_{n n^{\prime}} \cdot \delta^{j j^{\prime}} d_{j}^{-1}
\end{aligned}
$$

one finds the following orthogonality relations:

$$
\begin{aligned}
& \int_{-1}^{1}(1-x)^{\mu}(1+x)^{v} P_{n}^{(\mu, v)}(x) P_{m}^{(\mu, v)}(x) d x \\
& \quad=\frac{2^{\mu+v+1}}{2 n+\mu+v+1} \frac{\Gamma(n+\mu+1) \Gamma(n+v+1)}{\Gamma(n+1) \Gamma(n+\mu+v+1)} \delta_{n m}
\end{aligned}
$$

as well as the corresponding relations for the exponential functions.

The problems of the top and the Coulomb field are then reciprocal in the sense that momentum space and configuration space are interchanged. The correlation of the states with the energy is of course different in the two cases.

## 10. CONFIGURATION SPACE

Momentum space is natural for the Coulomb problem since it is isomorphic to the group space. In momentum space the natural operators are the generators $X_{i}(+)$ and $X_{i}(-)$, in terms of which

$$
\begin{aligned}
& \mathbf{L}=\frac{1}{2} p_{0}[\mathbf{X}(+)-\mathbf{X}(-)] \\
& \mathbf{v}=\left(\hbar p_{0} / 4 e^{2} m\right) G^{2}[\mathbf{X}(+)+\mathbf{X}(-)] G^{-2}
\end{aligned}
$$

where $\mathbf{L}, \mathrm{V}$ are the angular momentum and the Runge-Lenz vectors. If one diagonalizes $L^{2}, L_{3}$ one gets Gegenbauer functions in momentum space and Laguerre functions in configuration space; in this case the natural coordinate systems in both momentum and configuration space are spherical. On the other hand, if one diagonalizes $X_{3}(+)$ and $X_{3}(-)$, one obtains

$$
\varphi(p) \sim G^{2} D_{m n}^{j}, \quad V_{3} \varphi(p) \sim\left(m+m^{\prime}\right) \varphi(p) .
$$

In this case one is led to the Wigner functions in momentum space. The corresponding natural coordinate system is $(\alpha, \beta, \gamma)$ since

$$
X_{3}(+) \sim \partial / \partial \alpha, \quad X_{3}(-) \sim \partial / \partial \gamma
$$

In configuration space the corresponding natural coordinate system is parabolic and the corresponding functions are the confluent hypergeometric functions. ${ }^{2}$

The statements of this paragraph as well as of Secs. 6,7 , and 9 relate known results ${ }^{8}$ to our use of the geometry of $\mathrm{O}_{3}$.
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#### Abstract

This paper discusses a theorem concerning the variational description of the eigenfunctions and eigenvalues of the two complementary reduced density matrices for a many-particle system in a bound state.


IN this paper, we discuss a theorem concerning the variational description of the eigenfunctions and eigenvalues of the two complementary reduced density matrices for a many-particle system in a bound state. This theorem is the following:

Theorem: Given a bound state $|\psi\rangle$ of an $N$-particle system, any state vector $|p\rangle$ of a $m$-particle subsystem ( $m<N$ ), for which the functional $\|\langle\psi \mid p\rangle\|$ is stationary, is an eigenvector of the reduced density operator $\mathrm{D}_{p}$ associated with the subsystem. The stationary $\|\langle\psi \mid p\rangle\|$ gives the corresponding eigenvalue to which the eigenvector belongs. $\langle\psi \mid p\rangle$ corresponds to an eigenvector belonging to the same eigenvalue of the reduced density operator $\mathrm{D}_{q}$ associated with the $(N-m)$-particle subsystem. The operators $\mathrm{D}_{p}$ and $\mathrm{D}_{q}$ in the Schrödinger representation correspond to the Dirac density matrices. ${ }^{1}$

Proof: Consider the $N$-particle system to be composed of two interacting subsystems, each consisting of $m$ and $N-m$ particles and each with associated Hilbert spaces $E_{p}$ and $E_{q}$, respectively. Take the Hilbert space $E$ for the system to be the tensor product of $E_{p}$ and $E_{q}\left(E=E_{p} \otimes E_{q}\right)$.

Consider the stationary conditions of the functional

$$
S=\langle p q \mid \psi\rangle
$$

of the space $E$, where $|\psi\rangle$ is a given unit vector, and $|p\rangle$ and $|q\rangle$ are some arbitrary unit vectors in $E_{p}$ and $E_{q}$. The quantity $S$ is, of course, the amplitude of finding the state $|\psi\rangle$ of the $N$-particle system in the state $|p q\rangle$.

By means of the method of Lagrange multipliers, the stationary condition of $S$ reads

$$
\begin{equation*}
\delta S+\lambda_{p} \delta\langle p \mid p\rangle+\lambda_{q} \delta\langle q \mid q\rangle=0 \tag{1}
\end{equation*}
$$

where $\lambda_{p}$ and $\lambda_{q}$ are the Lagrangian undetermined constants.
Upon calculating the variations and rearranging terms,

$$
\begin{align*}
& \langle\delta q| \\
& \quad\left[\langle p \mid \psi\rangle+\lambda_{q}|q\rangle\right]+\langle q| \lambda_{q}|\delta q\rangle  \tag{2}\\
& \quad+\langle\delta p|\left[\langle q \mid \psi\rangle+\lambda_{p}|p\rangle\right]+\langle p| \lambda_{p}|\delta p\rangle=0 .
\end{align*}
$$

[^86]Since $|\delta p\rangle$ and $|\delta q\rangle$ are arbitrary, one may replace the kets $|\delta p\rangle$ by $i|\delta p\rangle$ and $|\delta q\rangle$ by $i|\delta q\rangle$, and the bras $\langle\delta p|$ by $-i\langle\delta p|$ and $\langle\delta p|$ by $-i\langle\delta q|$, where $i=(-1)^{\frac{1}{2}}$. Taking a linear combination of the new equation with (2), results the nontrivial equation

$$
\begin{equation*}
\langle\delta q|\left[\langle p \mid \psi\rangle+\lambda_{q}|q\rangle\right]+\langle\delta p|\left[\langle q \mid \psi\rangle+\lambda_{p}|p\rangle\right]=0, \tag{3}
\end{equation*}
$$

where $\langle\delta p|$ and $\langle\delta q|$ are also independent of each other. It turns out that condition (I) satisfies the two following simultaneous equations:

$$
\begin{align*}
& \langle p \mid \psi\rangle+\lambda_{p}|q\rangle=0  \tag{4}\\
& \langle q \mid \psi\rangle+\lambda_{q}|p\rangle=0 \tag{5}
\end{align*}
$$

With the aid of the normalization constraints on $|p\rangle$ and $|q\rangle$, the two Lagrangian undetermined constants $\lambda_{p}$ and $\lambda_{q}$ are now determined to be equal to the negative of the stationary $S$. Hence, we write both as $-\lambda$ and Eqs. (4) and (5) become

$$
\begin{align*}
\langle p \mid \psi\rangle & =\lambda|q\rangle,  \tag{6}\\
\langle q \mid \psi\rangle & =\lambda|p\rangle . \tag{7}
\end{align*}
$$

The above two equations were previously ${ }^{2-4}$ derived from the theory of integral equations and are valid only when the kernel of the integral operator is symmetric in a finite-dimensional space. In this case, it is known that the eigenvectors $\left\langle p_{i}\right\rangle,\left|q_{i}\right\rangle$ belonging to the eigenvalue $\left|\lambda_{i}\right|^{2}$ of the respective density operators $D_{p}$ and $D_{q}$ associated with the two subsystems satisfy this theorem. In fact, one may alternatively adopt a variational definition of the reduced density matrices by taking the totality of the set of independently admissible solutions from (6) and (7) to construct the two complementary reduced density operators

$$
\begin{align*}
& \mathrm{D}_{p}=\sum_{i}\left|\lambda_{i}\right|^{2}\left|p_{i}\right\rangle\left\langle p_{i}\right|, \\
& \mathrm{D}_{q}=\sum_{i}\left|\lambda_{i}\right|^{2}\left|q_{i}\right\rangle\left\langle q_{i}\right| .
\end{align*}
$$

[^87]It may be noted that, due to the following identity,

$$
\begin{aligned}
\langle\psi-p q \mid \psi-p q\rangle=\langle\psi \mid \psi\rangle+ & \langle p q \mid p q\rangle \\
& -2 \operatorname{Re}\langle p q \mid \psi\rangle,
\end{aligned}
$$

the solutions of $|p q\rangle$ stationary to $S$ also give the stationary solutions to the mean-square deviation of $|p q\rangle$ from $|\psi\rangle$. A discussion in terms of the latter quantity was given by Coleman. ${ }^{3}$ Much of the motivation for the present work, however, came from earlier discussion by Löwdin and Shull ${ }^{5}$ of the overlap properties in connection with the first-order density matrix.

The theorem presented in this paper may be applied to the direct computation of the largest eigenvalues of reduced density matrices by a simple
iteration procedure. We have, in particular, applied the variational generating equations (6) and (7), of these eigenvalue problems to the natural expansion of a many-electron wavefunction. A detailed discussion of this work with illustrative examples will be represented elsewhere. ${ }^{6}$
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#### Abstract

The partial wave series for the scattering amplitude for high-energy electron scattering is not uniformly convergent. The singularity responsible for the nonuniform convergence containing terms in $\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha-2},\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha-1}$, and $\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha}$ is separated from the rest of the series so that an accurate partial wave analysis may be carried out for any scattering angle.


## I. INTRODUCTION

FOR high-energy electron scattering the long-range nature of the Coulombinteraction causes the partial wave series for the amplitude to converge slowly. In some calculations ${ }^{1,2}$ this difficulty was overcome by calculating $f(\theta)=f_{\text {coul }}(\theta)+\left[f(\theta)-f_{\text {coul }}(\theta)\right]$, where $f_{\text {Coul }}(\theta)$ is the point Coulomb scattering amplitude. This method is analogous to the one used to calculate nonrelativistic nuclear scattering when the Coulomb interaction is present. ${ }^{3}$ In both instances the series represented by the term $f(\theta)-f_{\text {Coul }}(\theta)$ converges. However, for relativistic scattering of Dirac particles the point Coulomb amplitude is not available in

[^89]closed form, although an accurate evaluation can be made. ${ }^{4,5}$ Another method was developed by Yennie et al. ${ }^{6}$ who considered the expansion of the function $(1-\cos \theta)^{n} f(\theta)$. This method works well except at small angles where many partial waves are required.

Herman et al. ${ }^{2}$ have suggested that the singular part of the scattering amplitude may be explicitly separated and summed so that a reliable partial wave calculation can be carried out at any scattering angle. Hetherington ${ }^{7}$ attempted to do this for the Klein-Gordon equation. He separated the nonrelativistic point

[^90]It may be noted that, due to the following identity,

$$
\begin{aligned}
\langle\psi-p q \mid \psi-p q\rangle=\langle\psi \mid \psi\rangle+ & \langle p q \mid p q\rangle \\
& -2 \operatorname{Re}\langle p q \mid \psi\rangle,
\end{aligned}
$$

the solutions of $|p q\rangle$ stationary to $S$ also give the stationary solutions to the mean-square deviation of $|p q\rangle$ from $|\psi\rangle$. A discussion in terms of the latter quantity was given by Coleman. ${ }^{3}$ Much of the motivation for the present work, however, came from earlier discussion by Löwdin and Shull ${ }^{5}$ of the overlap properties in connection with the first-order density matrix.

The theorem presented in this paper may be applied to the direct computation of the largest eigenvalues of reduced density matrices by a simple
iteration procedure. We have, in particular, applied the variational generating equations (6) and (7), of these eigenvalue problems to the natural expansion of a many-electron wavefunction. A detailed discussion of this work with illustrative examples will be represented elsewhere. ${ }^{6}$
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#### Abstract

The partial wave series for the scattering amplitude for high-energy electron scattering is not uniformly convergent. The singularity responsible for the nonuniform convergence containing terms in $\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha-2},\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha-1}$, and $\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha}$ is separated from the rest of the series so that an accurate partial wave analysis may be carried out for any scattering angle.


## I. INTRODUCTION

FOR high-energy electron scattering the long-range nature of the Coulombinteraction causes the partial wave series for the amplitude to converge slowly. In some calculations ${ }^{1,2}$ this difficulty was overcome by calculating $f(\theta)=f_{\text {coul }}(\theta)+\left[f(\theta)-f_{\text {coul }}(\theta)\right]$, where $f_{\text {Coul }}(\theta)$ is the point Coulomb scattering amplitude. This method is analogous to the one used to calculate nonrelativistic nuclear scattering when the Coulomb interaction is present. ${ }^{3}$ In both instances the series represented by the term $f(\theta)-f_{\text {Coul }}(\theta)$ converges. However, for relativistic scattering of Dirac particles the point Coulomb amplitude is not available in

[^92]closed form, although an accurate evaluation can be made. ${ }^{4,5}$ Another method was developed by Yennie et al. ${ }^{6}$ who considered the expansion of the function $(1-\cos \theta)^{n} f(\theta)$. This method works well except at small angles where many partial waves are required.

Herman et al. ${ }^{2}$ have suggested that the singular part of the scattering amplitude may be explicitly separated and summed so that a reliable partial wave calculation can be carried out at any scattering angle. Hetherington ${ }^{7}$ attempted to do this for the Klein-Gordon equation. He separated the nonrelativistic point

[^93]Coulomb amplitude and a term containing a factor [ $\left.\sin \frac{1}{2} \theta\right]^{-2 i \lambda-1}$, where $\lambda=Z_{1} Z_{2} \alpha / \beta$ and $\alpha$ and $\beta$ are the fine structure constant and $v / c$. However, his series is not absolutely convergent, since it still contains a singular factor $\left[\sin \frac{1}{2} \theta\right]^{-2 i \lambda}$ due to his neglect of the phase factor which increases logarithmically with $l$ in his $\mathcal{O}(1 / l)$ term.

We have separated and summed in closed form all the singular parts of the series for $f(\theta)$ for high-energy electron scattering in the limit of zero electron mass. The series to be evaluated is then absolutely convergent. It should be noted that the resulting form $f(\theta)=f_{\text {sing }}(\theta)+$ absolutely convergent series contains of course the same singularities as $f_{\text {coul }}(\theta)$, the difference being in the nonsingular parts, i.e., $f_{\mathrm{sing}}(\theta)$ is a closed form while $f_{\text {coul }}(\theta)$ is not. ${ }^{4}$

## II. CALCULATION

In the high-energy limit the Dirac scattering amplitude is ${ }^{6}$

$$
\begin{equation*}
f(\theta)=\frac{1}{2 i \kappa} \sum_{k=1}^{\infty} k e^{2 i_{k}}\left[P_{k}(\cos \theta)+P_{k-1}(\cos \theta)\right], \tag{1}
\end{equation*}
$$

where $\eta_{k}$, the phase shift, is the sum of a "nuclear" part $\delta_{k}$ and the relativistic Coulomb phase shift $\chi_{k}$ given by

$$
k e^{2 i \chi_{k}}=\frac{\Gamma\left(\rho_{k}+1-i \alpha\right)}{\Gamma\left(\rho_{k}+i \alpha\right)} e^{i \pi\left(k-\rho_{k}\right)}
$$

Here $\alpha=Z e^{2} /(\hbar c)$ and $\rho_{k}=\left(k^{2}-\alpha^{2}\right)^{\frac{1}{2}}$. The $\delta_{k}$ fall off rapidly with increasing $k$ and only the Coulomb phase shifts need be considered.
To expand the factor $k e^{2 i x_{k}}$ in inverse powers of $k$, we write

$$
e^{i \pi\left(k-\rho_{k}\right)}=1+\frac{i \pi \alpha^{2}}{2 k}-\frac{\pi^{2} \alpha^{4}}{8 k^{2}}+\mathcal{O}\left(\frac{1}{k^{3}}\right),
$$

and we also expand $\Gamma\left(\rho_{k}+1-i \alpha\right) / \Gamma\left(\rho_{k}+i x\right)$ in a Taylor series about $\rho=k$. Employing the asymptotic form for $\psi(z)=\Gamma^{\prime}(z) / \Gamma(z)$ we obtain

$$
\begin{aligned}
\frac{\Gamma\left(\rho_{k}+1-i \alpha\right)}{\Gamma\left(\rho_{k}+i \alpha\right)}= & \frac{\Gamma(k+1-i \alpha)}{\Gamma(k+i \alpha)} \\
& \times\left[1-\frac{1}{2} \frac{\alpha^{2}(1-2 i \alpha)}{k^{2}}+\mathcal{O}\left(\frac{1}{k^{3}}\right)\right] .
\end{aligned}
$$

Combining the results we obtain

$$
\begin{align*}
k e^{2 i \chi_{k}}= & \frac{\Gamma(k+1-i \alpha)}{\Gamma(k+1+i \alpha)}[k+i \alpha(1+\pi \alpha) \\
& \left.+\frac{\alpha^{2}}{k}\left(i \alpha-\frac{1}{2} \pi \alpha-\frac{1}{2}-\frac{\pi^{2} \alpha^{2}}{8}\right)+\mathcal{O}\left(\frac{1}{k^{2}}\right)\right] \tag{2}
\end{align*}
$$

When Eq. (2) is substituted into Eq. (1), $f(\theta)$ may be
rewritten in analogy with the nonrelativistic case as follows:

$$
\begin{align*}
f(\theta)=f_{1}(\theta) & +f_{2}(\theta)+f_{3}(\theta) \\
& +\frac{1}{2 i \kappa} \sum_{k=1}^{\infty}\left\{k e^{2 i\left(\delta_{k}+x_{k}\right)}-\frac{\Gamma(k+1-i \alpha)}{\Gamma(k+1+i \alpha)}\right. \\
& \times\left[k+i \alpha\left(1+\frac{1}{2} \pi \alpha\right)+\frac{\alpha^{2}}{k-i \alpha}\right. \\
& \left.\left.\times\left(i \alpha-\frac{1}{2} \pi \alpha-\frac{1}{2}-\frac{\pi^{2} \alpha^{2}}{8}\right)\right]\right\} \\
& \times\left[P_{k}(\cos \theta)+P_{k-1}(\cos \theta)\right] \tag{3}
\end{align*}
$$

where

$$
\begin{aligned}
f_{1}(\theta)=\frac{1}{2 i \kappa} & \sum_{k=1}^{\infty} k \frac{\Gamma(k+1-i \alpha)}{\Gamma(k+1+i \alpha)} \\
& \times\left[P_{k}(\cos \theta)+P_{k-1}(\cos \theta)\right]
\end{aligned}
$$

$$
f_{2}(\theta)=\frac{\alpha}{2 \kappa}\left(1+\frac{1}{2} \pi \alpha\right) \sum_{k=1}^{\infty} \frac{\Gamma(k+1-i \alpha)}{\Gamma(k+1+i \alpha)}
$$

$$
f_{3}(\theta)=\frac{\alpha^{2}}{2 \kappa}\left(i \alpha-\frac{1}{2} \pi \alpha-\frac{1}{2}-\frac{\pi^{2} \alpha^{2}}{8}\right) \sum_{k=1}^{\infty} \frac{1}{k-i \alpha}
$$

$$
\times \frac{\Gamma(k+1-i \alpha)}{\Gamma(k+1+i \alpha)}\left[P_{k}(\cos \theta)+P_{k-1}(\cos \theta)\right]
$$

The series in Eq. (3) is absolutely convergent since its terms are $\mathfrak{O}\left(1 / k^{2}\right)$.

It is possible to separate the nonrelativistic point Coulomb amplitude from the first term, but we do not do this since all of the above sums may be evaluated by the same method as follows. Labeling the sums which appear in $f_{1}(\theta), f_{2}(\theta)$, and $f_{3}(\theta), \Sigma_{1}, \Sigma_{2}$, and $\sum_{3}$, respectively, we find by employing the definition of the beta function

$$
\begin{align*}
\sum_{1}=\frac{1}{\Gamma(2 i \alpha)} \sum_{k=1}^{\infty} k\left[P_{l k}(z)+\right. & \left.P_{k-1}(z)\right] \\
& \times \int_{0}^{1} t^{k-i \alpha}(1-t)^{2 i \alpha-1} d t \tag{4}
\end{align*}
$$

where $z=\cos \theta$. The integral may be made to converge by adding $\epsilon$ to the exponents. Using

$$
\sum_{k=0}^{\infty} t^{k} P_{k}(z)=\frac{1}{\left(1-2 t z+t^{2}\right)^{\frac{1}{2}}}
$$

and

$$
t \frac{\partial}{\partial t}\left[t \sum_{k=0}^{\infty} t^{k} P_{k}(z)\right]=\sum_{k=1}^{\infty} k t^{k} P_{k-1}(z)
$$

we find after some algebra

$$
\begin{equation*}
\sum_{1}=\frac{(1+z) 4^{i \alpha}}{\Gamma(2 i \alpha)} \int_{0}^{1} \frac{\left[(1-t)^{2} / 4 t\right]^{i \alpha} t d t}{\left\{\left[(1-t)^{2} / 4 t\right]+\frac{1}{2}(1-z)\right\}^{\frac{3}{3}}(4 t)^{\frac{3}{2}}} . \tag{5}
\end{equation*}
$$

Making the substitution $u=(1-t)^{2} / 4 t$ and factoring out appropriate powers of $z$, we obtain

$$
\begin{align*}
\sum_{1} & =\frac{4^{i \alpha-1} \cos ^{2} \frac{1}{2} \theta}{\Gamma(2 i \alpha)}\left[\left(\sin \frac{1}{2} \theta\right)^{i \alpha-2} \int_{0}^{\infty} u^{i \alpha-\frac{1}{2}}(1+u)^{-\frac{3}{2}} d u\right. \\
& \left.-\left(\sin \frac{1}{2} \theta\right)^{i \alpha-1} \int_{0}^{\infty} u^{i \alpha}(1+u)^{-\frac{3}{2}}\left(1+u \sin ^{2} \frac{1}{2} \theta\right)^{-\frac{1}{2}} d u\right] . \tag{6}
\end{align*}
$$

Recognizing the first integral as a beta function and the second as a hypergeometric function which is then written in terms of hypergeometric functions with argument $\sin ^{2}\left(\frac{1}{2}\right) \theta$ to obtain a form useful for small $\theta$, and using the duplication formula for the gamma functions, the result is

$$
\begin{align*}
\sum_{1}= & \frac{i \alpha \cos ^{2} \frac{1}{2} \theta \Gamma(1-i \alpha)}{\left(\sin \frac{1}{2} \theta\right)^{2-2 i \alpha} \Gamma(1+i \alpha)} \\
& \times\left\{1-\frac{\sin \frac{1}{2} \theta}{4} \frac{\Gamma(1+i \alpha)}{\Gamma(1-i \alpha)} \frac{\Gamma\left(\frac{1}{2}-i \alpha\right)}{\Gamma\left(\frac{1}{2}+i \alpha\right)}\right. \\
& \times F\left(\frac{1}{2}, 1+i \alpha, \frac{1}{2}+i \alpha ; \sin ^{2} \frac{1}{2} \theta\right)+\frac{\left(\cos \frac{1}{2} \theta\right)^{1-2 i \alpha}}{2 i \alpha-1} \\
& \left.\times F\left(\frac{3}{2}, 1-i \alpha, \frac{3}{2}-i \alpha ; \sin ^{2} \frac{1}{2} \theta\right]\right\} \tag{7}
\end{align*}
$$

where $F(a, b, c ; z)$ is the hypergeometric function.
The singular part may be explicitly exhibited by writing out the hypergeometric series to obtain

$$
\begin{align*}
\sum_{1}= & \frac{i \alpha \cos ^{2} \frac{1}{2} \theta}{\left(\sin \frac{1}{2} \theta\right)^{2-2 i \alpha}} \frac{\Gamma(1-i \alpha)}{\Gamma(1+i \alpha)} \\
& \times\left[1-\frac{\Gamma(1+i \alpha)}{\Gamma(1-i \alpha)} \frac{\Gamma\left(\frac{1}{2}-i \alpha\right)}{\Gamma\left(\frac{1}{2}+i \alpha\right)} \sin \frac{1}{2} \theta\right. \\
& \left.+\left(\cos \frac{1}{2} \theta\right)^{1-2 i \alpha} \frac{\sin \frac{1}{2} \theta}{1-2 i \alpha}+\cdots\right] . \tag{8}
\end{align*}
$$

We see that $\Sigma_{1}$ contains the singularity associated with nonrelativistic point Coulomb scattering plus lower-order singular terms in $\sin \frac{1}{2} \theta$.
The second sum $\sum_{2}$ may be evaluated in the same way provided an infinitesimal is added to the exponent in the denominator of the first integral in the expression analogous to Eq. (6). The result is

$$
\begin{align*}
\sum_{2}= & -\frac{\Gamma(1-i \alpha)}{\Gamma(1+i \alpha)}-\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha}-\frac{2 i \sinh \pi \alpha}{\pi} \\
& \times \frac{\Gamma\left(\frac{1}{2}-i \alpha\right)}{\Gamma\left(\frac{1}{2}+i \alpha\right)} \cos ^{2} \frac{1}{2} \theta\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha-1} \\
& \times F\left(\frac{1}{2}, 1+i \alpha, \frac{1}{2}-i \alpha ; \sin ^{2} \frac{1}{2} \theta\right) \\
& +\frac{2 \Gamma\left(\frac{1}{2}-i \alpha\right)}{\pi^{\frac{1}{2}} \Gamma(1+i \alpha)}\left(\cos \frac{1}{2} \theta\right)^{1-i \alpha} \\
& \times F\left(\frac{3}{2}, 1-i \alpha,_{2}-i \alpha, \sin ^{2} \frac{1}{2} \theta\right) . \tag{9}
\end{align*}
$$

Again writing out the hypergeometric series to determine the nature of the singularity at $\theta=0^{\circ}$, we find

$$
\begin{align*}
\sum_{2}= & -\frac{\Gamma(1-i \alpha)}{\Gamma(1+i \alpha)}-\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha}+\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha-1} \\
& \times\left(2 \cos ^{2} \frac{1}{2} \theta \frac{\Gamma\left(\frac{1}{2}-i \alpha\right)}{\Gamma\left(\frac{1}{2}+i \alpha\right)}\right. \\
& \left.+\frac{\left(\cos \frac{1}{2} \theta\right)^{3-2 i \alpha}}{\left(i \alpha-\frac{1}{2}\right)} \frac{\Gamma(1-i \alpha)}{\Gamma(1+i \alpha)}\right)+\cdots . \tag{10}
\end{align*}
$$

We evaluate $\sum_{3}$ by the same method used for $\sum_{1}$ and $\Sigma_{2}$, and we find

$$
\begin{equation*}
\sum_{3}=\frac{\Gamma(-i \alpha)}{\Gamma(1+i \alpha)}\left[-1+\left(\sin \frac{1}{2} \theta\right)^{2 i \alpha}\right] . \tag{11}
\end{equation*}
$$

The scattering amplitude may now be calculated for small $\theta$ by means of Eq. (3) which is exact, since the term by term subtraction is compensated for by adding $f_{1}(\theta), f_{2}(\theta), f_{3}(\theta)$ back into $f(\theta)$.

## III. KLEIN-GORDON CASE

Hetherington's series for the Klein-Gordon case may be made absolutely convergent by subtracting the series

$$
S=\sum_{k=0}^{\infty} \frac{1}{2 k+1} \frac{\Gamma(k+1+i \lambda)}{\Gamma(k+1-i \lambda)} P_{k}(\cos \theta)
$$

which is summed as follows:

$$
\begin{align*}
S & =\int_{0}^{1} d u \int_{0}^{1} v^{i \lambda}(1-v)^{-1-2 i \lambda} \sum_{k=0}^{\infty}\left(v u^{2}\right)^{k} P_{k}(\cos \theta) d v \\
& =\int_{0}^{1} v^{i \lambda}(1-v)^{-1-2 i \lambda} I(v, \theta) d v \tag{12}
\end{align*}
$$

where

$$
I(v, \theta)=\int_{0}^{1} \frac{d u}{\left(1-2 v u^{2} \cos \theta+v^{2} u^{4}\right)^{\frac{1}{2}}} .
$$

If we let $u=1 / x$ in $I(v, \theta)$ we get

$$
I(v, \theta)=\left(1 / v^{\frac{1}{2}}\right) K\left(\cos \frac{1}{2} \theta\right),
$$

where $K\left(\cos \frac{1}{2} \theta\right)$ is the complete elliptic integral of the first kind. Substituting back into Eq. (12) yields

$$
S=\frac{\Gamma\left(\frac{1}{2}+i \lambda\right) \Gamma(2-i \lambda)}{\Gamma\left(\frac{1}{2}-i \lambda\right)} K\left(\cos \frac{1}{2} \theta\right) .
$$
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#### Abstract

In this paper we study some properties of irreducible representations of the unitary group in three dimensions $U_{3}$ with positive and negative indices. These representations are useful for the group theoretical classification of particle-hole states in nuclear shell theory, as well as in elementary particle physics. We show how the rules for reducing the direct product of two given representations should be modified when we include positive and negative indices and we use these rules to obtain an algebraic expression for the irreducible representations contained in the direct product.


## 1. INTRODUCTION

WE consider in this paper the construction of irreducible basis for the group $U_{3}$, which are expressed in terms of covariant and contravariant vectors. The irreducible representations IR carried by these polynomial basis are mixed, in the sense that they include positive as well as negative indices. The problem arises naturally when we consider the problem of constructing and classifying particle-hole wavefunctions in nuclear shell theory ${ }^{1}$ or elementary particle states containing both particles and anti-particles.

In Sec. 2 we consider the group $U_{3}$ as a subgroup of a six-dimensional orthogonal group and we use some results recently derived by Chacón ${ }^{2}$ for this group, to determine the highest-weight polynomial for mixed representations. We then show that not all Young diagrams with positive and negative components correspond to IR of $U_{3}$.

In Sec. 3 the reduction of the direct product of two given IR of $U_{3}$ is considered. We use the mixed representations to derive an algebraic expression for the irreducible components of the direct product. ${ }^{3}$ To accomplish this, we express Littlewood rules ${ }^{4}$ in a different form, which is convenient when we deal with mixed representations. Finally, in the Appendix, the equivalence of the modified with the usual Littlewood rules is shown.

## 2. MIXED IRREDUCIBLE REPRESENTATIONS FOR THE UNITARY GROUP $U_{3}$

We consider in this section the construction of a polynomial basis for irreducible representations of the

[^94]group $U_{3}$ which contain the components of two types of three-dimensional vectors; one of them,
\[

$$
\begin{equation*}
x_{j}^{t} \quad(j=1,2,3), \tag{2.1}
\end{equation*}
$$

\]

transforms according to the three-dimensional unitary matrices which form the group $U_{3}$; the other vector,

$$
\begin{equation*}
\zeta_{t}^{j} \quad(j=1,2,3), \tag{2.2}
\end{equation*}
$$

transforms according to the contragradient representation to $x_{j}^{t}$ of $U_{3}$. In both (2.1) and (2.2) $j$ is the index affected by $U_{3}$ transformations and the index $t$ is used to differentiate among different vectors and takes, for the most general representation of $U_{3}$, three values also, say 1,2 , and 3 .

It proves convenient for our purposes to introduce the vectors (2.1) and (2.2) using a different notation, making the identification

$$
\begin{equation*}
x_{j}^{t} \rightarrow y_{m}^{t}, \quad \zeta_{t}^{j} \rightarrow y_{-m}^{t} \quad(m, t=1,2,3), \tag{2.3}
\end{equation*}
$$

whereby we define the vector $y_{m}^{t}$, remembering that a negative index $m$ indicates the component of a contravariant vector.

In terms of this new vector $y_{m}^{t}$, we define the following operators:

$$
\begin{equation*}
\Lambda_{m}^{m^{\prime}}=\sum_{t=1}^{3}\left(y_{m}^{t} p_{t}^{m^{\prime}}-y_{-m}^{t} p_{t}^{-m}\right) \equiv \mathcal{C}_{m}^{m^{\prime}}-\mathcal{C}_{-m^{\prime}}^{-m} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{t}^{m^{\prime}}=\partial / \partial y_{m}^{t} \quad \text { and } \quad p_{t}^{-m}=\partial / \partial y_{-m}^{t} \tag{2.5}
\end{equation*}
$$

By using well-known commutation relations (and taking into account that $y_{m}^{t}$ and $y_{-m}^{t}$, with $m>0$, are independent of each other) it is a simple matter to show that the operators defined in Eq. (2.4) are the elements of the Lie algebra corresponding to a rotational group in six dimensions. From the same commutation rules we can see that the set of operators $\Lambda_{m}^{m^{\prime}}$, with $m$ and $m^{\prime}>0$, define in turn a Lie algebra, this time for a unitary group in three dimensions; this latter is isomorphic to the group $U_{3}$ introduced above.

In order to construct irreducible polynomials, we follow Moshinsky ${ }^{5}$ and introduce the invariant operators,

$$
\begin{gather*}
C_{s}^{s^{\prime}}=\sum_{m=1}^{3} y_{m}^{s} p_{s^{\prime}}^{-m}, \quad \Gamma_{s^{\prime}}^{s}=\sum_{m=1}^{3} y_{-m}^{s} p_{s^{-m}}^{-m} \\
D_{s s^{\prime}}=\sum_{m=1}^{3} p_{s}^{m} p_{s^{-m}}^{-m}, \quad D^{+s s^{\prime}}=\sum_{m=1}^{3} y_{m}^{s} y_{-m}^{s^{\prime}} . \tag{2.6}
\end{gather*}
$$

Using the same procedure as with the operators (2.4) one can show that the set given in Eq. (2.6) define a unitary group in six dimensions, which we call the complementary group to $U_{3}$. With these generators we can characterize, as shown below, the irreducible basis for $U_{3}$. The basis is given as a polynomial function, expressed in terms of $y_{m}^{t}$ fulfilling the following invariant conditions, ${ }^{5}$

$$
\begin{equation*}
(s=1,2,3) \tag{2.7c}
\end{equation*}
$$

In this set of equations $C_{s}^{s^{\prime}}, \Gamma_{s}^{s^{\prime}}$, with $s<s^{\prime}$, and $D_{s s^{\prime}}$, for all values of $s$ and $s^{\prime}$, form the set of raising generators ${ }^{5}$ of the complementary group to $U_{3}$. The meaning of both sets of numbers $\left(h_{s}\right)$ and ( $k_{s}$ ) becomes clear below.

If, besides conditions (2.7), we impose on $P\left(y_{m}^{t}\right)$ the following restrictions:

$$
\begin{equation*}
\Lambda_{m}^{m^{\prime}} P\left(y_{m}^{t}\right)=0 \quad\left(0<m<m^{\prime}\right) \tag{2.8a}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{m}^{m} P\left(y_{m}^{t}\right)=\lambda_{m} P\left(y_{m}^{t}\right) \quad(m=1,2,3) \tag{2.8b}
\end{equation*}
$$

the polynomial $P\left(y_{m}^{t}\right)$ will be the highest-weight function for an IR of $U_{3}$, with indices ( $\lambda_{1} \lambda_{2} \lambda_{3}$ ). One should notice that $P\left(y_{m}^{t}\right)$ is a function of $y_{m}^{t}$ and thus of both covariant and contravariant vectors. In case $P$ depends only on $y_{m}^{t}, m>0$, Eqs. (2.7) reduce to those previously used by Moshinsky. ${ }^{6}$

We now obtain a solution for Eqs. (2.7) and (2.8), showing that it is unique. If we consider Eqs. (2.7a) and (2.7c) only, the polynomial

$$
\begin{align*}
P= & \left(\Delta_{1}^{1}\right)^{h_{1}-h_{2}}\left(\Delta_{12}^{12}\right)^{h_{2}-h_{3}}\left(\Delta_{123}^{123}\right)^{k_{3}}\left(\Delta_{-3}^{1}\right)^{k_{1}-k_{2}}\left(\Delta_{-3-2}^{12}\right)^{k_{2}-k_{3}} \\
& \times\left(\Delta_{-3-2-1}^{123}\right)^{k_{3}} Z\left(\frac{\Delta_{m}^{1}}{\Delta_{1}^{1}}, \frac{\Delta_{1 m}^{12}}{\Delta_{12}^{12}}, \frac{\Delta_{-m}^{1}}{\Delta_{-3}^{1}}, \frac{\Delta_{-3-m}^{12}}{\Delta_{-3-2}^{12}}\right) \times Z \quad(m=1,2,3)
\end{align*}
$$

is a solution for these equations. ${ }^{6}$ In (2.9) we have
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$$
\begin{align*}
& C_{s}^{s^{\prime}} P\left(y_{m}^{t}\right)=0, \quad \Gamma_{s}^{s^{\prime}} P\left(y_{m}^{t}\right)=0 \quad\left(s<s^{\prime}\right),  \tag{2.7a}\\
& D_{s s^{\prime}} P\left(y_{m}^{t}\right)=0, \quad V s, s^{\prime},  \tag{2.7b}\\
& C_{s}^{s} P\left(y_{m}^{t}\right)=h_{s} P\left(y_{m}^{t}\right), \quad \Gamma_{s}^{s} P\left(y_{m}^{t}\right)=k_{s} P\left(y_{m}^{t}\right)
\end{align*}
$$
\]

used the notation

$$
\begin{gather*}
\Delta_{m}^{s}=y_{m}^{s}, \quad \Delta_{-m}^{s}=y_{-m}^{s} \\
\Delta_{m_{1} \cdots m_{j}}^{1 \cdots{ }_{m}}=\sum_{P m}(-1)^{P_{m}} P_{m} \Delta_{m_{1}}^{1} \Delta_{m_{2}}^{2} \cdots \Delta_{m_{j}}^{j} \tag{2.10}
\end{gather*}
$$

where $P_{m}$ stands for a permutation over the indices $m,(-1)^{P_{m}}$ being the parity of the permutation. The last relation in Eq. (2.9) defines ( $P / Z$ ), i.e., the factor of the function $Z$ in $P\left(y_{m}^{t}\right)$. This function $Z$ depends on the variables explicitly indicated in (2.9) as its arguments, and is only restricted by the condition that when we multiply this function $Z$ by the polynomial $(P / Z)$, a polynomial $P\left(y_{m}^{t}\right)$ in $y_{m}^{t}$ is obtained. It is possible, therefore, that $Z$ is not a polynomial in $y_{m}^{t}$.

We now introduce conditions (2.8a). We apply the raising generators of $U_{3}$,

$$
\begin{equation*}
\Lambda_{2}^{3}, \Lambda_{1}^{3}, \quad \text { and } \Lambda_{1}^{2}, \tag{2.11}
\end{equation*}
$$

to the polynomial defined in Eq. (2.9). When acting on $(P \mid Z)$, the generators (2.11) give a vanishing result. We are therefore left only with the application of operators (2.11) to the function $Z$. In order to do this, we follow Chacón ${ }^{2}$ and introduce new variables, defined as follows,

$$
\begin{align*}
& I_{1}=\sum_{m} \Delta_{-m}^{1} \Delta_{1 m}^{12}, \\
& I_{2}=\sum_{m}^{m} \Delta_{m}^{1} \Delta_{-3-m}^{12}, \\
& I_{3}=\sum_{m} \Delta_{m}^{1} \Delta_{-m}^{1}, \tag{2.12}
\end{align*}
$$

which have the property of commuting with operators (2.11). By using these defining relations, we can replace some of the quotients appearing as arguments of $Z$ in Eq. (2.9), obtaining a new function $Z^{\prime}$, which is now a function of the ratios

$$
\begin{equation*}
\frac{\Delta_{3}^{1}}{\Delta_{1}^{1}}, \frac{\Delta_{-1}^{1}}{\Delta_{-3}^{1}}, \frac{\Delta_{-2}^{1}}{\Delta_{-3}^{1}}, \frac{I_{1}}{\Delta_{-3}^{1} \Delta_{12}^{12}}, \frac{I_{1}}{\Delta_{1}^{1} \Delta_{-3-2}^{12}}, \frac{I_{3}}{\Delta_{1}^{1} \Delta_{-3}^{1}} \tag{2.13}
\end{equation*}
$$

## Equation

$$
\Lambda_{1}^{3} P\left(y_{m}^{t}\right)=0
$$

then implies that $Z^{\prime}$ is not a function of $\Delta_{-1}^{1} / \Delta_{-3}^{1}$. In a similar way, $\Lambda_{2}^{3} P=0$ and $\Lambda_{1}^{2} P=0$ tell us that $Z^{\prime}$ is not a function of $\Delta_{-2}^{1} / \Delta_{-3}^{1}$ and $\Delta_{3}^{1} / \Delta_{1}^{1}$, respectively. As a consequence of this, $Z^{\prime}$ is a function of the last three ratios indicated in (2.13).

We can now expand $Z^{\prime}$ in a power series, obtaining the following expression for $P\left(y_{m}^{t}\right)$ :

$$
\begin{align*}
P\left(y_{m}^{t}\right)= & \sum_{n_{1} n_{2} n_{3}} A_{n_{1} n_{2} n_{3}}\left(\Delta_{1}^{1}\right)^{n_{1}-n_{2}-n_{1}-n_{3}}\left(\Delta_{12}^{12}\right)^{n_{2}-n_{3}-n_{1}} \\
& \times\left(\Delta_{23}^{123}\right)^{n_{3}}\left(\Delta_{-3}^{1}\right)^{k_{1}-k_{2}-n_{1}-n_{3}}\left(\Delta_{-3-2}^{12}\right)^{k_{2}-k_{3}-n_{2}} \\
& \times\left(\Delta_{-3-2-1}^{123}\right)^{k_{3}} I_{1}^{n_{1}} I_{2}^{n_{2}} I_{3}^{n_{3}}, \tag{2.14}
\end{align*}
$$

where the dummy indices $n_{i}$ are restricted by the condition that $P\left(y_{m}^{t}\right)$ is a polynomial function in $y_{m}^{t}$. This leads, in particular, to the restriction that $n_{1}$ are nonnegative integers.
Using the form (2.14) for $P\left(y_{m}^{t}\right)$, conditions (2.8b) now yield the relations

$$
\begin{align*}
& \lambda_{1}=h_{1}-k_{3}-n_{2}-n_{3}, \\
& \lambda_{2}=h_{2}-k_{2}-n_{1}+n_{2}, \\
& \lambda_{3}=h_{3}-k_{1}+n_{1}+n_{3}, \tag{2.15}
\end{align*}
$$

and we are left with Eq. (2.7b) only, to determine the coefficient $A_{n_{1} n_{2} n_{3}}$.
As can be seen from its definition, $D_{s s^{\prime}}$ is a secondorder operator, and it is difficult to apply. It is at this point that our analysis is restricted to the threedimensional group $U_{3}$, since we are forced to apply $D_{s g^{\prime}}$ directly to $P\left(y_{m}^{t}\right)$. This is not simply done for the general case of $U_{r}$. In any case, Eq. (2.7b) determines uniquely the values of $n_{i}$, giving after a lengthy calculation the values

$$
\begin{equation*}
n_{i}=0 . \tag{2.16}
\end{equation*}
$$

This shows that the highest weight polynomial $P\left(y_{m}^{t}\right)$ is determined uniquely and given by
$P\left(y_{m}^{t}\right)=\left(\Delta_{1}^{1}\right)^{h_{1}-h_{2}}\left(\Delta_{12}^{12}\right)^{h_{2}-h_{3}}\left(\Delta_{12}^{123}\right)^{h_{3}}\left(\Delta_{-3}^{1}\right)^{k_{1}-k_{2}}$

$$
\begin{equation*}
\times\left(\Delta_{-3-2}^{12}\right)^{k_{2}-k_{3}}\left(\Delta_{-3-2-1}^{12,}\right)^{k_{3}} . \tag{2.17}
\end{equation*}
$$

We can now see the meaning of both sets of numbers $\left(h_{i}\right)$ and $\left(k_{i}\right)$. Let us assume, for the moment, that $P\left(y_{m}^{t}\right)$ is a function of $y_{m}^{t}$, with $m>0$, only. In this case $k_{i}=0, i=1,2,3$ and $\lambda_{i}=h_{i}$. If we now assume $P\left(y_{m}^{t}\right)$ to be a function of the contravariant vectors $y_{m}^{t}, m<0$, only, we have $h_{i}=0$ and

$$
\begin{equation*}
\lambda_{1}=-k_{3}, \quad \lambda_{2}=-k_{2}, \quad \lambda_{3}=-k_{1} \tag{2.18}
\end{equation*}
$$

In this latter case, we have IR for the group $U_{3}$, with indices ( $\lambda_{1} \lambda_{2} \lambda_{3}$ ) which are negative numbers. We could represent (2.18) by a Young diagram of the form

and we could call the blocks forming this diagram, negative blocks or antiblocks.

In the general case $P$ is a function of $y_{m}^{t}$ with both negative and positive $m$. For example, we could have an IR with $h_{1}$ and $h_{2}$ different from zero and $h_{3}=0$, and $k_{i}=0$ except $k_{1}$. In this case we have a diagram, representing ( $\lambda_{1} \lambda_{2} \lambda_{3}$ ), of the form


We could ask ourselves, what is the meaning of a Young diagram with negative as well as positive blocks in the same row? In other words, what is the meaning of a Young diagram of the following type,


We call these diagrams virtual diagrams, and show presently that they do not correspond to IR of $U_{3}$. In order to do this, consider the second-order Casimir operator of the group $U_{3}$, defined as

$$
\begin{align*}
\Phi & =\sum_{m m^{\prime}} \Lambda_{m}^{m^{\prime}} \Lambda_{m^{\prime}}^{m} \\
& =\sum_{m}\left(\Lambda_{m}^{m}\right)^{2}+2 \Lambda_{m}^{m^{\prime}} \Lambda_{m^{\prime}}^{m}+\sum_{m m^{\prime}}\left(\Lambda_{m}^{m}-\Lambda_{m^{\prime}}^{m^{\prime}}\right), \tag{2.22}
\end{align*}
$$

where, in the last equation we have expanded the double summation and have used the commutation rules satisfied by $\Lambda_{m}^{m^{\prime}}$. If we use the definitions (2.4) and (2.6), we can readily see that $\Phi$ can also be expressed as

$$
\begin{equation*}
\Phi=\sum_{s, s^{\prime}} C_{s}^{s^{\prime}} C_{s^{\prime}}^{s}+\sum_{s, s^{\prime}} \Gamma_{s}^{s^{\prime}} \Gamma_{s^{\prime}}^{s}+2 \sum_{s<s^{\prime}} D^{+s s^{\prime}} D_{s s^{\prime}} \tag{2.23}
\end{equation*}
$$

By expanding the right-hand side of this equation as was done in Eq. (2.22), and equating the resulting expression to (2.22), we obtain the operator identity,

$$
\begin{align*}
& \sum_{m}\left(\Lambda_{m}^{m}\right)^{2}+2 \sum_{m>m^{\prime}} \Lambda_{m}^{m^{\prime}} \Lambda_{m^{\prime}}^{m}+\sum_{m<m^{\prime}}\left(\Lambda_{m}^{m}-\Lambda_{m}^{m^{\prime}}\right) \\
& =\sum_{s}\left(C_{s}^{s}\right)^{2}+2 \sum_{s>s^{\prime}} C_{s}^{s^{s} C_{s^{\prime}}^{s}}+\sum_{s<s^{\prime}}\left(C_{s}^{s}-C_{s^{\prime}}^{s^{\prime}}\right) \\
& \quad+\sum_{s}\left(\Gamma_{s}^{s}\right)^{2}+2 \sum_{s>s^{\prime}} \Gamma_{s}^{s^{s}} \Gamma_{s^{\prime}}^{s}+\sum_{s<s^{\prime}}\left(\Gamma_{s}^{s}-\Gamma_{s^{s^{\prime}}}^{s^{\prime}}\right) \\
&  \tag{2.24}\\
& \quad+2 \sum_{s<s^{\prime}} D^{+s s^{\prime}} D_{s s^{\prime}} .
\end{align*}
$$

Acting with this operator identity on the polynomial given in Eq. (2.17), we get

$$
\begin{equation*}
h_{1} k_{3}+h_{2} k_{2}+h_{3} k_{1}=0 . \tag{2.25}
\end{equation*}
$$

Since $h_{i}$ and $k_{i}$ are nonnegative integers, we conclude from Eq. (2.25) that

$$
\begin{equation*}
h_{1} k_{3}=h_{2} k_{2}=h_{3} k_{1}=0, \tag{2.26}
\end{equation*}
$$

proving with this that diagrams as (2.21) do not correspond to an irreducible representation of $U_{3}$.

We can understand the content of Eq. (2.26) in a fairly simple way, if instead of dealing with the group $U_{3}$, we consider its unimodular subgroup $S U_{3}$. As is well known, ${ }^{5}$ there is a one-to-one correspondence between the IR of $U_{3}$ and those of $\mathrm{SU}_{3}$. Furthermore, it is also well known that complete columns (i.e., columns formed by three blocks) can be eliminated
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\[

$$
\begin{equation*}
\Delta_{123}^{123} \text { and } \Delta_{-3-2-1}^{123} \tag{2.27}
\end{equation*}
$$

\]

are invariant functions of $y_{m}^{t}$, with respect to $S U_{3}$ transformations. The reference line can then be displaced at will, and the most general IR of $S U_{3}$ is characterized by two indices ( $\lambda_{1} \lambda_{2}$ ), the Young diagram is of the form


From a diagram such as (2.28) we obtain another one, looking like the diagram (2.20), by making a displacement of the reference line to the right. And vice versa, moving the vertical reference line in (2.20) to the left $k_{1}$ positions, we get a two-row diagram of the general form (2.28).
We can obtain the highest-weight polynomial corresponding to a displaced diagram by multiplication of the original highest-weight polynomial with an invariant function of $y_{m}^{t}$ with respect to $\mathrm{SU}_{3}$ transformations [i.e., determinants (2.27)]. The multiplication process, therefore, does not change the $S U_{3}$ IR carried by the polynomials.

We can now understand condition (2.26): If we displace the reference line in a diagram whose indices violate conditions (2.26), a non-allowed Young diagram for the unimodular group is obtained.

Using the fact that we can displace the vertical reference line, we discuss in the next section the reduction of two given IR of $\mathrm{SU}_{3}$.

## 3. REDUCTION OF THE DIRECT PRODUCT OF TWO IR OF $\mathrm{SU}_{3}$

We now use the negative indices representations introduced in the previous section to find an algebraic expression for the irreducible components of the direct product of two given IR of $S U_{3}$. The same expression has been found by Mukunda and Pandit ${ }^{3}$ using an entirely different approach. Our procedure is based directly upon Littlewood's rules, ${ }^{4}$ conveniently modified to introduce mixed representations. The procedure is generalizable to other unitary groups, but the algebraic expressions obtained are much more complicated, so as to cease to be useful from a practical point of view. We therefore restrict ourselves to the $S U_{3}$ group.

Suppose we want to find out which IR of $S U_{3}$ are contained in the direct product $\left(\lambda_{1}^{\prime} \lambda_{2}^{\prime}\right) \times\left(\lambda_{1}^{\prime \prime} \lambda_{2}^{\prime \prime}\right)$. Using the fact mentioned at the end of Sec. 1 , we can
make a translation of the vertical reference line by $\lambda_{1}^{\prime}$ blocks to the right, in the Young diagram corresponding to ( $\lambda_{1}^{\prime} \lambda_{2}^{\prime}$ ). We can then represent the direct product, graphically, as


At the end of the process we turn back the reference line to its original position, moving it the same $\lambda_{1}^{\prime}$ positions to the left.

We now state the rules to reduce the direct product indicated in (3.1). We show in the Appendix the equivalence of this set of rules to the well-known Littlewood rules. Although the argument is given there for the group $\mathrm{SU}_{3}$ only, we have shown the same result to be true in general for $S U_{r}$, with arbitrary $r$.

In order to reduce the direct product (3.1), first of all superpose both diagrams appearing in (3.1) to obtain the (virtual) diagram


As has been shown before, this is not an allowed Young diagram (except for the particular cases with $\lambda_{1}^{\prime}=\lambda_{2}^{\prime}$ or $\lambda_{2}^{\prime \prime}=0$ ). To obtain the indices of the $\operatorname{IR}$ contained in the direct product, we make all possible contractions (i.e., annihilation of one positive with one negative block in the diagram) in diagram (3.2), one at a time, in such a way that the following conditions are satisfied:
(1) An allowed Young diagram is obtained [which means, as a matter of fact, that a large enough number of contractions has been made in (3.2), so as to obtain a nonvirtual diagram from it].
(2) No two blocks in the same negative row (or column) are to be contracted with two positive blocks in the same positive column (or row).
(3) The order of the contractions of negative (positive) blocks in the same row with some positive (negative) blocks in any row or column is immaterial.
Applying these set of rules to the case indicated in (3.2), we get a diagram of the type

where we have indicated by $n_{i j}$ the number of blocks in negative row $i$ (counting from bottom to top) contracted with a corresponding number of blocks in the positive row $j$ (counting from top to bottom, in the positive component of the diagram). The resulting diagram has been left blank in (3.3). Proceeding in this form we have taken rule (3) into account, since we have made no distinction among contractions differing only in the order in which they were made.

In diagram (2.3) we have made the further assumption

$$
\begin{equation*}
\lambda_{1}^{\prime}-\lambda_{2}^{\prime} \leq \lambda_{2}^{\prime \prime} \tag{3.4}
\end{equation*}
$$

which implies lack of generality. However, if the opposite inequality to (3.4) holds, the analysis is similar, and is not given here. Using (3.4) we have completely annihilated the negative blocks in the second row, in such a way to get a nonvirtual diagram, as required by rule (1). In other words, we have assumed that

$$
\begin{equation*}
n_{21}+n_{22}=\lambda_{1}^{\prime}-\lambda_{2}^{\prime} \tag{3.5}
\end{equation*}
$$

If rule (2) is to be satisfied, the following inequality should hold:

$$
\begin{equation*}
0 \leq n_{11} \leq \lambda_{2}^{\prime} \tag{3.6}
\end{equation*}
$$

in order to avoid contractions of two blocks in the same negative column with two blocks in the first positive row. By applying the same rule, we get another restriction on the nonnegative integer $n_{11}$, i.e.,

$$
\begin{equation*}
n_{11} \leq \lambda_{1}^{\prime \prime}-\lambda_{2}^{\prime \prime} \tag{3.7}
\end{equation*}
$$

Using (3.7) together with (3.6) we conclude that $n_{11}$ is restricted by

$$
\begin{equation*}
n_{11} \leq \min \left(\lambda_{2}^{\prime}, \lambda_{1}^{\prime \prime}-\lambda_{2}^{\prime \prime}\right) \tag{3.8}
\end{equation*}
$$

Considering now the second negative row, the inequality

$$
\begin{equation*}
\lambda_{2}^{\prime \prime}-n_{12} \leq \lambda_{1}^{\prime \prime}-\left(n_{11}+n_{21}\right) \tag{3.9}
\end{equation*}
$$

holds, since otherwise we would have contracted two blocks in this negative row with two positive blocks in the same column.

At this point we have two alternatives,

$$
\begin{array}{ll}
n_{21} \geq n_{12} ; & n_{21}=n_{12}+r \\
n_{21}<n_{12} ; & (r \geq 0)  \tag{3.10b}\\
n_{21}=n_{12}-s & (s<0)
\end{array}
$$

We consider case (a) first. By construction, we have

$$
\begin{equation*}
n_{21}=n_{12}+r \leq \lambda_{1}^{\prime}-\lambda_{2}^{\prime} \leq \lambda_{2}^{\prime \prime} \tag{3.11}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
0 \leq r \leq\left(\lambda_{1}^{\prime}-\lambda_{2}^{\prime}\right)-n_{12} \tag{3.12}
\end{equation*}
$$

On the other hand, using inequality (3.10a) in the relation (3.9), we get

$$
n_{11}+r \leq \lambda_{1}^{\prime \prime}-\lambda_{2}^{\prime \prime}
$$

This latter, together with (3.12), implies the following restriction on the integer $r$,
$0 \leq r \leq \min \left(\lambda_{1}^{\prime}-\lambda_{2}^{\prime}-n_{12}, \lambda_{1}^{\prime \prime}-\lambda_{2}^{\prime \prime}-n_{11}\right)$.
We see finally, from the diagram (3.3), that the resulting mixed $U_{3}$ tableaux have components $\left(\bar{\lambda}_{1} \bar{\lambda}_{2} \bar{\lambda}_{3}\right)$ given by

$$
\begin{aligned}
& \bar{\lambda}_{1}=\lambda_{1}^{\prime \prime}-n_{21}-n_{11} \\
& \bar{\lambda}_{2}=\lambda_{2}^{\prime \prime}-n_{22}-n_{12} \\
& \overline{\hat{\lambda}}_{3}=-\left(\lambda_{1}^{\prime}-n_{11}-n_{12}\right)
\end{aligned}
$$

where $\bar{\lambda}_{1}$ and $\bar{\lambda}_{2}$ are positive numbers and $\bar{\lambda}_{3}$ is a negative integer. Returning the reference line to its original position, i.e., moving it $\lambda_{1}^{\prime}$ positions to the left, we obtain the indices $\left(\lambda_{1} \lambda_{2}\right)$ for the irreducible components of the direct product. These are given by

$$
\begin{align*}
& \lambda_{1}=\lambda_{1}^{\prime}+\lambda_{1}^{\prime \prime}-2 n_{21}-2 n_{11}-r \\
& \lambda_{2}=\hat{\lambda}_{2}^{\prime}+\lambda_{2}^{\prime \prime}-n_{21}-n_{11}+r \tag{3.14}
\end{align*}
$$

with $n_{11}, n_{21}$ and $r$ restricted by the conditions given in (3.8), (3.11), and (3.13), respectively. Once these conditions are fulfilled, rules (1), (2), and (3) are satisfied, and Eq. (3.14) gives the possible irreducible indices in the decomposition of the direct product.

If we now consider case (3.10b) and follow exactly the same steps, we arrive in this case, at the following expressions for $\left(\lambda_{1} \lambda_{2}\right)$

$$
\begin{align*}
& \lambda_{1}=\lambda_{1}^{\prime}+\lambda_{1}^{\prime \prime}-2 n_{21}-2 n_{11}-s \\
& \lambda_{2}=\lambda_{2}^{\prime}+\lambda_{2}^{\prime \prime}-n_{21}-n_{11}-2 s \tag{3.15}
\end{align*}
$$

where $n_{11}$ and $n_{21}$ are restricted as in the previous case, but now the possible values for the positive integer $s$ are such that the inequality

$$
\begin{equation*}
0 \leq s \leq \min \left(\lambda_{2}^{\prime}-n_{11}, \lambda_{2}^{\prime \prime}-n_{21}\right) \tag{3.16}
\end{equation*}
$$

holds; this is the analogous relation to (3.13) for case (b).

As a final remark, we notice that (3.14) and (3.15) represent different IR of $S U_{3}$ contained in the reduction of $\left(\lambda_{1}^{\prime} \lambda_{2}^{\prime}\right) \times\left(\lambda_{1}^{\prime \prime} \lambda_{2}^{\prime \prime}\right)$, as is clear from the way they have been derived, cases (a) and (b) correspond to a different set of contractions.
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## APPENDIX

We show in this Appendix the equivalence between the rules enunciated in Sec. 3 and the usual Littlewood rules $^{4}$ for reducing the direct product of two IR of $S U_{3}$. By exactly the same argument we have proved this equivalence in the general case for the group $S U_{r}$.

We restrict the proof given here to those cases which satisfy the inequality (3.4), although the proof can be given in the other case in a similar way.

In order to show the equivalence between both sets of rules, we notice that when the vertical reference line is returned to its original position, any place in the diagram where a negative block is present, does not contain a block in the diagram obtained at the end of the process and vice versa. Having this in mind, we label the positive blocks in the first row of (3.3) with the letter $\alpha$ and, at the same time, we use this letter to label the negative blocks contracted with these blocks [i.e., those blocks indicated in (3.3) by $n_{11}$ and $n_{21}$ ]. In a similar way, we use the label $\beta$ for the positive and negative blocks, indicated in diagram (3.3) by $n_{12}$ and $n_{22}$.

Using this labeling, we obtain the following diagram at the end of the process:


One can see from (A1) that the number of blocks labeled by $\alpha$ is equal to $\lambda_{1}^{\prime \prime}$ and that the number of blocks labeled by $\beta$ is equal to $\lambda_{2}^{\prime \prime}$, as required by Littlewood rules. Furthermore, the alphabetical order from left to right and from top to bottom is obtained automatically from our procedure, agreeing with Littlewood. ${ }^{4}$

We now show that our second rule (Sec. 3) is equivalent to the two following Littlewood rules:

If a diagram such as (A1) corresponds to an irreducible component of the direct product of two IR of $S U_{3}$, then
(a) no two blocks labeled with the same letter are to be placed in the same column;
(b) the number of blocks labeled by $\alpha$ should be greater or equal to the number of blocks labeled by $\beta$ at any position in the diagrams when counting them from right to left and from top to bottom.

As can be seen from diagram (A1) there exists the possibility of placing blocks with the same label in a given column [and, therefore, of violating rule (a)] at two positions only [marked as 1 and 2 in (A1)]. We consider point 1 first, and we see that the condition
imposed by rule (a) on $n_{i j}$ is

$$
\begin{equation*}
0 \leq n_{11} \leq \lambda_{2}^{\prime}, \tag{A2}
\end{equation*}
$$

which is identical to inequality (3.6). Regarding point 2 , the condition is

$$
\begin{equation*}
0 \leq n_{11}+n_{12} \leq \lambda_{2}^{\prime}+n_{21}, \tag{A3}
\end{equation*}
$$

which is equivalent to

$$
\lambda_{1}^{\prime}-\lambda_{2}^{\prime}-n_{21} \leq \lambda_{1}^{\prime}-\left(n_{11}+n_{21}\right)
$$

Inequalities (A2) and (A3) can be obtained from diagram (3.3) by requiring that no two blocks in the same negative column are contracted with blocks in the first and second positive row, respectively.

We consider rule (b) now; we could violate this rule only at points 1 and 2 in diagram (A1), as before. We restrict our attention to these two points only, obtaining the relation

$$
\begin{equation*}
\left(\lambda_{2}^{\prime \prime}-n_{12}\right)+n_{12} \leq \lambda_{1}^{\prime \prime}-\left(n_{11}+n_{21}\right)+n_{21}, \tag{A4}
\end{equation*}
$$

which is identical to (3.7). Analogously, at point 2, rule (b) imposes the following restriction over $n_{i j}$,

$$
\begin{equation*}
\lambda_{2}^{\prime \prime}-n_{12} \leq \lambda_{1}^{\prime \prime}-\left(n_{11}+n_{21}\right), \tag{A5}
\end{equation*}
$$

which is identical to (3.9).
We then see that rule (b) is equivalent to the condition that no two blocks in the same positive column should be contracted with two blocks in the same negative row. This proves the equivalence of Littlewood's rules (a) and (b) with our rule (2).

The set of rules we have used here, have the two following nice features:
(1) From a practical point of view, they can be used instead of the usual prescription, when one of the diagrams in the direct product has a smaller number of negative blocks (when the reference line is displaced to the right in order to obtain a diagram with negative indices only) than the number of positive blocks it had with the reference line in its original position.
(2) From a theoretical point of view, they show that Littlewood rules (a) and (b) have a very simple meaning. This can be seen, if we consider the highest weight tensor corresponding to each one of the irreducible components of the direct product, each of these tensors being formed by homogeneous linear combinations of the vector components $x_{j}^{t}$ and $\zeta_{t}^{j}$, introduced in Sec. 2, and classified by their symmetry with respect to the exchange of the indices $j$ and $t .{ }^{1}$ If rule 2 is violated, the corresponding highest weight tensor is identically zero, having to do with the fact that the contraction of two symmetrical with two antisymmetrical indices leads to a vanishing function, and showing that the corresponding diagrams are not contained in the reduction of the direct product.
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#### Abstract

A proof is given, in the canonical and the grand canonical formalism, to show that the density fluctuations in a macroscopic region of a fluid are large in the two-phase states and small in the one-phase states. The definition of large and small density fluctuations is one used previously by Dobrushin in connection with the Ising model. The density fluctuations at the critical point are, using this definition, small if the critical isotherm has no flat portion.


## I. INTRODUCTION

THE authors wish to examine the probability of a density fluctuation in a macroscopic region of a fluid. If the fluid is in a one-phase state, the probability of such a fluctuation should be small since we expect every macroscopic subvolume of the total volume to have essentially the same density as the over-all density of the fluid. If the fluid is in a twophase state, then a macroscopic subvolume may contain varying amounts of the two phases, and one would expect the probability of density fluctuations to be large. The problem is to rigorously and conveniently characterize "large-" and "small-" density fluctuations, and to prove within this characterization the above-mentioned properties. In a recent paper Dobrushin ${ }^{1}$ has solved this problem for the lattice gas (Ising model) in any number of dimensions, using the canonical ensemble. He makes use of these results to obtain some estimates of the boundaries of the phase transition regions. In this paper we obtain results identical to Dobrushin's for the characterization of the fluctuations, except that we take the case of a fluid and either the canonical or grand canonical ensembles. For the grand canonical ensemble, the classical and the quantum fluid may be treated in the same way. We treat only the classical fluid in the canonical ensemble. We have not yet been able to use these results to estimate the boundaries of the phase transition region.

In the second section we review some known results concerning the thermodynamic limit which we need later. In the third section we consider the problem using the grand canonical formalism. We take this case first because the pertinent theorem is easier to state and to prove than in the case of the canonical ensemble. In the fourth section we consider the canonical ensemble. Throughout we consider only a three-

[^97]dimensional gas but none of the arguments depend on the dimensionality of the space.

## II. THERMODYNAMIC LIMIT

We are interested only in systems for which a proper thermodynamic limit exists. One takes this limit by considering a sequence of systems, contained in successively larger volumes, but with a fixed density of particles. In order that a proper thermodynamic limit exists and is independent of the shape of the containing region, one must put some conditions on the Hamiltonian of the system and on the sequence of domains which one uses in taking the limit. This problem is most recently and comprehensively treated by Ruelle ${ }^{2}$ and by Fisher. ${ }^{3}$ We review those results which are necessary for this problem. We use Fisher's notation as much as possible. There is apparently no known set of necessary and sufficient conditions which leads to the properties we want; however, Fisher gives two sets of sufficient conditions of which we pick one to simplify the presentation. The other could also be used. The results listed here are valid for both quantum and classical systems.

The Hamiltonian is of the form

$$
\begin{equation*}
H_{N}=\sum_{i=1}^{N} \frac{p_{i}^{2}}{2 m}+U_{N}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N}\right), \tag{1}
\end{equation*}
$$

where $\mathbf{p}_{i}$ and $\mathbf{r}_{i}$ are real variables in the classical case and the usual operators in the quantum case. The classical partition function is given by

$$
\begin{equation*}
Z(\beta, N, \Omega)=\frac{\Lambda^{-3 N}}{N!} \int_{\Omega} \cdots \int_{\Omega} \exp \left(-\beta U_{N}\right) d \mathbf{r}_{1} \cdots d \mathbf{r}_{N} \tag{2}
\end{equation*}
$$

where $\Lambda=\left(\beta h^{2} / 2 \pi m\right)^{\frac{2}{2}}, \beta=1 / k T$, and $\Omega$ is the region in which the fluid is contained. The quantum partition function is given by

$$
\begin{equation*}
Z(\beta, N, \Omega)=\operatorname{Tr}_{\Omega} \exp \left(-\beta H_{N}\right) \tag{3}
\end{equation*}
$$

[^98]The trace is taken over a complete set of $N$-particle wavefunctions (including internal degrees of freedom which have not been indicated explicitly) which satisfy appropriate boundary conditions and symmetry requirements. We do not notationally distinguish between the classical partition function and the quantum-mechanical partition function for Fermi, Bose, or Boltzmann statistics, because the results quoted in this section are independent of this distinction. In the particular case of Boltzmann statistics, the right-hand side of (3) should be multiplied by $1 / N$ !. If the region $\Omega$ has volume $V(\Omega)$, then the free energy per unit volume is defined by

$$
g(\beta, \rho, \Omega)=V(\Omega)^{-1} \ln Z(\beta, N, \Omega)
$$

for particle densities $\rho=N / V(\Omega)$, which are integer multiples of $V(\Omega)^{-1}$. For fixed $\Omega$, the definition is extended to all $\rho$ by linear interpolation. If the potential $U_{N}$ has a hard-core component so that two particles can never get too close together, $Z$ vanishes for densities larger than some finite density $\rho_{m}$, which is the maximum allowed density. If there is no hard core, $\rho_{m}$ may be infinite. The thermodynamic limit is taken by choosing a sequence of domains $\Omega_{j}$ with $V\left(\Omega_{j}\right) \rightarrow \infty$ and considering the sequence of functions $g\left(\beta, \rho, \Omega_{j}\right)$ with $\beta$ and $\rho$ fixed. We make the following assumptions:
(a) The potential $U_{N}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N}\right)$ is stable, that is, there exists a fixed positive $W$ such that

$$
\begin{equation*}
U_{N}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N}\right) \geq-N W \tag{4}
\end{equation*}
$$

for all $N$ and all $\mathbf{r}_{1} \cdots \mathbf{r}_{N}$.
(b) The potential is strongly tempered. This means that the interaction between two groups of particles becomes nonpositive if the groups are separated by a large enough distance. There exists a distance $R_{0}$ such that for all $N_{1}, N_{2}$

$$
\begin{aligned}
& \Phi_{N_{1}, N_{2}}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N_{1}}, \mathbf{r}_{1}^{\prime} \cdots \mathbf{r}_{N_{2}}^{\prime}\right) \\
&=U_{N_{1}+N_{2}}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N_{1}}, \mathbf{r}_{1}^{\prime} \cdots \mathbf{r}_{N_{2}}^{\prime}\right) \\
&-U_{N_{1}}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N_{1}}\right)-U_{N_{2}}\left(\mathbf{r}_{1}^{\prime} \cdots \mathbf{r}_{N_{2}}^{\prime}\right) \leq 0,
\end{aligned}
$$

whenever $\left|r_{i}-\mathbf{r}_{j}\right| \geq R_{0}$ for all $1 \leq i \leq N_{1}, 1 \leq$ $j \leq N_{2}$. Both Fisher and Ruelle discuss examples of potentials with properties (a) and (b). In particular, a two-body hard-core interaction with a finite range tail satisfies (a) and (b).
(c) The sequence of domains $\left\{\Omega_{j}\right\}$ allowed in taking the thermodynamic limit has the following properties. For all $j, \Omega_{j}$ is a bounded, simply connected domain with volume $V\left(\Omega_{j}\right)$ (which we sometimes shorten to $V_{j}$ ). Let $V(h, \Omega)$ be the volume of the set of points within a distance $h$ of the boundary of $\Omega$ and interior to $\Omega$ for $h>0$, exterior to $\Omega$ if
$h<0$. We require that $V\left(h, \Omega_{j}\right) V^{-1}\left(\Omega_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$ for any fixed $h$. This is Fisher's condition of asymptotic regularity which restricts the rate at which the surface of $\Omega_{j}$ can grow compared to the volume. Finally, we assume that if $\pi_{j}$ is the smallest parallelepiped containing $\Omega_{j}$, then there is a $\delta>0$ such that $V\left(\Omega_{j}\right) V^{-1}\left(\pi_{j}\right) \geq \delta$ for all $j$.

Under assumptions (a), (b), and (c), it is proven ${ }^{3}$ that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} g\left(\beta, \rho, \Omega_{j}\right)=g(\beta, \rho) \tag{5}
\end{equation*}
$$

where $g(\beta, \rho)$ is a continuous, convex upward function of $\rho$ in the interval $0 \leq \rho \leq \rho_{m}$, and the convergence is uniform in any closed subinterval $0 \leq \rho \leq \rho_{1}<\rho_{m}$. If we define

$$
\begin{align*}
& Q(\beta, z, \Omega)=\sum_{N=0}^{\infty}\left(\Lambda^{3} z\right)^{N} Z(\beta, N, \Omega)  \tag{6}\\
& \pi(\beta, z, \Omega)=V(\Omega)^{-1} \ln Q(\beta, z, \Omega) \tag{7}
\end{align*}
$$

then the series (6) is absolutely convergent for any $z$ and

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \pi\left(\beta, z, \Omega_{j}\right)=\pi(\beta, z) \tag{8}
\end{equation*}
$$

for $0<z<\infty$, where $\pi(\beta, z)$ is a continuous convex function of $\ln z$. Furthermore,
$\pi(\beta, z)=\max \left[\rho \ln \left(\Lambda^{3} z\right)+g(\beta, \rho)\right], \quad 0 \leq \rho \leq \rho_{m}$,
provided the maximum does not occur at $\rho=\rho_{m}$. Fisher points out that this cannot happen if the pressure diverges to infinity as $\rho \rightarrow \rho_{m}$. Equation (9) implies the equivalence of the canonical and grand canonical formalism. For each positive value of $z$, there is at least one value of $\rho$ determined by (9). These are all the results we need. It should be pointed out that one can somewhat relax the strong tempering condition ${ }^{3}(\mathrm{~b})$ if one is willing to put more restrictions on the sequence $\left\{\Omega_{k}\right\}$.

## III. DENSITY FLUCTUATIONS IN THE GRAND CANONICAL FORMALISM

In this formalism the probability of finding a system with $N$ particles in it is

$$
\begin{equation*}
P_{\Omega}(\beta, z, N)=(\Lambda z)^{N} Z(\beta, N, \Omega) / Q(\beta, z, \Omega) \tag{10}
\end{equation*}
$$

Corresponding to a given value of $z$ and $\beta$, there is at least one density $\rho(\beta, z)$ given by (9). Let $P_{\Omega}^{\epsilon}(\beta, z)$ be the probability that the system has a density differing from $\rho(\beta, z)$ by more than $\epsilon$. Then
$P_{\Omega}^{\epsilon}(\beta, z)=\sum_{N} P_{\Omega}(\beta, z, N), \quad|N / V(\Omega)-\rho|>\epsilon$.
If there is more than one value of $\rho$ corresponding to ( $\beta, z$ ), we can consider the above expression for any
of those $\rho$. For such $(\beta, z)$ we should distinguish the probabilities corresponding to different $\rho$, but the results do not depend on such a distinction so we do not explicitly indicate it. Let us look at the sequence $V\left(\Omega_{j}\right)^{-1} \ln P_{\Omega_{j}}^{\epsilon}(\beta, z)=V_{j}^{-1} \ln P_{j}^{\epsilon}(\beta, z)$. This is a sequence of negative numbers; therefore, if it has a limit, the limit must be negative or zero. This lets us characterize the fluctuation as being large if the limit is zero and small if the limit is negative. Before we state Dobrushin's theorem for this case, we need to characterize a one-phase and two-phase state. For our purposes we say that $(\beta, z)$ corresponds to a onephase state if there is a unique $\rho(\beta, z)$ determined by the maximization procedure in (9). If there is more than one value of $\rho$ corresponding to $(\beta, z)$ the state is called two phase. One can show, as we do in Appendix A for completeness, that this definition of a two-phase state is equivalent to the condition that $g(\beta, \rho)$ be a linear function of $\rho$ in some interval, which in turn implies the canonical pressure is constant. The statement which gives the relationship between the density fluctuations and the number of phases follows.

If $(\beta, z)$ is a one-phase state, then for every $\epsilon>0$,

$$
\lim _{j \rightarrow \infty} V_{j}^{-1} \ln P_{j}^{\epsilon}(\beta, z)
$$

exists and is less than zero. If $(\beta, z)$ is a two-phase state then there exists $\epsilon>0$ such that

$$
\lim _{j \rightarrow \infty} V_{j}^{-1} \ln P_{j}^{\epsilon}(\beta, z)
$$

exists and is zero.
Proof: Let us consider the two-phase state first. Since $V_{j}^{-1} \ln P_{j}^{\epsilon}(\beta, z)$ is always less than zero, we must show that, for large enough $j$, it is always larger than any pre-assigned negative number. If $(\beta, z)$ is a twophase state, there are at least two densities $\rho_{1}$ and $\rho_{2}$ such that

$$
\begin{gather*}
0 \leq \rho_{1}<\rho_{m}, \quad 0 \leq \rho_{2}<\rho_{m}, \quad \rho_{1} \neq \rho_{2} \\
\pi(\beta, z)=\rho_{1} \ln \Lambda^{3} z+g\left(\beta, \rho_{1}\right) \\
=\rho_{2} \ln \Lambda^{3} z+g\left(\beta, \rho_{2}\right) \tag{12}
\end{gather*}
$$

Let $\epsilon>0, \epsilon<\rho_{1}, \epsilon<\frac{1}{2}\left|\rho_{1}-\rho_{2}\right|$ and let $\rho_{3}$ be such that max $\left[\rho_{1}, \rho_{2}\right]<\rho_{3}<\rho_{m}$. Since $\rho \ln \Lambda^{3} z+g(\beta, \rho)$ is continuous in the closed interval $\left[0, \rho_{3}\right]$, it is uniformly continuous there. Given any $\delta>0$, we can find $\gamma>0$ and $\gamma<\epsilon$ such that, whenever $\left|\rho-\rho^{\prime}\right|<\gamma$ and both $\rho, \rho^{\prime}$ are in the interval $\left[0, \rho_{3}\right]$, we have

$$
\begin{equation*}
\left|\rho \ln \Lambda^{3} z+g(\beta, \rho)-\rho^{\prime} \ln \Lambda^{3} z-g\left(\beta, \rho^{\prime}\right)\right|<\frac{1}{3} \delta \tag{13}
\end{equation*}
$$

From the convergence properties quoted in Sec. II, there is an integer $j_{0}$ such that for all $j>j_{0}$ we have

$$
\begin{equation*}
\left|g\left(\beta, \rho, \Omega_{j}\right)-g(\beta, \rho)\right|<\frac{1}{3} \delta \tag{14}
\end{equation*}
$$

for all $0 \leq \rho \leq \rho_{3}$ and

$$
\begin{equation*}
\left|\pi\left(\beta, z, \Omega_{j}\right)-\pi(\beta, z)\right|<\frac{1}{3} \delta \tag{15}
\end{equation*}
$$

Now $P_{j}^{\epsilon}(\beta, z)$ is greater than any single member of the sum (11). From (10) and (11) we have for a fluctuation from $\rho_{1}$

$$
\begin{equation*}
P_{f}^{\epsilon}(\beta, z) \geq\left(\Lambda^{3} z\right)^{N} Z\left(\beta, N, \Omega_{j}\right) / Q\left(\beta, z, \Omega_{j}\right) \tag{16}
\end{equation*}
$$

for any $N$ such that

$$
\begin{equation*}
\left|N V_{j}^{-1}-\rho_{1}\right|>\epsilon \tag{17}
\end{equation*}
$$

For each $j$ choose $N_{j}$ such that (17) is satisfied and so that

$$
\begin{equation*}
\left|N_{j} V_{j}^{-1}-\rho_{2}\right|<\gamma . \tag{18}
\end{equation*}
$$

Set $\rho_{j}=N_{j} V_{j}^{-1}$. Then from (13)-(16) we have, for $j>j_{0}$,

$$
\begin{aligned}
P_{j}^{\epsilon}(\beta, z) & \geq \frac{\left(\Lambda^{3} z\right)^{N_{j}} \exp \left\{V_{j}\left[g\left(\beta, \rho_{j}\right)-\frac{1}{3} \delta\right]\right\}}{\exp \left\{V_{j}\left[\pi(\beta, z)+\frac{1}{3} \delta\right]\right\}} \\
& =\exp \left\{V_{j}\left[\rho_{j} \ln \Lambda^{3} z+g\left(\beta, \rho_{j}\right)-\pi(\beta, z)-\frac{2}{3} \delta\right]\right\} \\
& \geq \exp \left\{V_{j}\left[\rho_{2} \ln \Lambda^{3} z+g\left(\beta, \rho_{2}\right)-\pi(\beta, z)-\delta\right]\right\}
\end{aligned}
$$

By (12) the first three terms in the exponent cancel, so for all $j>j_{0}, V_{j}^{-1} \ln P_{j}^{\epsilon}(\beta, z) \geq-\delta$, which completes the proof for the two-phase state.

Now suppose $(\beta, z)$ is a one-phase state of density $\rho_{1}$. From the lower bound (4) on the potential energy, one gets the upper bound

$$
Z(\beta, N, \Omega) \leq \Lambda^{-3 N} V(\Omega)^{N} \exp (\beta N W) / N!
$$

and since $N!>N^{N} \mathrm{e}^{-N}$, we have

$$
\begin{equation*}
Z(\beta, N, \Omega) \leq\left[\Lambda^{-3} V(\Omega) N^{-1} \exp (\beta W+1)\right]^{N} \tag{19}
\end{equation*}
$$

This bound is for a classical system. There exists a similar bound for quantum-mechanical systems, ${ }^{3}$ and the rest of the proof is the same in either case. Consider first the case when $\rho_{m}=\infty$. Choose, for fixed $z$, $\rho_{2}$ so large that $\rho_{2}>\rho_{1}$ and

$$
\begin{equation*}
z \rho_{2}^{-1} \exp (\beta W+1) \leq \frac{1}{2} \tag{20}
\end{equation*}
$$

From (19) and (20) we have

$$
\begin{equation*}
\sum_{N>\rho_{2} V(\Omega)}\left(\Lambda^{3} z\right)^{N} Z(\beta, N, \Omega) \leq \sum_{N>\rho_{2} V(\Omega)} \frac{1}{2}^{N}<1 \tag{21}
\end{equation*}
$$

From (10), (11), and (21) we obtain
$P_{\Omega}^{\epsilon}(\beta, z) \leq\left[1+\sum_{N \in G^{\epsilon}(\Omega)}\left(\Lambda^{3} z\right)^{N} Z(\beta, N, \Omega)\right] Q^{-1}(\beta, z, \Omega)$,
where $G^{\epsilon}(\Omega)$ is the set of all integers $N$ such that
$N<\rho_{2} V(\Omega)$ and $\left|N V(\Omega)^{-1}-\rho_{1}\right|>\epsilon$. There are less than $\rho_{2} V(\Omega)$ terms in the sum so

$$
\begin{equation*}
P_{\Omega}^{\epsilon}(\beta, z) \leq \frac{\left[\rho_{2} V(\Omega)+1\right]}{Q(\beta, z, \Omega)} \max _{N \in G^{\epsilon}(\Omega)}\left\{\left(\Lambda^{3} z\right)^{N} Z(\beta, N, \Omega)\right\}, \tag{22}
\end{equation*}
$$

where we have also used the fact that

$$
\max _{N \in G^{\epsilon}(\Omega)}\left\{\left(\Lambda^{3} z\right)^{N} Z(\beta, N, \Omega)\right\} \geq Z(\beta, 0, \Omega)=1
$$

It is clear that

$$
\begin{equation*}
P_{\Omega}^{\epsilon}(\beta, z) \geq Q(\beta, z, \Omega)^{-1} \max _{N \in G^{\epsilon}(\Omega)}\left\{\left(\Lambda^{3} z\right)^{N} Z(\beta, N, \Omega)\right\} \tag{23}
\end{equation*}
$$

From (22) we have

$$
\begin{align*}
V(\Omega)^{-1} & \ln P_{\Omega}^{\epsilon}(\beta, z) \leq V(\Omega)^{-1} \ln \left[\rho_{2} V(\Omega)+1\right] \\
& +\max _{N \in G^{\epsilon}(\Omega)}\left\{N V(\Omega)^{-1} \ln \Lambda^{3} z\right. \\
& \left.+g\left[\beta, N V(\Omega)^{-1}, \Omega\right]\right\}-\pi(\beta, z, \Omega) \tag{24}
\end{align*}
$$

and from (23)

$$
\begin{align*}
& V(\Omega)^{-1} \ln P_{\Omega}^{\epsilon}(\beta, z) \\
& \geq \max _{N \in G^{\epsilon}(\Omega)}\left\{N V(\Omega)^{-1} \ln \Lambda^{3} z+g\left[\beta, N V(\Omega)^{-1}, \Omega\right]\right\} \\
& \quad-\pi(\beta, z, \Omega) . \tag{25}
\end{align*}
$$

Now choose a sequence of regions $\Omega_{j}$ satisfying the regularity conditions (c). Since $g\left(\beta, \rho, \Omega_{j}\right) \rightarrow$ $g(\beta, \rho)$, uniformly in the interval $\left[0, \rho_{2}\right]$ and $V_{j}^{-1} \times$ $\ln \left[\rho_{2} V_{j}+1\right] \rightarrow 0, \pi\left(\beta, z, \Omega_{j}\right) \rightarrow \pi(\beta, z)$, we have from (24)

$$
V_{j}^{-1} \ln P_{j}^{\epsilon}(\beta, z) \leq \max _{N \in G^{\epsilon}\left(\mathbf{\Omega}_{j}\right)}\left[N V_{j}^{-1} \ln \Lambda^{3} z\right.
$$

$$
\left.+g\left(\beta, N V_{i}^{-1}\right)\right]-\pi(\beta, z)+\delta_{j},
$$

where $\delta_{j} \rightarrow 0$. Then

$$
\begin{array}{r}
V_{j}^{-1} \ln P_{\jmath}^{\epsilon}(\beta, z) \leq \max _{\rho \in G^{\epsilon}\left(\rho_{1}\right)}\left[\ln \rho \Lambda^{3} z+g(\beta, \rho)\right] \\
-\pi(\beta, z)+\delta_{j}, \tag{26}
\end{array}
$$

where $G^{\epsilon}\left(\rho_{1}\right)$ is the set of $\rho$ such that

$$
0 \leq \rho \leq \rho_{2} \quad \text { and } \quad\left|\rho-\rho_{1}\right|>\epsilon
$$

From (25) we have

$$
\begin{aligned}
& V_{j}^{-1} \ln P_{j}^{\epsilon}(\beta, z) \geq \max _{N \in G^{\epsilon}\left(\Omega_{j}\right)}\left[N V_{j}^{-1} \ln \Lambda^{3} z\right. \\
& \left.\quad+g\left(\beta, N V_{j}^{-1}\right)\right]-\pi(\beta, z)-\delta_{j} .
\end{aligned}
$$

Since $\rho \ln \Lambda^{3} z+g(\beta, \rho)$ is uniformly continuous in $\rho$ in the interval $\left[0, \rho_{2}\right]$, it must be true that

$$
\begin{aligned}
\mid \max _{N \in G^{\epsilon}\left(\Omega_{j}\right)}[ & \left.N V_{j}^{-1} \ln (\Lambda z)+g\left(\beta, N V_{j}^{-1}\right)\right] \\
& \quad-\max _{\rho \in G^{\epsilon}\left(\rho_{l}\right)}\left[\rho \ln \Lambda^{3} z+g(\beta, \rho)\right] \mid<\gamma_{j}
\end{aligned}
$$

where $\gamma_{j} \rightarrow 0$. Hence,

$$
\begin{align*}
V_{j}^{-1} \ln P_{j}^{\epsilon}(\beta, z) \geq \max _{\rho \in G \epsilon\left(\rho_{1}\right)} & {\left[\rho \ln \Lambda^{3} z+g(\beta, \rho)\right] } \\
& -\pi(\beta, z)-\gamma_{j}-\delta_{j} . \tag{27}
\end{align*}
$$

Combining (26) and (27) and passing to the limit we find

$$
\begin{align*}
\lim _{j \rightarrow \infty} & V_{j}^{-1} \ln P_{j}^{\epsilon}(\beta, z) \\
& =\max _{\rho \in \beta^{\epsilon}\left(\rho_{1}\right)}\left[\rho \ln \Lambda^{3} z+g(\beta, \rho)\right]-\pi(\beta, z) \tag{28}
\end{align*}
$$

By (9) the maximum value of the right-hand side of (28) is zero. By assumption of the one-phase state, this maximum is attained only for $\rho=\rho_{1}$. But $\rho_{1}$ is not in $G^{\epsilon}\left(\rho_{1}\right)$; hence, the limit in (28) must be less than zero.

In the case $\rho_{m} \neq \infty$, we simply take $\rho_{2}=\rho_{m}$ in the previous calculation. In this case, however, we must assume that the maximum in (28) occurs at a value of $\rho$ less than $\rho_{m}$. This is necessary because we can approximate $g\left(\beta, \rho, \Omega_{j}\right)$ by $g(\beta, \rho)$ uniformly in $\rho$ only in a closed subinterval $0 \leq \rho \leq \rho^{\prime}<\rho_{m}$.

## IV. DENSITY FLUCTUATIONS IN THE CANONICAL FORMALISM

In this section we restrict ourselves to classical systems. Later in this section we need some stronger assumptions on the potentials, too. We want to consider the probability that a macroscopic subvolume of the total volume has a density different from the over-all density. Let us choose a sequence of domains $\left\{\Omega_{j}\right\}$ and a sequence of subdomains $\left\{\omega_{j}\right\}$, where $\omega_{j}$ is in $\Omega_{j}$. We indicate the set of points in $\Omega_{j}$ but not in $\omega_{j}$ by $\Omega_{j}-\omega_{j}$. We assume the sequences $\left\{\Omega_{j}\right\},\left\{\omega_{j}\right\}$, and $\left\{\Omega_{j}-\omega_{j}\right\}$ are chosen to satisfy the condition (c) in Sec. II which is used in the thermodynamic limit. In particular, we note that for all $j$, the three domains must be simply connected (Fig. 1). This condition is not necessary for the proof of the thermodynamic limit, but it is used in Ref. 3, and we retain it here. We want $\omega$ to be a macroscopic subvolume of $\Omega$, so we require that $V\left(\omega_{j}\right) / V\left(\Omega_{j}\right) \rightarrow \alpha$, where $0<\alpha<1$.

Fig. 1. (A) $\Omega, \omega, \Omega-\omega$ all simply connected; (B) $\Omega-\omega$ not simply connected.


Given $\Omega$ and $\omega$, the probability of finding $n$ particles in $\omega$ if the total system has $N$ particles is

$$
\begin{align*}
& P_{\Omega}(\beta, n, \omega, N)=[n!(N-n)!Z(\beta, N, \Omega)]^{-1} \\
& \quad \times \int_{\omega} \cdots \int_{\Omega-\omega} \exp \left(-\beta U_{N}\right) d \mathbf{r}_{1} \cdots d \mathbf{r}_{n} d \mathbf{r}_{n+1} \cdots d \mathbf{r}_{N} \tag{29}
\end{align*}
$$

where the first $n$ integrations are over $\omega$ and the rest are over $\Omega-\omega$. Let $P_{\Omega}^{\epsilon}(\beta, \rho, \omega, N)$ be the probability that the domain $\omega$ has a density differing from $\rho$ by more than $\epsilon$.

$$
\begin{equation*}
P_{\Omega}^{\epsilon}(\beta, \rho, \omega, N)=\sum_{|n-\rho Y(\omega)|>\epsilon V(\omega)} P_{\Omega}(\beta, n, \omega, N) . \tag{30}
\end{equation*}
$$

In this section $(\beta, \rho)$ is a two-phase state if there is a neighborhood of $\rho$, such that $g(\beta, \rho)$ is linear in $\rho$ in that neighborhood. Otherwise, $(\beta, \rho)$ is a one-phase state. For notational convenience, we set $P_{j}^{\epsilon}(\beta, \rho)=$ $P_{\Omega_{j}}^{\epsilon}\left(\beta, \rho, \omega_{j}, N_{j}\right)$.
The theorem can be stated as follows: Let $N_{j} V\left(\Omega_{j}\right)^{-1} \rightarrow \rho$, then if $(\beta, \rho)$ is a two-phase state, there is an $\epsilon>0$ such that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} V_{j}(\Omega)^{-1} \ln P_{j}^{\epsilon}(\beta, \rho)=0 \tag{31}
\end{equation*}
$$

If $(\beta, \rho)$ is a one-phase state, then for any $\epsilon>0$

$$
\begin{equation*}
\lim _{j \rightarrow \infty} V\left(\Omega_{j}\right)^{-1} \ln P_{j}^{\epsilon}(\beta, \rho)<0 \tag{32}
\end{equation*}
$$

Let us consider the two-phase state first. Since each term in the sequence (31) is negative, we need only a lower bound on $V_{j}(\Omega)^{-1} \ln P_{j}^{\epsilon}(\beta, \rho)$. We choose $\epsilon$ in the following way. Since $(\beta, \rho)$ is a two-phase state, we can find $\gamma>0$ such that $g\left(\beta, \rho^{\prime}\right)$ is a linear function of $\rho^{\prime}$ for all $\left|\rho^{\prime}-\rho\right|<\gamma$. Let $\rho_{1}$ and $\rho_{2}$ be any densities such that $\rho_{1} \alpha+\rho_{2}(1-\alpha)=\rho$. We want to choose $\epsilon$ so small that we can find $\rho_{1}$ such that

$$
\left|\rho_{1}-\rho\right|<\gamma, \quad\left|\rho_{2}-\rho\right|<\gamma, \quad\left|\rho_{1}-\rho\right|>\epsilon
$$

This is possible if we choose

$$
\begin{equation*}
\epsilon<\min \{\gamma, \gamma[(1-\alpha) / \alpha]\} \tag{33}
\end{equation*}
$$

Now let $n_{j}$ be a sequence of integers such that

$$
n_{j} V\left(\omega_{j}\right)^{-1} \rightarrow \rho_{1}
$$

Since $V\left(\omega_{j}\right) V\left(\Omega_{j}\right)^{-1} \rightarrow \alpha$ and $\lambda_{j} V\left(\Omega_{j}\right)^{-1} \rightarrow \rho$, we have $\left(N_{j}-n_{j}\right)\left[V\left(\Omega_{j}\right)-V\left(\omega_{j}\right)\right]^{-1} \rightarrow \rho_{2}$. Then we can find a $j_{0}$ so that for all $j>j_{0}$ we have

$$
\begin{gather*}
\left|n_{j} V\left(\omega_{j}\right)^{-1}-\rho\right|<\gamma \\
\left|\left(N_{j}-n_{j}\right)\left[V\left(\Omega_{j}\right)-V\left(\omega_{j}\right)\right]^{-1}-\rho\right|<\gamma \\
\left|n_{j} V\left(\omega_{j}\right)^{-1}-\rho\right|>\epsilon \tag{34}
\end{gather*}
$$

From (30), $P_{j}^{\epsilon}(\beta, \rho)$ is larger than any term in the sum; therefore, we can put $n=n_{j}$ and write

$$
\begin{align*}
& P_{j}^{\epsilon}(\beta, \rho) \geq\left[n_{j}!\left(N_{j}-n_{j}\right)!Z\left(\beta, N_{j}, \Omega_{j}\right)\right]^{-1} \\
& \quad \times \int_{\omega_{j}} \cdots \int_{\Omega_{j}-\omega_{j}} \mathrm{e}^{-\beta U_{N_{j}}} d \mathbf{r}_{1} \cdots d \mathbf{r}_{n_{j}} d \mathbf{r}_{n_{j+1}} \cdots d \mathbf{r}_{N_{j}} \tag{35}
\end{align*}
$$

Now let $\omega_{j}^{\prime}$ be the set of all points interior to $\omega_{j}$ and distance $R_{0}$ from the boundary of $\omega_{j}$. If we allow the first $n_{j}$ integrations in (35) to go only over $\omega_{j}^{\prime}$, we decrease the value of the integral. But now the interaction between particles in $\omega_{j}^{\prime}$ and $\Omega_{j}-\omega_{j}$ is negative [see Sec. II, assumption (b)]. Therefore, if we replace $U_{N_{j}}$ by $U_{N_{j}-n_{j}}+\dot{U}_{n_{j}}$, we decrease the integrand and the resulting integral factors into a product.

$$
\begin{array}{r}
P_{j}^{\epsilon}(\beta, \rho) \geq Z\left(\beta, n_{j}, \omega_{j}^{\prime}\right) Z\left(\beta, N_{j}-n_{j}, \Omega_{j}-\omega_{j}\right) \\
\times Z\left(\beta, N_{j}, \Omega_{j}\right)^{-1}
\end{array}
$$

Hence, if the limits exist,

$$
\begin{align*}
& \lim _{j \rightarrow \infty} V\left(\Omega_{j}\right)^{-1} \ln P_{j}^{\epsilon}(\beta, \rho) \geq\left[V\left(\omega_{j}^{\prime}\right) V\left(\Omega_{j}\right)^{-1}\right] \\
\times & \left\{V\left(\omega_{j}^{\prime}\right)^{-1} \ln Z\left(\beta, n_{j}, \omega_{j}^{\prime}\right)\right\}+\left[V\left(\Omega_{j}\right)-V\left(\omega_{j}\right)\right] V\left(\Omega_{j}\right)^{-1} \\
\times & \left\{\left[V\left(\Omega_{j}\right)-V\left(\omega_{j}\right)\right]^{-1} \ln Z\left(\beta, N_{j}-n_{j}, \Omega_{j}-\omega_{j}\right)\right\} \\
- & V\left(\Omega_{j}\right)^{-1} \ln Z\left(\beta, N_{j}, \Omega_{j}\right) \tag{36}
\end{align*}
$$

From assumption (b) in Sec. II, we have

$$
V\left(\omega_{j}^{\prime}\right) V\left(\omega_{j}\right)^{-1} \rightarrow 1
$$

By the way we have chosen $n_{j}$, we know $n_{j} V\left(\omega_{j}^{\prime}\right)^{-1} \rightarrow$ $\rho_{1},\left(N_{j}-n_{j}\right)\left[V\left(\Omega_{j}\right)-V\left(\omega_{j}\right)\right]^{-1} \rightarrow \rho_{2}$, and therefore,

$$
\begin{align*}
& \lim _{j \rightarrow \infty} V\left(\Omega_{j}\right)^{-1} \ln P_{j}^{\epsilon}(\beta, \rho) \\
& \quad \geq \alpha g\left(\beta, \rho_{1}\right)+(1-\alpha) g\left(\beta, \rho_{2}\right)-g(\beta, \rho) \tag{37}
\end{align*}
$$

But the right side of $(37)$ is zero since $g(\beta, \rho)$ is assumed linear in the interval containing $\rho_{1}$ and $\rho_{2}$. So if the limit exists, it is greater than or equal to zero. But each term in the original sequence is negative; therefore, the limit exists and is zero.

Now let $(\beta, \rho)$ be a one-phase state. For any $j$ and $\epsilon>0$, we have from (30)

$$
\begin{equation*}
P_{j}^{\epsilon}(\beta, \rho) \leq N_{j} \max _{\left|n-\rho V\left(\omega_{j}\right)\right|>\in V\left(\omega_{j}\right)} P_{\Omega_{j}}\left(\beta, n, \omega_{j}, N_{j}\right) \tag{38}
\end{equation*}
$$

We want to find an upper bound on $P_{\Omega_{j}}\left(\beta, n, \omega_{j}, N_{j}\right)$. To do this we see from (29) that we need a lower bound on the interaction across the surface of $\omega_{j}$.

To obtain this lower bound we define

$$
\begin{align*}
\Phi(\omega)= & \min \left[U_{N_{1}+N_{2}}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N_{1}}, \mathbf{r}_{1}^{\prime} \cdots \mathbf{r}_{N_{2}}^{\prime}\right)\right. \\
& \left.-U_{N_{1}}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N_{1}}\right)-U_{N_{2}}\left(\mathbf{r}_{1}^{\prime} \cdots \mathbf{r}_{N_{2}}^{\prime}\right)\right] \tag{39}
\end{align*}
$$

where the minimum is taken over all configurations $\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N_{1}}, \mathbf{r}_{1}^{\prime} \cdots \mathbf{r}_{N_{2}}^{\prime}\right)$ such that $U_{N_{1}+N_{2}} \neq+\infty$,
$\left(\mathbf{r}_{1} \cdots \mathbf{r}_{N_{1}}\right)$ are all in $\omega,\left(\mathbf{r}_{1}^{\prime} \cdots \mathbf{r}_{\mathbf{N}_{2}}^{\prime}\right)$ are not in $\omega$, and $N_{1}$ and $N_{2}$ vary from 0 to $\infty$. We must assume

$$
\begin{equation*}
\Phi\left(\omega_{j}\right) V\left(\omega_{j}\right)^{-1} \rightarrow 0 \tag{40}
\end{equation*}
$$

In Appendix B we show that (40) holds for the case where $U_{N}$ is a sum of pair potentials of finite range with hard cores. In fact, for such potentials

$$
\begin{equation*}
\Phi(\omega)>K V(b, \omega) \tag{41}
\end{equation*}
$$

where $b$ is the range of the potential, $K$ is a constant, and $V(b, \omega)$ is the volume of those points interior to $\omega$ and within $b$ of the boundary of $\omega$. From (29) and (39) we have the upper bound,

$$
\begin{align*}
& P_{\Omega_{j}}\left(\beta, n, \omega_{j}, N_{j}\right) \leq Z\left(\beta, n, \omega_{j}\right) Z\left(\beta, N_{j}-n, \Omega_{j}-\omega_{j}\right) \\
& \times Z\left(\beta, N_{j}, \omega_{j}\right)^{-1} \exp \left[-\beta \Phi\left(\omega_{j}\right)\right] . \tag{42}
\end{align*}
$$

From (38) and (42) we have

$$
\begin{align*}
& V\left(\Omega_{j}\right)^{-1} \ln P_{j}^{\epsilon}(\beta, \rho) \\
& \quad \leq V\left(\Omega_{j}\right)^{-1} \ln N_{j}+\max _{\left|n-\rho V\left(\omega_{j}\right)\right|>\epsilon V\left(\omega_{j}\right)} V\left(\Omega_{j}\right)^{-1} \\
& \quad \times\left\{\ln Z\left(\beta, n, \omega_{j}\right)+\ln Z\left(\beta, N_{j}-n_{j}, \Omega_{j}-\omega_{j}\right)\right\} \\
& \quad-\ln Z\left(\beta, N_{j}, \omega_{j}\right)-\beta V\left(\Omega_{j}\right)^{-1} \Phi\left(\omega_{j}\right) . \tag{43}
\end{align*}
$$

The first term in (43) converges to zero. By virtue of (40) and the assumption $V\left(\omega_{j}\right) V\left(\Omega_{j}\right)^{-1} \rightarrow \alpha$, the last term in (43) converges to zero. If we assume the maximumin (43) occurs for each $j$ for $n V\left(\omega_{j}\right)^{-1} \leq \rho_{2}<\rho_{m}$, we can approximate each $\ln Z$ by the corresponding $g$ to obtain, for large $j$,

$$
\begin{align*}
& V\left(\Omega_{j}\right)^{-1} \ln P_{j}(\beta, \rho) \\
& \quad \max _{\left|n V\left(\omega_{j}\right)^{-1}-\rho\right|>\epsilon}\left\{\alpha g\left[\beta, n V\left(\omega_{j}\right)^{-1}\right]+(1-\alpha)\right. \\
& \left.\quad \times g\left(\beta,\left[N_{j}-n\right]\left[V\left(\Omega_{j}\right)-V\left(\omega_{j}\right)\right]^{-1}\right)\right\} \\
&  \tag{44}\\
& \quad-g(\beta, \rho)+\delta_{j}
\end{align*}
$$

where $\delta_{j} \rightarrow 0$ as $j \rightarrow \infty$. Because $g(\beta, \rho)$ is uniformly continuous, we can set

$$
\begin{aligned}
& V\left(\Omega_{j}\right)^{-1} \ln P_{f}^{\epsilon}(\beta, \rho) \\
& \leq \max _{\left|\rho^{\prime}-\rho\right|>\epsilon}\left\{\alpha g\left(\beta, \rho^{\prime}\right)+(1-\alpha) g\left(\beta, \rho^{\prime \prime}\right)-g(\beta, \rho)\right\} \\
& +\delta_{j}+\gamma_{j}
\end{aligned}
$$

where $\gamma_{j} \rightarrow 0$ and $\rho^{\prime \prime}$ is defined by $\alpha \rho^{\prime}+(1-\alpha) \rho^{\prime \prime}=\rho$. Since $g$ is a convex function of $\rho$, the combination $\alpha g\left(\beta, \rho^{\prime}\right)+(1-\alpha) g\left(\beta, \rho^{\prime \prime}\right)-g(\beta, \rho)$ is less than or equal to zero for all $\rho^{\prime}$. If $\rho$ is not in a linear portion of $g$, then this expression is negative for all $\rho^{\prime} \neq \rho$. Since $\rho^{\prime}$ is bounded away from $\rho$ in the maximization, the maximum is negative; hence,

$$
\begin{align*}
& \lim _{j \rightarrow \infty} V\left(\Omega_{j}\right)^{-1} \ln P_{j}(\beta, \rho) \\
& \leq \max _{\left|\rho^{\prime}-\rho\right|>\epsilon}\left\{\alpha g\left(\beta, \rho^{\prime}\right)+(1-\alpha) g\left(\beta, \rho^{\prime \prime}\right)-g(\beta, \rho)\right\}<0 . \tag{45}
\end{align*}
$$

We have shown that if the limit on the left exists it is bounded from above by a negative number. To show that the limit exists, we should bound it from below by the same number. We note from (30) that

$$
\begin{equation*}
P_{j}^{\epsilon}(\beta, \rho) \geq \max _{\left|n V\left(\omega_{j}\right)^{-1}-\rho\right|>\epsilon} P_{\Omega_{j}}^{\epsilon}\left(\beta, n, \omega_{j}, N_{j}\right) . \tag{46}
\end{equation*}
$$

Since we need a lower bound on $P_{\Omega_{j}}^{\epsilon}\left(\beta, n, \omega_{j}, N_{j}\right)$, we can proceed as in the two-phase case. The calculation is straightforward so we omit it. The result is that one obtains a lower bound of the same form as in (45) and, hence, completes the theorem.

## V. CONCLUSIONS

We have applied Dobrushin's idea for characterizing large and small density fluctuations to the case of a fluid described by either canonical or the grand canonical formalism. We have proven the fluctuations are large in the two-phase region and small in the onephase region. It is interesting to note that by this criterion the density fluctuations at the critical point are small if the critical isotherm has only a point of inflection and not a flat portion.
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## APPENDIX A

We want to show that there is a two-phase state, if and only if $g(\beta, \rho)$ is a linear function of $\rho$ in some interval. Suppose there are two densities $\rho_{1}<\rho_{2}$ which maximize $\rho \ln \Lambda^{3} z+g(\beta, \rho)$. Then

$$
\begin{aligned}
\rho_{1} \ln \Lambda^{3} z+g\left(\beta, \rho_{1}\right) & =\rho \ln \Lambda^{3} z+g\left(\beta, \rho_{2}\right) \\
& \geq \rho \ln \Lambda^{3} z+g(\beta, \rho) \\
& \text { for any } \rho . \quad \text { (A1) }
\end{aligned}
$$

Let $0 \leq \alpha \leq 1$ and set $\rho=(1-\alpha) \rho_{1}+\alpha \rho_{2}$. Then

$$
\begin{aligned}
& \rho \ln \Lambda^{3} z+g(\beta, \rho) \leq \rho_{1} \ln \Lambda^{3} z+g\left(\beta, \rho_{1}\right) \\
&=(1-\alpha) \rho_{1} \ln \Lambda^{3} z+(1-\alpha) g\left(\beta, \rho_{1}\right) \\
& \quad+\alpha \rho_{2} \ln \Lambda^{3} z+\alpha g\left(\beta, \rho_{2}\right) \\
&=\rho \ln \Lambda^{3} z+(1-\alpha) g\left(\beta, \rho_{1}\right)+\alpha g\left(\beta, \rho_{2}\right) .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
g(\beta, \rho) \leq(1-\alpha) g\left(\beta, \rho_{1}\right)+\alpha g\left(\beta, \rho_{2}\right) \tag{A2}
\end{equation*}
$$

But since $g(\beta, \rho)$ is convex upward in $\rho$,

$$
\begin{equation*}
g(\beta, \rho) \geq(1-\alpha) g\left(\beta, \rho_{1}\right)+\alpha g\left(\beta, \rho_{2}\right) \tag{A3}
\end{equation*}
$$

Equations (A2) and (A3) imply

$$
g(\beta, \rho)=(1-\alpha) g\left(\beta, \rho_{1}\right)+\alpha g\left(\beta, \rho_{2}\right),
$$

which means $g$ is linear in $\rho$ for

$$
\rho_{1} \leq \rho \leq \rho_{2} .
$$

Now consider the converse case. Let $\rho_{1}$ maximize $\rho \ln \Lambda^{3} z+g(\beta, \rho)$ and suppose $g(\beta, \rho)$ is linear in a neighborhood of $\rho_{1}$. If $\rho_{2}$ is close enough to $\rho_{1}$, then $g\left(\beta, \rho_{2}\right)=g\left(\beta, \rho_{1}\right)+c\left(\rho_{2}-\rho_{1}\right)$, where $c=$ $(d g / d \rho)\left(\beta, \rho_{1}\right)$. Since $\rho_{1}$ is a point of maximum of $\rho \ln \Lambda^{3} z+g(\beta, \rho)$, we must have $\ln \Lambda^{3}+c=0$. Hence,

$$
g\left(\beta, \rho_{2}\right)=g\left(\beta, \rho_{1}\right)-\left(\rho_{2}-\rho_{1}\right) \ln \Lambda^{3} z,
$$

and this implies that $\rho_{2}$ is also a point of maximum.
If the point $\rho_{1}$ is the end point of a linear portion of $g(\beta, \rho)$ and if $(d g / d \rho)\left(\beta, \rho_{1}\right)$ does not exist there, then this proof fails at $\rho_{1}$. This cannot happen if the pressure is a continuous function of $\rho$.

## APPENDIX B

Let

$$
U_{N}\left(\mathbf{r}_{1}-\mathbf{r}_{N}\right)=\sum_{i<j=2}^{N} \phi\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right),
$$

and suppose

$$
\phi(\mathbf{r})=+\infty \quad \text { if } \quad \mathbf{r}<a, \quad \phi(\mathbf{r})=0 \quad \text { if } \quad \mathbf{r}>b .
$$

We assume $\phi(\mathbf{r})$ is bounded from below by $-d$, where $d \geq 0$. From (38),

$$
\Phi(\omega)=\min \sum_{i=1}^{N_{1}} \sum_{j=1}^{N_{2}} \phi\left(\mathbf{r}_{i}-\mathbf{r}_{j}^{\prime}\right),
$$

where the $\mathbf{r}_{i}$ are in $\omega$ and the $\mathbf{r}_{r}^{\prime}$ are not, and no two particles are ever closer than $a$. Now each particle can interact with at most ( $8 b^{3} / a^{3}$ ) others without violating the hard-core condition. The most negative each interaction can be is $-d$. Only those particles within $b$ of the boundary of $\omega$ can interact with those particles not in $\omega$, and there are at most $V(b, \omega)\left[\frac{1}{6} \pi a^{3}\right]^{-1}$ such particles. Hence,

$$
\Phi(\omega)>-\left(d b^{3} a^{-6 \frac{4}{3}} \pi\right) V(b, \omega) .
$$
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[^102]strong coupling expansion is really an asymptotic expansion, since quantities such as the Jost function have an essential singularity at infinity. One interesting theoretical result we find is a significantly improved bound on the numbers of bound states in a given potential. This result has also been recently discovered by Calogero. ${ }^{3}$ Bound $l$-wave states are considered first in Sec. I. In Sec. II more specific results are established for the bound $S$-wave state. In Sec. III scattering states are considered. This article restricts itself to spherically symmetric local potentials which are $L^{\frac{1}{2}}$ and whose absolute square root can be expressed as a Laplace transform in the radial variable. Singular potentials and those which go to zero at large distances faster than any negative linear exponential will be dealt with in separate articles.
The strong coupling limit is studied via functiontheoretic techniques. The scattering equation is written as an integral equation and the Jost function can be represented in terms of the familiar power series (in the coupling constant $g$ ) for the Fredholm determinant of this integral equation. Some standard results in the theory of entire functions connect the growth of the power series coefficients with the nature of the essential singularity of the power series for large coupling constant. These connections provide the strong coupling behavior of the Jost function whose zeros represent the eigenvalues $g$ for which bound states exist for fixed energy, and whose phase corresponds to the scattering phase shift.

## I. BOUND STATES: GENERAL $l$ WAVES

We restrict our considerations to potentials $V(r)$ which are local, central, and are $L^{\frac{1}{2}}$, i.e., which satisfy

$$
\int_{0}^{\infty} d r|V(r)|^{\frac{1}{2}}<\infty
$$

(all integrability conditions are to be understood in one dimension). This condition is somewhat novel to potential theory, but is in fact the significant one from a number of points of view. We also demand that $|V(r)|^{\frac{1}{2}}$ be expressible as a Laplace transform

$$
\begin{equation*}
|V(r)|^{\frac{1}{2}}=\int_{0}^{\infty} d \alpha \sigma(\alpha) e^{-\alpha r}, \tag{1}
\end{equation*}
$$

which means that $V(r) e^{K r} \rightarrow \infty$ for sufficiently large $r$ for some $K$. Potentials which decrease at large distances faster than any linear exponential will be considered in a separate article.

We consider general $l$-wave states, and fix our attention on a given $l$ value. $V(r)$ is assumed to be real

[^103]and for the moment everywhere nonnegative (i.e., generally attractive). The Schrödinger equation describing an $l$-wave bound state with energy $E=$ $-\hbar^{2} \mu^{2} / 2 m$ reads
\[

$$
\begin{equation*}
\left[\frac{d^{2}}{d r^{2}}+\frac{2}{r} \frac{d}{d r}-\mu^{2}-\frac{l(l+1)}{r^{2}}+g V(r)\right] \frac{u_{l}(r)}{r}=0 \tag{2}
\end{equation*}
$$

\]

with $u_{l}(r) / r \equiv \psi_{l}(r)$ the wavefunction, and $g$ is a coupling constant which must be positive for bound states to exist. We introduce the Fourier-Bessel transforms defined by

$$
\begin{align*}
& \hat{u}_{l}(k)=\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \int_{0}^{\infty} d r r^{2} j_{l}(k r) \frac{u_{l}(r)}{r} \\
& \frac{u_{l}(r)}{r}=\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \int_{0}^{\infty} d k k^{2} j_{l}(k r) \hat{u}_{l}(k) \tag{3}
\end{align*}
$$

with $j_{l}(k r)$ the familiar spherical Bessel function. From Eqs. (2), (3) one finds the integral equation (the subscript $l$ is dropped where the context allows) $\left[\omega_{k}=\left(k^{2}+\mu^{2}\right)^{\frac{1}{2}}\right]$

$$
\begin{equation*}
\hat{u}(k)=\frac{g}{k^{2}+\mu^{2}} \int_{0}^{\infty} d k^{\prime} k^{\prime 2} V_{l}\left(k, k^{\prime}\right) \hat{u}\left(k^{\prime}\right) \tag{4}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{l}\left(k, k^{\prime}\right)=\frac{2}{\pi} \int_{0}^{\infty} d r r^{2} V(r) j_{l}(k r) j_{l}\left(k^{\prime} r\right) \tag{5}
\end{equation*}
$$

a real symmetric kernel. Setting

$$
\phi_{l}(k)=k \omega_{k} \hat{u}_{l}(k), \quad U_{l}\left(k, k^{\prime}\right) \equiv k k^{\prime} V_{l}\left(k, k^{\prime}\right) / \omega_{k} \omega_{k^{\prime}}
$$

Eq. (4) becomes the Fredholm eigenvalue equation

$$
\begin{equation*}
\phi_{l}(k)=g \int d k^{\prime} U_{l}\left(k, k^{\prime}\right) \phi_{l}\left(k^{\prime}\right) \tag{6}
\end{equation*}
$$

with the real symmetric kernel $U_{l}\left(k, k^{\prime}\right) . U_{l}\left(k, k^{\prime}\right)$ is $L^{1}$ if $\int d r|V(r)|<\infty$. Equation (4) is an eigenvalue equation whose eigenvalues $g_{r}$ are the zeros of the Fredholm determinant, ${ }^{4}$ alias the Jost function. The correspondence between the Fredholm determinant and the Jost function has been demonstrated for the scattering problem, but is to be rederived as a basic step in our reasoning, and to establish notation. The Fredholm determinant for Eq. (6) is constructed as

$$
\begin{equation*}
\Delta(g)=\sum_{n=0}^{\infty} \frac{(-g)^{n}}{n!} \int d k_{1} \cdots \int d k_{n} \operatorname{det}_{1 \leq i, j \leq n}\left|U_{l}\left(k_{i}, k_{j}\right)\right|, \tag{7}
\end{equation*}
$$

where an evident notation for the determinant is used.

[^104]The determinant can be transformed (i labels rows, $j$ labels columns)

$$
\begin{align*}
& \operatorname{det}\left|U_{l}\left(k_{i}, k_{j}\right)\right| \\
&= \operatorname{det}\left|\frac{k_{i} k_{j}}{\omega_{k_{i}} \omega_{k_{j}}} V_{l}\left(k_{i}, k_{j}\right)\right| \\
&= \prod_{m=1}^{n}\left(\frac{k_{m}}{\omega_{k_{m}}}\right)^{2} \operatorname{det}\left|V_{l}\left(k_{i}, k_{j}\right)\right| \\
&= \prod_{m=1}^{n}\left(\frac{k_{m}}{\omega_{k_{m}}}\right)^{2} \operatorname{det}\left|\frac{2}{\pi} \int_{0}^{\infty} d r_{i} r_{i}^{2} V\left(r_{i}\right) j_{l}\left(k_{j} r_{i}\right) j_{l}\left(k_{i} r_{i}\right)\right| \\
&=\left(\frac{2}{\pi}\right)^{n} \prod_{m=1}^{n}\left(\frac{k_{m}}{\omega_{k_{m}}}\right)^{2} \int_{0}^{\infty} d r_{1} r_{1}^{2} \cdots \int_{0}^{\infty} d r_{n} r_{n}^{2} \\
& \quad \times V\left(r_{1}\right) \cdots V\left(r_{n}\right) j_{l}\left(k_{1} r_{1}\right) \cdots j_{l}\left(k_{n} r_{n}\right) \operatorname{det}\left|j_{l}\left(k_{j} r_{i}\right)\right| \\
&= \int_{0}^{\infty} d r_{1} \cdots \int_{0}^{\infty} d r_{n} r_{1}^{2} V\left(r_{1}\right) \cdots r_{n}^{2} V\left(r_{n}\right) \\
& \quad \times \operatorname{det}\left|\frac{2}{\pi} \frac{k_{j}^{2}}{\omega_{k_{j}}^{2}} j_{l}\left(k_{i} r_{i}\right) j_{l}\left(k_{j} r_{j}\right)\right| . \tag{8}
\end{align*}
$$

Performance of the $k$ integrations of Eq. (7) inside the determinant leads to

$$
\begin{align*}
& \int_{0}^{\infty} d k_{1} \cdots \int_{0}^{\infty} d k_{n} \operatorname{det}\left|U_{l}\left(k_{i}, k_{j}\right)\right| \\
& \quad=\int_{0}^{\infty} d r_{1} \cdots \int_{0}^{\infty} d r_{n} V\left(r_{1}\right) \cdots V\left(r_{n}\right) \operatorname{det}\left|\mathcal{G}_{l}\left(r_{i}, r_{i}\right)\right|, \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{G}_{l}\left(r, r^{\prime}\right) \equiv \frac{2}{\pi} \int_{0}^{\infty} d k \frac{k r j_{l}(k r) k r^{\prime} j_{l}\left(k r^{\prime}\right)}{\omega_{k}^{2}} \tag{10}
\end{equation*}
$$

This quantity is in fact the Green's function of the differential operator

$$
\mathfrak{D}_{l, \mu} \equiv\left(d^{2} / d r^{2}\right)-\mu^{2}-\left[l(l+1) / r^{2}\right]
$$

corresponding to solutions which vanish at $r=0$ and $r=\infty$. We can therefore write

$$
\begin{equation*}
\mathcal{G}_{l}\left(r, r^{\prime}\right)=\mu r_{<} r_{>} j_{l}\left(i \mu r_{<}\right) h_{l}^{(+)}\left(i \mu r_{>}\right) \tag{11}
\end{equation*}
$$

with $r j_{l}(i \mu r), r h_{l}^{(+)}(i \mu r)$ zeros of the differential operator $D_{l, \mu}$ which respectively vanish at $r=0, r=\infty$. $j_{l}(\rho)$, $h_{l}^{(+)}(\rho)$ are respectively the regular spherical Bessel and the spherical Hankel function, and for large $\rho$
$\rho j_{l}(\rho) \sim \sin \left(\rho-\frac{1}{2} l \pi\right), \quad \rho h_{l}^{(+)}(\rho) \sim \exp \left[i\left(\rho-\frac{1}{2} l \pi\right)\right]$.
The quantity

$$
\begin{equation*}
D_{l}\left(r_{1} \cdots r_{n}\right) \equiv \operatorname{det}_{1 \leq i, j \leq n}\left|\mathcal{Y}_{l}\left(r_{i}, r_{j}\right)\right| \tag{12}
\end{equation*}
$$

is a symmetric function of all its arguments and is in
fact nonnegative. ${ }^{5}$ In view of this and Eq. (9), we can write

$$
\begin{align*}
\Delta(g)= & \sum_{n=0}^{\infty} \frac{(-g)^{n}}{n!} \int_{0}^{\infty} d r_{1} \cdots \int_{0}^{\infty} d r_{n} V\left(r_{1}\right) \cdots V\left(r_{n}\right) \\
& \times D_{l}\left(r_{1} \cdots r_{n}\right) \\
= & \sum_{n=0}^{\infty}(-g)^{n} \int_{0}^{\infty} d r_{1} \int_{0}^{r_{1}} d r_{2} \cdots \int_{0}^{r_{n-1}} d r_{n} \\
& \times V\left(r_{1}\right) \cdots V\left(r_{n}\right) D_{l}^{>}\left(r_{1} \cdots r_{n}\right) \tag{13}
\end{align*}
$$

where in $D_{l}^{>}\left(r_{1} \cdots r_{n}\right)$ the condition $r_{1}^{\prime} \geq r_{2} \geq r_{3} \cdots \geq$ $r_{n}$ must be obeyed. Using the representation Eq. (11) one finds, with a little juggling in the determinant $D_{l}^{>}\left(r_{1} \cdots r_{n}\right)$, the recursion relation

$$
\begin{align*}
D_{l}^{>}\left(r_{1} \cdots r_{n}\right)= & \left.\frac{\mu r_{1}^{2} h_{l}^{(+)}\left(i \mu r_{1}\right)}{h_{l}^{(+)}\left(i \mu r_{2}\right)} \right\rvert\, h_{l}^{(+)}\left(i \mu r_{2}\right) j_{l}\left(i \mu r_{1}\right) \\
& -h_{l}^{(+)}\left(i \mu r_{1}\right) j_{l}\left(i \mu r_{2}\right) \mid D_{l}^{>}\left(r_{2} \cdots r_{n}\right) \\
& \equiv H_{l}\left(r_{1}, r_{2}\right) D_{l}^{>}\left(r_{2} \cdots r_{n}\right) \tag{14}
\end{align*}
$$

which leads to

$$
\begin{align*}
D_{l}^{>}\left(r_{1} \cdots\right. & \left.r_{n}\right) \\
= & \mu r_{n}^{2} j_{l}\left(i \mu r_{n}\right) h_{l}^{(+)}\left(i \mu r_{n}\right) H_{l}\left(r_{1}, r_{2}\right) \\
& \times H_{l}\left(r_{2}, r_{3}\right) \cdots H_{l}\left(r_{n-1}, r_{n}\right) \\
= & H_{l}\left(r_{1}, r_{2}\right) H_{l}\left(r_{2}, r_{3}\right) \cdots H_{l}\left(r_{n-1}, r_{n}\right) \\
& \times H_{l}\left(r_{n}, 0\right) \tag{15}
\end{align*}
$$

One can show that for all $r, s$

$$
\begin{equation*}
\left|H_{l}(r, s)\right| /|\mathrm{r}-s| \leq\left|H_{0}(r, s)\right| /|r-s| \leq 1 \tag{16}
\end{equation*}
$$

Then from Eq. (13)

$$
\begin{align*}
|\Delta(g)| & \leq \sum_{n=0}^{\infty}|g|^{n} \\
& \times \int_{0}^{\infty} d r_{1} \int_{0}^{r_{1}} d r_{2} \cdots \int_{0}^{r_{n-1}} d r_{n}\left|V\left(r_{1}\right) \cdots V\left(r_{n}\right)\right| \\
& \times\left(r_{1}-r_{2}\right)\left(r_{2}-r_{3}\right) \cdots\left(r_{n-1}-r_{n}\right) r_{n} . \tag{17}
\end{align*}
$$

We make the variable changes

$$
\xi_{j}=r_{j}-r_{j+1}(j=1 \cdots n-1), \quad \xi_{n}=r_{n}
$$

Then

$$
\begin{align*}
|\Delta(g)| \leq & \sum_{n=0}^{\infty}|g|^{n} \int_{0}^{\infty} d \xi \cdots \int_{0}^{\infty} d \xi_{n} \xi_{1} \cdots \xi_{n} V\left(\xi_{n}\right) \\
& \times V\left(\xi_{n-1}+\xi_{n}\right) \cdots V\left(\xi_{1}+\cdots \xi_{n}\right) \\
\equiv & \sum_{n=0}^{\infty}|g|^{n} L_{n} . \tag{18}
\end{align*}
$$

We set

$$
U(r) \equiv|V(r)|^{\frac{1}{2}}=\int_{0}^{\infty} d \alpha \sigma(\alpha) e^{-\alpha r}
$$

[^105][ $\sigma(\alpha)$ is known as the "Laplace weight" of $U(r)$ ]. Then
\[

$$
\begin{align*}
L_{n}= & \int_{0}^{\infty} d \alpha_{1} \cdots d \alpha_{2 n} \\
& \times \frac{\sigma\left(\alpha_{1}\right) \cdots \sigma\left(\alpha_{2 n}\right)}{\left(\alpha_{1}+\alpha_{2}\right)^{2}\left(\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}\right)^{2} \cdots} \\
& \left(\alpha_{1}+\alpha_{2}+\cdots \alpha_{2 n-1}+\alpha_{2 n}\right)^{2} \tag{19}
\end{align*}
$$ .
\]

We use the inequality

$$
\begin{align*}
\left(\alpha_{1}+\alpha_{2}+\cdots\right. & \left.\left.\alpha_{2 k-1}+\alpha_{2 k}\right)^{2}\right]^{-1} \\
& \leq\left[\left(\alpha_{1}+\alpha_{2}+\cdots \alpha_{2 k-1}\right)\right. \\
& \left.\times\left(\alpha_{1}+\alpha_{2}+\cdots \alpha_{2 k-1}+\alpha_{2 k}\right)\right]^{-1} \tag{20}
\end{align*}
$$

to find

$$
\begin{align*}
& L_{n} \leq \int_{0}^{\infty} d \alpha_{1} \cdots \int_{0}^{\infty} d \alpha_{2 n} \\
& \times \frac{\left|\sigma\left(\alpha_{1}\right) \cdots \sigma\left(\alpha_{2 n}\right)\right|}{\left[\begin{array}{r}
\alpha_{1}\left(\alpha_{1}+\alpha_{2}\right) \cdots\left(\alpha_{1}+\alpha_{2}+\cdots \alpha_{2 n-1}\right) \\
\times\left(\alpha_{1}+\alpha_{2}+\cdots \alpha_{2 n}\right)
\end{array}\right]} \\
& =\frac{1}{(2 n)!} \int_{0}^{\infty} d \alpha_{1} \cdots d \alpha_{2 n}\left|\sigma\left(\alpha_{1}\right) \cdots \sigma\left(\alpha_{2 n}\right)\right| \\
& \times \sum_{P}\left[\alpha_{P_{1}}\left(\alpha_{P_{1}}+\alpha_{P_{2}}\right) \cdots\left(\alpha_{P_{1}}+\alpha_{P_{2}}+\cdots \alpha_{P_{2 n}}\right]^{-1},\right. \tag{21}
\end{align*}
$$

where the integral in Eq. (21) has been replaced by a symmetrized sum over all permutations $P$ of the $\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots, \alpha_{2 n}$. This quantity sums to a simple expression resulting in

$$
\begin{align*}
L_{n} & \leq \frac{1}{(2 n)!} \int_{0}^{\infty} d \alpha_{1} \frac{\left|\sigma\left(\alpha_{1}\right)\right|}{\alpha_{1}} \\
& \times \int_{0}^{\infty} d \alpha_{2} \frac{\left|\sigma\left(\alpha_{2}\right)\right|}{\alpha_{2}} \cdots \int_{0}^{\infty} d \alpha_{2 n} \frac{\left|\sigma\left(\alpha_{2 n}\right)\right|}{\alpha_{2 n}} \equiv \frac{U_{1}^{2 n}}{(2 n)!} \tag{22}
\end{align*}
$$

with the notation

$$
U_{1} \equiv \int_{0}^{\infty} d \alpha \frac{|\sigma(\alpha)|}{\alpha} .
$$

We find therefore that

$$
\begin{equation*}
|\Delta(g)| \leq \cosh \left(U_{1}|g|^{\frac{1}{2}}\right) \tag{23}
\end{equation*}
$$

which shows $\Delta(g)$ to be an entire function of exponential order ${ }^{6}$ at most $\frac{1}{2}$. That the exponential order of $\Delta(g)$ is precisely $\frac{1}{2}$ is demonstrated by providing a lower bound to $\Delta(g)$ for negative real $g$ [where $\Delta(g)$ is positive], which also has exponential order $\frac{1}{2}$. Such a lower bound is readily found in the Fredholm determinant $\Delta^{S}(g)$ corresponding to a square-well potential $S(r)$ which satisfies $V(r) \geq S(r)$. Clearly since $D\left(r_{1} \cdots r_{n}\right)$ is nonnegative

$$
\begin{equation*}
\Delta(g) \geq \Delta^{S}(g) \tag{24}
\end{equation*}
$$

[^106]for negative real $g$. That the exponential order of $\Delta^{S}(g)$ is $\frac{1}{2}$ follows from the consideration that $\Delta^{S}(g)$ can be expressed in terms of its Weierstrass factorization ${ }^{7}$
\[

$$
\begin{equation*}
\Delta^{S}(g)=\prod_{m=1}^{\infty}\left(1-\frac{g}{g_{m}}\right), \tag{25}
\end{equation*}
$$

\]

where $\Delta^{S}\left(g_{m}\right)=0$. The zeros $g_{m}$ of $\Delta^{S}(g)$ are just the values of coupling constant which bind a particle in the potential $g S(r)$ with energy $-\hbar^{2} \mu^{2} / 2 m$. If $[\theta(x)$ represents the step function, 0 for negative $x, 1$ for positive $x$ ]

$$
S(r)=V_{0} \theta(b-r),
$$

the $g_{m}$ are solutions to

$$
\begin{equation*}
\cot b\left(V_{0} g_{m}-\mu^{2}\right)^{\frac{1}{2}}=-\mu\left(V_{0} g_{m}-\mu^{2}\right)^{-\frac{1}{2}} \tag{26}
\end{equation*}
$$

and clearly for large $m$

$$
\begin{equation*}
g_{m} \approx\left(m+\frac{1}{2}\right)^{2} \pi^{2} / b^{2} V_{0} \tag{27}
\end{equation*}
$$

so that the $g_{m}$ have exponent of convergence $\frac{1}{2}$. This establishes ${ }^{8}$ the exponential order of $\Delta^{S}(g)$ to be $\frac{1}{2}$. For general $L^{\frac{1}{2}}$ potential which is not restricted to be positive, all the reasoning which leads to Eq. (23) follows if $V(r)$ is replaced by $|V(r)|$ and $U(r) \equiv|V(r)|^{\frac{1}{2}}$. If $V(r)$ is purely repulsive, $\Delta(g)$ would correspond to the Fredholm determinant for the attractive potential with the reversed sign. If $V(r)$ has a finite number of nodes corresponding to alternating regions of attraction and repulsion, eventually becoming (say) positive, a lower bound $S(r)$ to $V(r)$ can be found in the spirit of the previous analysis in the form of a step function with a finite number of steps. The zeros of the corresponding $\Delta^{S}(g)$ can be estimated in principle for large $g$. This has not been done, but one expects the eigenvalue equation for large $g$ to involve an almostperiodic function of $(g)^{\frac{1}{2}}$, so that the eigenvalues are "relatively dense," leading to a set of zeros whose exponent of convergence is again $\frac{1}{2}$.

## II. $S$-WAVE BOUND STATES

In the special case of $S$ waves the kernel $\mathscr{G}_{0}(r, s)$ takes the especially simple form

$$
\begin{align*}
\mathcal{\Im}_{0}(r, s) & =\frac{2 r s}{\pi} \int_{0}^{\infty} d k k^{2} \frac{j_{0}(k r) j_{0}(k s)}{\omega_{k}^{2}} \\
& =\frac{1}{2 \mu}\left[e^{-\mu|r-s|}-e^{-\mu(r+s)}\right], \tag{28}
\end{align*}
$$

[^107]and it is not difficult to obtain more accurate estimates on the behavior of $\Delta(\mathrm{g})$. One can show that
\[

$$
\begin{align*}
D^{>}\left(r_{1} \cdots r_{n}\right)= & \left.\frac{1}{(2 \mu)^{n}} \operatorname{det}_{1 \leq i, j \leq n}\left|e^{-\mu \mid r_{i}-r_{j}}\right|-e^{-\mu\left(r_{i}+r_{j}\right)} \right\rvert\, \\
& \times \theta\left(r_{1}-r_{2}\right) \theta\left(r_{2}-r_{3}\right) \cdots \theta\left(r_{n-1}-r_{n}\right) \\
= & \frac{1}{(2 \mu)^{n}}\left(e^{-2 \mu\left(r_{1}-r_{2}\right)}-1\right)\left(e^{-2 \mu\left(r_{2}-r_{3}\right)}-1\right) \cdots \\
& \left(e^{-2 \mu\left(r_{n-1}-r_{n}\right)}-1\right)\left(e^{-2 \mu r_{n}}-1\right) \\
& \times \theta\left(r_{1}-r_{2}\right) \cdots \theta\left(r_{n-1}-r_{n}\right) \\
\equiv & \prod_{j=1}^{n-1} G\left(r_{j}-r_{j+1}\right) G\left(r_{n}\right) . \tag{29}
\end{align*}
$$
\]

Then with the variable change applied in connection with Eq. (17) one finds that

$$
\begin{align*}
\Delta(g)= & \sum_{n=0}^{\infty}(-g)^{n} \\
& \times \int_{0}^{\infty} d \xi_{1} \cdots \int_{0}^{\infty} d \xi_{n} G\left(\xi_{1}\right) \cdots G\left(\xi_{n}\right) V\left(\xi_{n}\right) \\
& \times V\left(\xi_{n-1}+\xi_{n}\right) \cdots V\left(\xi_{1}+\cdots \xi_{n}\right) \\
\equiv & \sum_{n=0}^{\infty}(-g)^{n} L_{n}(\mu) . \tag{30}
\end{align*}
$$

In terms of $\sigma(\alpha)$, the Laplace weight of $|V(r)|^{\frac{1}{2}}$ one finds as before

$$
\begin{array}{r}
L_{n}(\mu) \leq(-)^{n} \int_{0}^{\infty} d \alpha_{1} \cdots \int_{0}^{\infty} d \alpha_{2 n}\left|\sigma\left(\alpha_{1}\right) \cdots \sigma\left(\alpha_{2 n}\right)\right| \\
\times \tilde{G}\left(\alpha_{1}+\alpha_{2}\right) \tilde{G}\left(\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}\right) \cdots \\
\tilde{G}\left(\alpha_{1}+\alpha_{2}+\cdots \alpha_{2 n}\right), \tag{31}
\end{array}
$$

where

$$
\begin{equation*}
-\tilde{G}(\alpha)=1 / \alpha(\alpha+2 \mu) \tag{32}
\end{equation*}
$$

The estimates of Sec. I were based on the bound

$$
|\tilde{G}(\alpha)| \leq 1 / \alpha^{2}
$$

which corresponds to inequality $|G(\xi)| \leq|\xi|$, equivalent to Eq. (16). This leads as was seen in Sec. I to the conclusion that $\Delta(g)$ is of exponential order $\frac{1}{2}$ and of type ${ }^{6}$

$$
\begin{equation*}
\tau_{\Delta} \leq U_{1} \equiv \int_{0}^{\infty} d \alpha \frac{|\sigma(\alpha)|}{\alpha} . \tag{33}
\end{equation*}
$$

For $\sigma(\alpha) \geq 0, U_{1}=\int_{0}^{\infty} d r|V(r)|^{\frac{1}{2}}$. For the case of finite range $V(r) \geq 0$ with $\sigma(\alpha) \geq 0$ a lower bound on the type can be obtained from the inequality

$$
\begin{align*}
& b /\left(\alpha_{1}+\cdots+\alpha_{2 k}\right)\left(\alpha_{1}+\cdots \alpha_{2 k}+\alpha_{2 k+1}\right) \\
& \leq-\tilde{G}\left(\alpha_{1}+\cdots \alpha_{2 k}\right), \tag{34}
\end{align*}
$$

where

$$
\begin{equation*}
b=\min (1, \beta / 2 \mu) \tag{35}
\end{equation*}
$$

and $1 / \beta<\infty$ is double the range of $V(r)$; i.e., $\beta$ is the
greatest lower bound of the support $\sigma(\alpha)$. Then from Eq. (31)

$$
\begin{align*}
& L_{n}(\mu) \geq(2 \mu b)^{n} \int_{0}^{\infty} d \alpha_{1} \int_{0}^{\infty} d \alpha_{2 n} \\
& \quad \times \frac{\sigma(\alpha) \cdots \sigma\left(\alpha_{2 n}\right)}{\left(\alpha_{1}+\alpha_{2}\right) \cdots\left(\alpha_{1}+\cdots \alpha_{2 n}\right)}=\frac{\left(b U_{1}^{2}\right)^{n}}{(2 n)!} . \tag{36}
\end{align*}
$$

This corresponds to the lower bound for the type

$$
\begin{equation*}
\tau_{\Delta} \geq b^{\frac{1}{2}} U_{1}=\min \left[1,(\beta / 2 \mu)^{\frac{1}{2}}\right] U_{1} \tag{37}
\end{equation*}
$$

For $2 \mu<\beta$ the type is exactly $U_{1}$.
We now show that if $V(r) \geq 0, U_{1}$ is in fact exactly the type for $\Delta(g)$ as a function of a possibly complex $\mu . \Delta(g) \equiv \Delta(g, \mu)$ as a function of $\mu$ is analytic in the entire complex $\mu$ plane except for a cut along the negative real axis ending at $\mu=-\frac{1}{2} \beta$, for each value of $g$. This can be recognized from Eqs. (30)-(32). We consider the quantity

$$
\begin{equation*}
\tau(\mu) \equiv \lim _{g \rightarrow \infty} \tau_{g}(\mu) \equiv \lim _{g \rightarrow \infty} g^{-\frac{1}{2}} \ln \Delta(g, \mu) \tag{38}
\end{equation*}
$$

$g$ may approach $\infty$ along any path avoiding zeros of $\Delta(g ; \mu)$. In view of what has been proven, $\tau_{g}(\mu)$ is uniformly bounded for sufficiently large $g$ if the zeros of $\Delta(g ; \mu)$ are avoided. Equation (38) defines an analytic function of $\mu$. It has the constant value $U_{1}$ along the segment $0 \leq 2 \mu \leq \beta$ and hence has this value everywhere in the cut $\mu$ plane. $\tau(\mu)$ is just the aforementioned type and is constant. This is borne out by the WKB approximation.

The interest in the type stems from the fact that it is related to the asymptotic distribution of the zeros of $\Delta(g, \mu)$. From the Hermiticity of the kernel $U_{l}\left(k, k^{\prime}\right)$ it follows that all the zeros of $\Delta(g)$ are real and in fact nonnegative. (We ignore the complications of the case where $g=0$ is an eigenvalue.) A theorem ${ }^{10}$ tells us that an entire function of exponential order $\frac{1}{2}$ and type $\tau$ with real positive zeros has an asymptotic distribution of zeros $n(g)$ (the number of zeros of modulus $\leq|g|$ ) given by

$$
\begin{equation*}
n(g) \sim(1 / \pi) \tau|g|^{\frac{1}{2}} \tag{39}
\end{equation*}
$$

By applying Jensen's theorem ${ }^{11}$ we can find a bound on the number of bound states, i.e., zeros of $\Delta(g, 0)$ determined by the relation

$$
\begin{array}{r}
n(\delta g) \ln \frac{1}{\delta} \leq \int_{0}^{g} d g^{\prime} \frac{n\left(g^{\prime}\right)}{g^{\prime}}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \ln \left|\Delta\left(g e^{i \theta}, 0\right)\right| \\
\leq|g|^{\frac{1}{2}} \tau .
\end{array}
$$

[^108]Optimizing $\delta$ with the value $\delta=e^{-2}$, we find the inequality for all $g$

$$
\begin{equation*}
n_{B} \leq \frac{1}{2} e|g|^{\frac{1}{2}} \int_{0}^{\infty} d r|V(r)|^{\frac{1}{2}} . \tag{40}
\end{equation*}
$$

The quantity in Eq. (40) is a bound on the number of zeros with modulus $\leq|g|$ of $\Delta(g, 0)$ (at zero energy). Since each bound state in a potential $g V(r)$ passed zero energy at a smaller value of the coupling constant, the number of bound states is just this number of zeros. [For potentials such as the Coulomb potential, bound states exist for arbitrarily weak coupling. However, potentials which are $L^{\frac{1}{2}}$ also satisfy the Bargmann condition $\int d r|r V(r)|<\infty$ and do not bind at "zero energy."] The Bargmann inequality" ${ }^{2}$

$$
\begin{equation*}
n_{B} \leq \frac{|g|}{2 l+1} \int_{0}^{\infty} d r r|V(r)| \tag{41}
\end{equation*}
$$

or the $L^{2}$ bound ${ }^{13}$

$$
\begin{equation*}
n_{B} \leq \frac{|g|^{2}}{4 \pi^{2}} \int d^{3} r \int d^{3} r^{\prime} \frac{\left|V(r) V\left(r^{\prime}\right)\right|}{\left|r-r^{\prime}\right|} \tag{42}
\end{equation*}
$$

both fail to give the correct growth of the number of bound states with $g$ for large $g$, and greatly overestimate this quantity. The result Eq. (40) is "best possible" as far as the $g$-dependent goes, and a criterion of this type for the first bound state was found by Calogero. ${ }^{3}$ For high $l$ values the inequality Eq. (41) may give sharper bounds. The integral $\int d r|r V(r)|$ converges ever so slightly better than $\int d r|V(r)|^{\frac{1}{2}}$ for borderline potentials, such as those which behave for large $r$ like $(r \ln r)^{-2}$. Potentials which are not $L^{\frac{1}{2}}$ will be discussed in a subsequent article.

Another interesting by-product of these results is the existence of the "square-root kernel" of the integral equation (6). $U_{l}\left(k, k^{\prime}\right)$ as a real symmetric kernel can be expressed in terms of the orthonormal eigenfunctions $\phi_{s}(k)$ and the positive eigenvalues $g_{s}$ of Eq. (6) in the form

$$
\begin{equation*}
U_{l}\left(k, k^{\prime}\right)=\sum_{s} \frac{\overline{\phi_{s}\left(k^{\prime}\right)} \phi_{s}(k)}{g_{s}} \tag{43}
\end{equation*}
$$

One can define

$$
\begin{equation*}
W\left(k, k^{\prime}\right) \equiv \sum_{s} \frac{\overline{\phi_{s}\left(k^{\prime}\right)} \phi_{s}(k)}{g_{s}^{\frac{1}{2}}} \tag{44}
\end{equation*}
$$

which exists as a square integrable kernel since

$$
\sum \frac{1}{g_{s}}<\infty
$$

[^109]according to Eq. (39). Moreover, $W\left(k, k^{\prime}\right)$ is the square root of $U\left(k, k^{\prime}\right)$ in the sense that
\[

$$
\begin{equation*}
\left.\int d k^{\prime \prime} W\left(k, k^{\prime \prime}\right) W^{\prime} k^{\prime \prime}, k^{\prime}\right)=U\left(k, k^{\prime}\right) \tag{45}
\end{equation*}
$$

\]

as is evident from Eq. (44).
It was established that for $g$ large and negative

$$
\begin{align*}
\Delta(g, \mu) & =\sum_{n=0}^{\infty}(-g)^{n} L_{n}(\mu) \sim \exp \left[\tau(-g)^{\frac{1}{2}}+o\left(g^{\frac{1}{2}}\right)\right] \\
& =\exp \left[\tau\left(e^{-i \pi} g\right)^{\frac{1}{2}}+o\left(g^{\frac{1}{2}}\right)\right] . \tag{46}
\end{align*}
$$

Since all the zeros of $\Delta(g)$ are real and positive, the growth described in Eq. (46) for large $|g|$ is valid ${ }^{10}$ for all $0<\arg g<2 \pi$. It is not difficult to deduce from the asymptotic distribution of the (real positive) zeros of $\Delta(g, \mu)$ as given by Eq. (39), that $\Delta(g, \mu)$ is bounded for positive $g$, and as a real function of exponential order $\frac{1}{2}$, its behavior for large positive $g$ must be of the form

$$
\begin{equation*}
\Delta(g, \mu) \sim p(g, \mu) \sin \left[\tau g^{\frac{1}{2}}+\phi(g, \mu)\right] \tag{47}
\end{equation*}
$$

where

$$
\begin{equation*}
\ln p(g, \mu)=o\left(g^{\frac{1}{2}}\right), \quad \phi(g, \mu)=o\left(g^{\frac{1}{2}}\right) \tag{48}
\end{equation*}
$$

with $\tau=\int d r|V(r)|^{\frac{1}{2}}$ for $V(r)$ nonnegative, and independent of $\mu$. This agrees with the extrapolation from Eq. (46)

## III. SCATTERING STATES

The corresponding estimates can be carried out for the scattering problem. The Fredholm determinant in this case can be obtained by reasoning similar to that in Sec. I. The expression for it is, however, well known ${ }^{4}$ in a form similar to Eq. (13):

$$
\begin{align*}
& \bar{\Delta}(g, k) \equiv \bar{\Delta}(g)=\sum_{n=0}^{\infty} \frac{(-g)^{n}}{n!} \\
& \times \int_{0}^{\infty} d r_{1} \cdots \int_{0}^{\infty} d r_{n} V\left(r_{1}\right) \cdots V\left(r_{n}\right) \bar{D}_{l}\left(r_{1} \cdots r_{n}\right) \tag{49}
\end{align*}
$$

where

$$
\begin{gather*}
\bar{D}_{l}\left(r_{1} \cdots r_{n}\right)=\operatorname{det}_{1 \leq i, j \leq n}\left|\overline{\mathcal{G}}_{l}\left(r_{i}, r_{j}: k\right)\right|,  \tag{50}\\
\mathcal{G}_{l}\left(r, r^{\prime}: k\right) \equiv-i k r_{<} r_{>} j_{l}\left(k r_{<}\right) h_{l}^{(+)}\left(k r_{>}\right), \tag{51}
\end{gather*}
$$

where $j_{l}(k r), h_{l}^{(+)}(k r)$ are familiar spherical Bessel functions whose significant boundary values are

$$
\begin{gathered}
j_{l}(0)=0, \quad j_{l}(k r) \underset{r \rightarrow \infty}{\longrightarrow} \sin \left[k r-l\left(\frac{1}{2} \pi\right)\right] / k r \\
h_{l}^{(+)}(k r) \underset{r \rightarrow \infty}{\longrightarrow} e^{\left[-i k r-l\left(\frac{1}{2} \pi\right)\right]} / k r .
\end{gathered}
$$

From symmetry, following notations used earlier,

$$
\begin{array}{r}
\Delta(g)=\sum_{n=0}^{\infty}(-g)^{n} \int_{0}^{\infty} d r_{1} \cdots \int_{0}^{\infty} d r_{n} V\left(r_{1}\right) \cdots V\left(r_{n}\right)  \tag{52}\\
\times \vec{D}_{l}^{>}\left(r_{1} \cdots r_{n}\right)
\end{array}
$$

also

$$
\begin{aligned}
\bar{D}_{l}^{>}\left(r_{1}\right. & \left.\cdots r_{n}\right) \\
& =\bar{H}_{l}\left(r_{1}, r_{2}\right) \bar{H}_{l}\left(r_{2}, r_{3}\right) \cdots \bar{H}_{l}\left(r_{n-1}, r_{n}\right) \bar{H}_{l}\left(r_{n}, 0\right)
\end{aligned}
$$ where

$$
\begin{align*}
\bar{H}_{l}(r, s)=- & i k r^{2}\left[h_{l}^{(+)}(k r) / h_{l}^{(+)}(k s)\right] \\
& \times\left|h_{l}^{(+)}(k s) j_{l}(k r)-h_{l}^{(+)}(k r) j_{l}(k s)\right| . \tag{53}
\end{align*}
$$

Once again

$$
\left|\bar{H}_{l}(r, s) /(r-s)\right| \leq 1
$$

so that the very same estimate is obtained as in Eq. (23).

$$
\begin{equation*}
|\bar{\Delta}(g, k)| \leq \cosh \left(|g|^{\frac{1}{2}} U_{1}\right) \tag{54}
\end{equation*}
$$

The similarity of Eqs. (23) and (54) is more than coincidental. It is of interest to note the relation between $\bar{\Delta}(g, k)$ of Eq. (49) and $\Delta(g, \mu) \equiv \Delta(g)$ of Eq. (13). Comparison of $\mathcal{G}_{l}\left(r, r^{\prime}: \mu\right)$ in Eq. (11) and $\overline{\mathcal{G}}_{l}\left(r, r^{\prime}: k\right)$ of Eq. (50) shows that

$$
\begin{equation*}
\overline{\mathcal{G}}_{l}\left(r, r^{\prime}: k\right)=\mathcal{G}_{l}\left(r, r^{\prime}:-i k\right) . \tag{55}
\end{equation*}
$$

Then from Eqs. (12), (13), (48), (49)

$$
\begin{equation*}
\bar{\Delta}(g, k)=\Delta(g,-i k) \tag{56}
\end{equation*}
$$

From

$$
\begin{equation*}
\bar{\tau}(k) \equiv \lim _{\gamma \rightarrow \infty} g^{-\frac{1}{2}} \ln \bar{\Delta}(g, k) \tag{57}
\end{equation*}
$$

follows by considerations presented earlier that

$$
\begin{equation*}
\tau(k)=\tau(-i k) \equiv \tau \tag{58}
\end{equation*}
$$

For $g$ positive, it is presumed that Eq. (47) can be analytically continued to imaginary $\mu$. Then one would write

$$
\begin{equation*}
\Delta(g, i k) \sim p(g, i k) \sin \left[\tau g^{\frac{1}{2}}+\phi(g, i k)\right] \tag{59}
\end{equation*}
$$

with Eq. (48) continuing to hold. The functions $p(g, i k) \phi(g, i k)$ will generally be complex. The phase shift $\delta(k, g)$, which is merely the phase of the Jost function $f(k, g)=\Delta(g,-k)=\Delta(g, i k)$ is therefore given by

$$
\begin{equation*}
\delta(k, g)=\operatorname{Im} \ln \Delta(g, i k) \tag{60}
\end{equation*}
$$

To order $g^{\frac{1}{2}}$, the leading behavior of $\delta(g, k)$ can be shown with the help of Eqs. (60), (59), and (48) to be

$$
\begin{equation*}
\delta(k, g) \sim-\tau g^{\frac{1}{2}} \tag{61}
\end{equation*}
$$

independently of $k$ for $k \neq 0$. For strongly repulsive potentials [if one analytically continues in Eq. (46) from positive $\mu$ to pure imaginary values as discussed], one obtains no phase shift to order $g^{\frac{1}{2}}$ but rather an enhancement factor ${ }^{14} h(g, k)$ whose leading behavior is

$$
\begin{equation*}
h(g, k) \sim e^{-\frac{1}{2} \tau g \frac{1}{2}} \tag{62}
\end{equation*}
$$

Equation (61) is related to Levinson's theorem and is also derivable from it.

[^110]
## IV. DISCUSSION

In this article only the leading asymptotic behavior in $g$ is discussed. Subject to the assumptions that $|V(r)|^{\frac{1}{2}}$ is local, $L^{\frac{1}{2}}$, and expressible as a Laplace transform it was shown that the Jost function is of exponential order $\frac{1}{2}$ in $g$, which implies that the number of bound states and the phase shift for an attractive potential both grow as $|g|^{\frac{1}{2}}$ for large $g$. If $V(r)$ is singular in the sense of not being $L^{\frac{1}{2}}$, then the exponential order of the Jost function is in fact not $\frac{1}{2}$. These cases will be dealt with separately.

Many of the results of this article can also be obtained by WKB methods which also permit means of calculating further terms in the asymptotic expansion of the Jost function for large $g$. Such a treatment will appear separately. The WKB method, however, does not of itself permit analytic continuation in $g$, unless independent knowledge of analytic properties is available. A criterion for the "largeness" of $g$ is set by the condition for validity of the WKB method, namely the slow change of the potential over the de Broglie wavelength in the region of interaction, i.e.,

$$
\begin{equation*}
\frac{\partial \lambda}{\partial r}=\frac{\partial}{\partial r}\left[\frac{1}{\left(k^{2}\right)+g V}\right]^{\frac{1}{2}} \approx \frac{\partial}{\partial r} \frac{1}{(g V)^{\frac{1}{2}}} \ll 1 \tag{63}
\end{equation*}
$$

The noncommutativity of the limits $g \rightarrow \infty, k \rightarrow \infty$ should be noted. The present results on exponential order in $g$ are valid for fixed $k$ (in an upper half-plane), and are not affected by a consequent growth of $k$. If $g$ is fixed and $k$ grows asymptotically large, $\bar{G}(\alpha) \rightarrow 1 / \alpha$ and a function of exponential order unity in $g$ is obtained. It is clear from the criterion Eq. (63) that the largeness of $g$ is determined relative to $k$, and the criterion is not uniform in $k$. The potential, no matter how strong, must eventually go to zero and yield to the asymptotic behavior modulated by $k^{2}$, and its largeness is therefore never uniform in space.

It is seen that, in the strong coupling limit of potential theory, one can effectively neglect the total energy $k^{2}$ in comparison with the potential energy in the first approximation. Such a consideration may not carry over to field theories, where the particle acquires a self mass which is large if the coupling is large. It would seem to be a subtler problem to determine the dominating terms in the interaction between renormalized particles.
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#### Abstract

An examination of two functionals, which are in common use for making variational estimates of weighted averages, reveals that one may be preferred over the other in certain cases. In particular, for a positive-definite self-adjoint operator, the normalization-independent functional always yields the better approximation to the stationary value.


VARIATIONAL principles are particularly convenient for approximating weighted averages. If the solution to a system of equations is unknown, but the quantity of interest is some weighted average of the unknown solution, then rendering an appropriate functional stationary enables one to calculate the quantity of interest to a degree of accuracy which is higher than that of the solution itself.

Two functionals which are currently in common use in variational analyses are

$$
\begin{align*}
& F_{1}=\left(s^{\dagger}, \psi_{t}\right)+\left(\phi_{t}, s\right)-\left(\phi_{t}, H \psi_{t}\right),  \tag{1}\\
& F_{2}=\left(s^{\dagger}, \psi_{t}\right)\left(\phi_{t}, s\right) /\left(\phi_{t}, H \psi_{t}\right) . \tag{2}
\end{align*}
$$

$H$ is some operator, $s$ and $s^{\dagger}$ are known ("source") functions, and $\psi_{t}$ and $\phi_{t}$ are unknown ("trial") functions. The scalar product notation is used to denote integration over all the variables of interest.

$$
\begin{equation*}
(f, g)=\int f(x) g(x) d x \tag{3}
\end{equation*}
$$

Recently, these functionals have been generalized in one sense or another. ${ }^{1-3}$ (For earlier work, the reader is referred to the bibliography of Ref. 1 or 2. ) We concentrate on the simpler forms given by Eqs. (1) and (2), with the aim of pointing out that in certain situations one functional may be preferred over the other. Frequently, one or the other of the functionals has been used as a matter of convenience, but it appears that there may be a calculational advantage in using one over the other, depending on the particular situation.

Consider the functional $F_{1}$. Assume that the exact solutions $\psi$ and $\phi$ to some system of equations are known only to some accuracy $\delta \psi$ and $\delta \phi$, respectively. Using the trial functions $\psi_{t}=\psi+\delta \psi$ and $\phi_{t}=$ $\phi+\delta \phi$ in Eq. (1), we obtain

$$
\begin{align*}
F_{1}= & \left(s^{\dagger}, \psi\right)+(\delta \phi, s-H \psi) \\
& +\left(s^{\dagger}-H^{\dagger} \phi, \delta \psi\right)-(\delta \phi, H \delta \psi), \tag{4}
\end{align*}
$$

[^111]where the adjoint operator $H^{\dagger}$ is defined by the relation,
\[

$$
\begin{equation*}
(f, H g)=\left(H^{\dagger} f, g\right), \tag{5}
\end{equation*}
$$

\]

for all functions $f$ and $g$. Implicit in this definition are appropriate boundary conditions.

If we require that the first variations of the functional always vanish, then $\psi$ and $\phi$ must be solutions to

$$
\begin{gather*}
H \psi=s,  \tag{6}\\
H^{\dagger} \phi=s^{\dagger} . \tag{7}
\end{gather*}
$$

The functional $F_{1}$ is thus stationary about the solutions to Eqs. (6) and (7). The boundary conditions that are to be associated with Eq. (7) are to be adjoint to the boundary conditions that are associated with Eq. (6), in order for the equality (5) to hold.

The stationary value of the functional, which we call $I$, is given by

$$
\begin{equation*}
I=\left(s^{\dagger}, \psi\right) . \tag{8}
\end{equation*}
$$

The weighting function in the quantity of interest, $I$, is to be chosen, therefore, as the source in the adjoint equation, (7). For example, if the quantity of interest is a resonance integral, $s^{\dagger}$ is taken as the resonance cross section.

Applying Eqs. (6)-(8) to Eq. (4), the trial functional $F_{1}$ may be written as

$$
\begin{equation*}
F_{1}=I\{1-[(\delta \phi, H \delta \psi) /(\phi, H \psi)]\} . \tag{9}
\end{equation*}
$$

Having required that the first variations of the functional vanish, we see that the stationary value is estimated to second order, though the solutions to the equations of interest are assumed to be known only to first order. The variational principle yields an accurate estimate of $I$, however, only if the secondorder terms are small. In other words, we still have to make fairly good guesses for the trial functions (based on physical considerations, usually) in order to have a good approximation to $I$.

Consider now the functional $F_{2}$. This functional is also stationary about the solutions to Eqs. (6) and
(7), and its stationary value is given by (8). An analysis, similar to that given for $F_{1}$, gives for the trial functional $F_{2}$,

$$
\begin{equation*}
F_{2}=I\left(1-\frac{(\delta \phi, H \delta \psi)}{(\phi, H \psi)}+\frac{(\delta \phi, s)\left(s^{\dagger}, \delta \psi\right)}{(\phi, s)\left(s^{\dagger}, \psi\right)}\right)+O\left(\delta^{3}\right) \tag{10}
\end{equation*}
$$

where the expression $O\left(\delta^{3}\right)$ represents terms of third order (and higher) in $\delta \psi$ and $\delta \phi$, which we neglect in the remaining discussion.

Clearly, the second-order terms in Eqs. (9) and (10) are, in general, different. It may be that, for a given operator and for a particular class of trial functions, the second-order terms of one functional are smaller in magnitude than those of the other. This would make one of the functionals preferred over the other for this class of trial functions. It appears, therefore, that a careful investigation of these second-order terms may be important and useful when one is calculating weighted averages.

These arguments are not limited entirely to weighted averages. They may be extended to a class of eigenvalue problems by use of the following artifice ${ }^{3}$ : Suppose that we are interested in finding the eigenvalues to the equation

$$
\begin{equation*}
(L-\lambda M) \psi=0 . \tag{11}
\end{equation*}
$$

Consider the auxiliary problems given by Eqs. (6) and (7), but take $H=L$ and choose the sources so as to represent the operator $M$ by taking

$$
\begin{equation*}
M=s\left(s^{\dagger}, \quad\right) \tag{12}
\end{equation*}
$$

This is possible, for example, for integral operators with separable kernels. The functional $F_{2}$ now becomes

$$
\begin{equation*}
F_{2}=\left(\phi_{t}, M \psi_{t}\right) /\left(\phi_{t}, L \psi_{t}\right), \tag{13}
\end{equation*}
$$

which is stationary about the inverse eigenvalue, $1 / \lambda$, to Eq. (11).

Qualitatively, it would appear that, if the two second-order terms of Eq. (10) are of comparable magnitude and the same sign, then, for the same trial functions, $F_{2}$ gives a better estimate of $I$ than does $F_{1}$. It is difficult to make quantitative statements about completely general operators $H$, so we consider a special case.

Consider the case when $H$ is a positive-definite self-adjoint operator; $H^{\dagger}=H$ and $(f, H f)>0$. (The arguments are equally valid for negative-definite operators.) We choose the sources $s^{\dagger}=s$, so that from Eqs. (6) and (7), we have that $\psi=\phi$. For this case, (9) and (10) become

$$
\begin{align*}
& F_{1}=I\{1-[(\delta \psi, H \delta \psi) /(\psi, H \psi)]\}  \tag{14}\\
& F_{2}=I\left(1-\frac{(\delta \psi, H \delta \psi)}{(\psi, H \psi)}+\frac{(s, \delta \psi)^{2}}{(s, \psi)^{2}}\right) \tag{15}
\end{align*}
$$

Now, the signs of the second-order terms are definite. Because of the definiteness of the operator (positive or negative), the term involving $H$ is positive, while the last term in Eq. (15), being a perfect square (everything is assumed real here), is also positive. Thus we have the following inequalities:

$$
\begin{equation*}
F_{1}<I \quad \text { and } \quad F_{1}<F_{2} \tag{16}
\end{equation*}
$$

In other words, the functional $F_{1}$ gives us a maximum principle bounded by $I$. But it is still not clear whether $F_{2}$ is greater than or less than $I$. In either case, however, since the two second-order terms in (15) have opposite signs in front of them, if they are of comparable magnitude, $F_{2}$ gives a better estimate of $I$ than $F_{1}$.
It is possible to show directly that the last term in Eq. (15) is always smaller than the other second-order term, so that, in fact, $F_{2}$ also generates a maximum principle. This means that $F_{1} \leq F_{2} \leq I$.
We show this, however, in an indirect way. The functional $F_{2}$ has the feature of being normalization independent; that is to say, substituting $A \psi_{t}$ as the trial function does not affect the value of the functional. On the other hand, the functional $F_{1}$ is affected by this substitution. Since for all $A, F_{1}(A)$ is bounded from above by $I$, let us choose that $A$ which maximizes $F_{1}$. The solution to $\partial F_{1}(A) / \partial A=0$, is $A_{0}=$ $\left(s, \psi_{t}\right) /\left(\psi_{t}, H \psi_{t}\right)$, and the maximum value of $F_{1}$ turns out to be $F_{2}$; in other words, $F_{2}=F_{1}\left(A_{0}\right)<I$, which was to be proved. The fact that the functional $F_{2}$ can be derived from $F_{1}$ is not new, ${ }^{1}$ but the approach used here reveals its importance in the calculation of weighted averages.

As an illustrative example of this case, consider the diffusion equation in a multiplying subcritical assembly of a one-dimensional slab of width $2 a$.

$$
\begin{equation*}
\left(-D \nabla^{2}+\Sigma_{a}-\nu \Sigma_{f}\right) \psi=S \tag{17}
\end{equation*}
$$

where $D$ is the diffusion coefficient, $\Sigma_{a}$, the absorption cross section, is greater than $\nu \Sigma_{f}$, the multiplication, and $S$ is some external source. We choose the homogeneous boundary conditions

$$
\begin{equation*}
\psi( \pm a)=0 \tag{18}
\end{equation*}
$$

Letting $\left(\Sigma_{a}-\nu \Sigma_{f}\right) / D=\kappa^{2}$ and $S /\left(\Sigma_{a}-\nu \Sigma_{f}\right)=s$, where both $\kappa^{2}$ and $s$ are positive quantities, Eq. (17) becomes $\left[1-\left(1 / \kappa^{2}\right) \nabla^{2}\right] \psi=S$, or

$$
\begin{equation*}
H \psi=s, \quad \text { where } \quad H=1-\left(1 / \kappa^{2}\right) \nabla^{2} \tag{19}
\end{equation*}
$$

Note that this $H$ is a positive-definite self-adjoint operator. A reasonable trial function which satisfies the boundary conditions for this problem is

$$
\begin{equation*}
\psi_{t}=\cos (\pi / 2 a) x \tag{20}
\end{equation*}
$$

If the source $s$ is constant in space, then the weighted average $(s, \psi)$ is related to the volume averaged flux, $\bar{\psi}$. If the source is a point source, then the weighted average is the flux at the source point. For the case of constant $s$, the variational approximations to the average flux with the trial function (20) are plotted in Fig. 1 together with the exact solution to the problem. If one changes the amplitude of the trial function, then $F_{2}$ remains unchanged, while the curve for $F_{1}$ moves up or down but never becomes greater than $F_{2}$. The preferred functional is thus $F_{2}$.
The above arguments fail for the more general non-self-adjoint case, because the functionals are not maximized. It is possible for $F_{1}$ or $F_{2}$ to be larger or smaller than $I$, depending on the magnitude and sign of the second-order terms. For this case, however, it may be possible to show for a given operator and a given class of trial functions that the second-order terms of one functional are smaller than the other. Therefore, an investigation of these second-order terms would seem appropriate, for it may reveal a


Fig. 1. Variational estimates $F_{1}$ and $F_{2}$ and the exact solution $I$ for the average flux $\bar{\psi}$ as a function of the slab half-width $a$.
functional preference in a given class of problems. Furthermore, it may be possible to alter the preference between the functionals in the non-self-adjoint case by altering the amplitudes of the trial functions.
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#### Abstract

As has been recently suggested, many subjects in small angle x-ray scattering theory can be discussed by using a function called the intersect distribution function $G(M)$, which gives an average value of the distribution of lines with length $M$ which pass through a point in a particle and which also have both ends lying on the boundary of the particle. Some properties of the intersect distribution function for a plane lamina with a convex boundary are investigated. The calculation is found to require the use of a weighting factor which is expressible in terms of the function generating the boundary of the lamina. The relation between $G(M)$ and the two-dimensional characteristic function is given. The exact intersect distribution function is found for a circle, and an approximate calculation of $G(M)$ is carried out for small $M$ for an arbitrary plane lamina with a convex boundary.


## 1. INTRODUCTION

IT has recently been pointed out by Porod ${ }^{1}$ that many topics in small angle $x$-ray scattering theory can conveniently be discussed in terms of a function called the intersect distribution function, which up to this time has been rarely used, even though an essentially

[^112]equivalent function, ${ }^{2}$ the line distribution function, was introduced a number of years ago. ${ }^{3}$
The name "intersect" has been applied by Porod to

[^113]If the source $s$ is constant in space, then the weighted average $(s, \psi)$ is related to the volume averaged flux, $\bar{\psi}$. If the source is a point source, then the weighted average is the flux at the source point. For the case of constant $s$, the variational approximations to the average flux with the trial function (20) are plotted in Fig. 1 together with the exact solution to the problem. If one changes the amplitude of the trial function, then $F_{2}$ remains unchanged, while the curve for $F_{1}$ moves up or down but never becomes greater than $F_{2}$. The preferred functional is thus $F_{2}$.
The above arguments fail for the more general non-self-adjoint case, because the functionals are not maximized. It is possible for $F_{1}$ or $F_{2}$ to be larger or smaller than $I$, depending on the magnitude and sign of the second-order terms. For this case, however, it may be possible to show for a given operator and a given class of trial functions that the second-order terms of one functional are smaller than the other. Therefore, an investigation of these second-order terms would seem appropriate, for it may reveal a


Fig. 1. Variational estimates $F_{1}$ and $F_{2}$ and the exact solution $I$ for the average flux $\bar{\psi}$ as a function of the slab half-width $a$.
functional preference in a given class of problems. Furthermore, it may be possible to alter the preference between the functionals in the non-self-adjoint case by altering the amplitudes of the trial functions.
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#### Abstract

As has been recently suggested, many subjects in small angle x-ray scattering theory can be discussed by using a function called the intersect distribution function $G(M)$, which gives an average value of the distribution of lines with length $M$ which pass through a point in a particle and which also have both ends lying on the boundary of the particle. Some properties of the intersect distribution function for a plane lamina with a convex boundary are investigated. The calculation is found to require the use of a weighting factor which is expressible in terms of the function generating the boundary of the lamina. The relation between $G(M)$ and the two-dimensional characteristic function is given. The exact intersect distribution function is found for a circle, and an approximate calculation of $G(M)$ is carried out for small $M$ for an arbitrary plane lamina with a convex boundary.


## 1. INTRODUCTION

IT has recently been pointed out by Porod ${ }^{1}$ that many topics in small angle $x$-ray scattering theory can conveniently be discussed in terms of a function called the intersect distribution function, which up to this time has been rarely used, even though an essentially

[^114]equivalent function, ${ }^{2}$ the line distribution function, was introduced a number of years ago. ${ }^{3}$
The name "intersect" has been applied by Porod to

[^115]any line passing through a body and with both ends lying on the boundary of the body. The intersect distribution function $G(M)$ is an average distribution of lines of length $M$ passing through a point and with both ends lying on the particle surface.

Because of the renewed interest in the intersect distribution function we have recently investigated some properties of this function. In these studies, approximate values of the function were calculated for a plane lamina with a convex boundary. In the calculation, a weighted average had to be computed. Since the form of this weighting function was not apparent from other discussions of intersect distribution functions, and since the weighting function can affect other calculations of the intersect distribution function and its properties, the results for the plane lamina are outlined below.

For simplicity, only the plane lamina is considered, although analogous results would be expected for convex three-dimensional bodies.

## II. THE WEIGHTING FUNCTION $P_{1}(p, \theta)$

For a plane lamina with a convex boundary and uniform electron density, let $\beta_{0}(r)$ be the two-dimensional characteristic function, which is the analog of the three-dimensional characteristic function ${ }^{4}$ $\gamma_{0}(r)$. By analogy with the three-dimensional case, ${ }^{4}$ for a plane lamina

$$
\begin{equation*}
A=\int_{0}^{D} 2 \pi r \beta_{0}(r) d r=A^{-1} \int_{A} d A \int_{0}^{2 \pi} d \theta \int_{0}^{R(\mathrm{p}, \theta)} r d r \tag{1}
\end{equation*}
$$

where $A$ is the area of the lamina; $D$, the maximum diameter, is the length of the longest straight line that can be contained in the lamina; and where $p$ is a vector from a fixed origin to the area element $d A$. The surface integration extends over the area of the lamina. The vector $p$ defines a point which is called point $\mathbf{p}$ and which is taken as the origin of a polar coordinate system with coordinates $r$ and $\theta$. The boundary of the lamina is given by the equation $r=R(\mathbf{p}, \theta)$. Equation (1) can be written as

$$
\begin{equation*}
A=(2 A)^{-1} \int_{A} d A \int_{0}^{2 \pi}[R(\mathbf{p}, \theta)]^{2} d \theta \tag{2}
\end{equation*}
$$

Passing through each point $\mathbf{p}$ there is a line with length $M$, the ends of which lie on the lamina boundary and which is oriented at an angle $\theta$ with respect to the reference axis of the polar coordinate system. This line is called an intersect.

Equation (2) can be expressed as

$$
\begin{equation*}
A=(2 A)^{-1} \int_{A} d A \int_{0}^{\pi} d \theta M^{2} P_{1}(\mathbf{p}, \theta) \tag{3}
\end{equation*}
$$

[^116]where
$$
P_{1}(\mathbf{p}, \theta)=M^{-2}\left\{[M-R(\mathbf{p}, \theta)]^{2}+[R(\mathbf{p}, \theta)]^{2}\right\}
$$

When $M$ replaces $\theta$ as a variable of integration, (3) can be put in the form

$$
\begin{equation*}
A=\pi /(3 \bar{M}) \int_{0}^{D} d M M^{3} G(M) \tag{4}
\end{equation*}
$$

where

$$
\begin{gather*}
G(M)=[3 \bar{M} /(2 \pi M A)] \sum_{i=1}^{j} \int_{A} d A|d \theta / d M|_{i} P(\mathbf{p}, M)  \tag{5}\\
\bar{M}=\int_{0}^{D} d M M G(M)
\end{gather*}
$$

The weighting factor $P(p, M)$ is obtained by expressing $\theta$ in terms of $p$ and $M$ in $P_{1}(p, \theta)$. In the change of variables from $\theta$ to $M$, the interval of integration must be divided into $j$ subintervals in each of which $\theta$ is a single-valued function of $M$. Therefore, as (5) indicates, $G(M)$ must be expressed as the sum of $j$ integrals with $|d \theta / d M|_{i}$ being the value of $|d \theta / d M|$ valid in interval $i$. In (5) the value of $M$ determines the part of the lamina area over which the area integration extends.

One of the main purposes of this note is to emphasize the need for the use of weighting factor $P(\mathbf{p}, M)$ in calculating the intersect distribution $G(M)$ or the line distribution function $g_{\mathrm{r}}(M)$ described by Guinier et al. ${ }^{5}$ An approximate expression for $P(\mathbf{p}, M)$ for small $M$ is given below for a plane lamina with a smooth convex boundary.

## III. THE RELATION BETWEEN $G(M)$ AND $\beta_{0}(r)$

By two partial integrations, (4) can be written as

$$
\begin{aligned}
& \pi /(3 \bar{M}) \int_{0}^{D} d M M^{3} G(M) \\
&=2 \pi \bar{M}^{-1} \int_{0}^{D} r d r \int_{r}^{D} d M(M-r) G(M)
\end{aligned}
$$

Then by analogy with the three-dimensional case, ${ }^{6}$ the two-dimensional characteristic function $\beta_{0}(r)$ is related to the intersect distribution function $G(M)$ by the equation

$$
\begin{equation*}
\beta_{0}(r)=\bar{M}^{-1} \int_{r}^{D} d M(M-r) G(M) \tag{6}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\beta_{0}^{\prime \prime}(r)=\bar{M}^{-1} G(r) \tag{7}
\end{equation*}
$$

The characteristic function $\beta_{0}(r)$ and the line distribution function $G(M)$ therefore give very nearly equivalent information. At times, however, one function may be more convenient to use than the other.

[^117]
## IV. THE INTERSECT DISTRIBUTION FUNCTION FOR A CIRCLE

Equation (5) requires knowledge of the relation between the angle $\theta$ and the intersect which has a length $M$ and which passes through point $\mathbf{p}$. Let the boundary be represented by the circle

$$
\begin{equation*}
x^{2}+\left(R_{0}-b-y\right)^{2}=R_{0}^{2} \tag{8}
\end{equation*}
$$

where $R_{0}$ is the radius of the circle, and $b$ is the distance from the circle to point $\mathbf{p}$. The intersect can be represented by the line

$$
y=x \tan \theta
$$

This line intersects the circle at two points, the $x$ coordinates of which are given by the two roots $x_{1}$ and $x_{2}$ of the quadratic equation
$x_{2}^{2} \sec ^{2} \theta-2 x\left(R_{0}-b\right) \tan \theta+\left(R_{0}-b\right)^{2}-R_{0}^{2}=0$.
Since the two points of intersection must be separated by a distance $M$,

$$
M \cos \theta=x_{2}-x_{1}
$$

Therefore for $0 \leq \theta \leq \frac{1}{2} \pi$,

$$
\begin{equation*}
\theta=\cos ^{-1}\left[\left(R_{0}^{2}-\frac{1}{4} M^{2}\right)^{\frac{1}{2}} /\left(R_{0}-b\right)\right], \tag{9}
\end{equation*}
$$

and for $\frac{1}{2} \pi \leq \theta \leq \pi$,

$$
\begin{equation*}
\theta=\cos ^{-1}\left[-\left(R_{0}^{2}-\frac{1}{4} M^{2}\right)^{\frac{1}{2}} /\left(R_{0}-b\right)\right] . \tag{10}
\end{equation*}
$$

Since two expressions are necessary to specify $\theta$ as a function of $M$ throughout the interval $0 \leq \theta \leq \pi$, in (5) $j=2$.

The quantity $R(\mathbf{p}, \theta)$ in (2) is the distance from point $\mathbf{p}$ to the boundary. Therefore, in (8), $y=R(\mathbf{p}, \theta) \sin \theta$ and $x=R(\mathbf{p}, \theta) \cos \theta$. By substitution of these values of $x$ and $y$ into (8), a quadratic equation for $R(\mathbf{p}, \theta)$ is obtained with the solution
$R(\mathbf{p}, \theta)=\left(R_{0}-b\right) \sin \theta+\left[R_{0}^{2}-\left(R_{0}-b\right)^{2} \cos ^{2} \theta\right]^{\frac{1}{2}}$.
From (9) and (10),

$$
M=2\left[R_{0}^{2}-\left(R_{0}-b\right)^{2} \cos ^{2} \theta\right]^{\frac{1}{2}} .
$$

Thus

$$
\begin{align*}
R(\mathbf{p}, \theta) & =M / 2+\left[\left(R_{0}-b\right)^{2}+(M / 2)^{2}-R_{0}^{2}\right]^{\frac{1}{2}} \\
P(\mathbf{p}, M) & =1+2 M^{-2}\left[\left(R_{0}-b\right)^{2}-R_{0}^{2}\right] . \tag{11}
\end{align*}
$$

Points on the boundary of the circle are specified by the arc length $t$ from the point to a reference point. The boundary point with arc length $t$ is called "point $t$. ." For the surface integration in (5), the variables $b$ and $t$ are employed. Then

$$
d A=\left(1-b / R_{0}\right) d b d t
$$

The largest value $b_{\text {max }}$ of $b$ is determined by the condition that the values of $\cos \theta$ given by (9) and (10)
must satisfy the condition that $|\cos \theta| \leq 1$. Therefore

$$
b_{\max }=R_{0}-\left(R_{0}^{2}-\frac{1}{4} M^{2}\right)^{\frac{1}{2}}
$$

When the above results are substituted in (5), $G(M)$ can be expressed as

$$
\begin{array}{rl}
G(M)=\frac{3 \bar{M}}{2 \pi M A} \sum_{i=1}^{2} & 2 \pi R_{0} \\
& \times \int_{0}^{b \max } d b\left(1-\frac{b}{R_{0}}\right) P(\mathbf{p}, M)\left|\frac{d \theta}{d M}\right|_{i} .
\end{array}
$$

Thus

$$
G(M)=\bar{M} M / \pi R_{0}^{2}\left(4 R_{0}^{2}-M^{2}\right)^{\frac{1}{2}}
$$

This result agrees with the intersect distribution for a circle obtained from (7) using the expression for the characteristic function for a circle. ${ }^{7}$

## V. THE INTERSECT DISTRIBUTION FUNCTION FOR SMALL $M$

The resuits for a circular boundary can be used to find an approximation for $G(M)$ for small $M$ for a smooth convex boundary with arbitrary shape since, when the quantity $R$ in (8)-(11) is replaced by the radius of curvature $R(t)$ at point $t$, these equations hold approximately at a point $t$ on an arbitrary smooth convex curve. Equation (5) then gives

$$
\begin{equation*}
G(M)=L \bar{M}(4 \pi A)^{-1}\left(\overline{R^{-2}}\right) M+\cdots, \tag{12}
\end{equation*}
$$

where

$$
\overline{R^{-2}}=L^{-1} \int_{0}^{L}[R(t)]^{-2} d t
$$

and $L$ is the total arc length of the boundary. The quantity $\overline{R^{-2}}$ thus is the average of $[R(t)]^{-2}$ over the boundary.

Since ${ }^{8} \beta_{0}(0)=1$ and $\beta_{0}^{\prime}(0)=-L /(\pi A)$, from (6) and (12)

$$
\beta_{0}(r)=1-(L / \pi A) r+[L /(24 \pi A)]\left(\overline{R^{-2}}\right) r^{3}+\cdots .
$$

Kirste and Porod ${ }^{9}$ obtained this same expression by a direct calculation of $\beta_{0}(r)$.
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#### Abstract

The following results are proved for a system of Ising spins $\sigma_{i}= \pm 1$ in zero magnetic field coupled by a purely ferromagnetic interaction of the form $-\Sigma_{i<j} J_{i j} \sigma_{i} \sigma_{j}$ with $J_{i j} \geq 0$, for arbitrary crystal lattice and range of interaction: (1) The binary correlation functions $\left\langle\sigma_{k} \sigma_{l}\right\rangle$ are always nonnegative ( $\rangle$ denotes a thermal average). (2) For arbitrary $i, j, k$, and $l,\left\langle\sigma_{i} \sigma_{j} \sigma_{k} \sigma_{l}\right\rangle \geq\left\langle\sigma_{i} \sigma_{j}\right\rangle\left\langle\sigma_{k} \sigma_{l}\right\rangle$. Consequences of these results, in particular the second, are: (i) $\left\langle\sigma_{k} \sigma_{l}\right\rangle$ never decreases if any $J_{i j}$ is increased. (ii) If an Ising model with ferromagnetic interactions exhibits a long-range order, this long-range order increases if additional ferromagnetic interactions are added. This last fact may be used to prove the existence of long-range order in a large class of two- and three-dimensional Ising lattices with purely ferromagnetic interactions of bounded or unbounded range.


## I. INTRODUCTION

CONSIDER a finite system of Ising spins $\sigma_{i}= \pm 1$ with a Hamiltonian

$$
\begin{equation*}
\mathscr{H}=-\sum_{i<j}^{N} J_{i j}\left(\sigma_{i} \sigma_{j}-1\right) \tag{1}
\end{equation*}
$$

where for every pair $i \neq j$

$$
\begin{equation*}
0 \leq J_{i j}=J_{i i}<\infty . \tag{2}
\end{equation*}
$$

That is, all interactions are ferromagnetic, favoring parallel alignment of spins. The thermal average of an operator $\mathcal{O}$ is defined by

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\operatorname{Tr}[\mathcal{O} \exp (-\beta \mathfrak{H})] / Z, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
Z=\operatorname{Tr}[\exp (-\beta \mathscr{X})] \tag{4}
\end{equation*}
$$

is the partition function, and the inverse temperature $\beta=(k T)^{-1}$ is always positive. As all interactions favor parallel alignment, the following result is not surprising.

Theorem 1: For the system described by (1) and (2) and any pair $k, l$,

$$
\begin{equation*}
\left\langle\sigma_{k} \sigma_{l}\right\rangle \geq 0 \tag{5}
\end{equation*}
$$

Also it seems intuitively plausible that increasing the ferromagnetic interaction between any pair of spins tends to enhance the tendency of other pairs to line up parallel, a result embodied in Theorem 2.

Theorem 2: For the system described by (1) and (2), and where $k, l, m, n$ denote any four spins (not necessarily all different), the following is true:

$$
\begin{equation*}
\beta^{-1} \partial\left\langle\sigma_{k} \sigma_{l}\right\rangle / \partial J_{m n}=\left\langle\sigma_{k} \sigma_{l} \sigma_{m} \sigma_{n}\right\rangle-\left\langle\sigma_{k} \sigma_{l}\right\rangle\left\langle\sigma_{m} \sigma_{n}\right\rangle \geq 0 \tag{6}
\end{equation*}
$$

[^119]Further, the result (6) still holds when $J_{k l}$ or $J_{m n}$ (of both) is negative (we suppose all other $J_{i j}$ are nonnegative).

Section II contains the straightforward proof of Theorem 1 together with definitions and notation useful in discussing Theorem 2. The latter is proved in Sec. III with assistance from two lemmas in Appendix A. An immediate consequence of Theorem 2, with proof in Sec. III, is found in Theorem 3.

Theorem 3: For the system described in (1) and (2), and where $k, l$, and $n$ denote any three spins, the following relation holds:

$$
\begin{equation*}
\left\langle\sigma_{k} \sigma_{n}\right\rangle \geq\left\langle\sigma_{k} \sigma_{l}\right\rangle\left\langle\sigma_{l} \sigma_{n}\right\rangle \tag{7}
\end{equation*}
$$

and it is unnecessary to assume that $J_{k l}$ and $J_{l n}$ are nonnegative.

Some applications of Theorems 2 and 3 to the problem of long-range order in various types of Ising ferromagnets are found in Sec. IV. We hope to present others in a future publication. The principal utility of these theorems seems to lie in applications where the results, just as the theorems themselves, are intuitively very reasonable, but formally difficult to prove. We feel the results merit publication because at the present time the statistical theory of phase transitions, in which the Ising model has played a major role, is seriously restricted by a lack of exact solutions for even relatively simple models. Various approximation methods are of much value, at least in regions removed from the critical point, but there is increasing evidence that they are not adequate to answer many questions of theoretical interest. In the absence of exact solutions (and even if they were available), precise mathematical results may be useful for gaining insight into the behavior of various


Fig. 1. Complete diagram for a system of 4 spins.
models. ${ }^{1}$ We hope our results may make some contribution toward this end.

## II. DEFINITIONS, NOTATION, AND THE PROOF OF THEOREM 1

For conceptual purposes it is convenient to represent Ising spins as small circles in a diagram connected with lines or bonds, the bond between spins $k$ and $l$ representing the term $-J_{k l}\left(\sigma_{k} \sigma_{l}-1\right)$ in (1). An example with 4 spins is shown in Fig. 1. With each bond we associate a factor (Boltzmann factor)

$$
\begin{equation*}
X_{k l}=\exp \left(-2 \beta J_{k l}\right) \tag{8}
\end{equation*}
$$

representing the contribution of the bond to the partition function when $\sigma_{k} \sigma_{l}=-1$. In fact, the partition function is simply a sum of terms which are polynomials in the $\left\{X_{i j}\right\}$, with any given $X_{k l}$ occurring to the zeroth or first power. For $J_{i j}$ satisfying (2) we have

$$
\begin{equation*}
0<X_{i j} \leq 1 . \tag{9}
\end{equation*}
$$

If $J_{k l}$ vanishes, i.e., $X_{k l}=1$, we erase the corresponding bond in the diagram. Another important operation is that of taking the limit $J_{k l} \rightarrow \infty$ or $X_{k l} \rightarrow 0$, which we call "combining" spins $k$ and $l$. The effect of this operation on the partition function is easily verified: $k$ and $l$ may now be treated as a single spin, say $k^{\prime}$. Further, the factors $X_{k^{\prime} m}$ are simply given as products

$$
\begin{equation*}
X_{k^{\prime} m}=X_{k m} X_{l m} \tag{10}
\end{equation*}
$$

(that is, $J_{k^{\prime} m}=J_{k_{m}}+J_{l m}$ ). Note that if both $X_{k m}$ and $X_{l m}$ satisfy (9), so does $X_{k^{\prime} m}$. That is, the ferromagnetic nature of all bonds is preserved when two spins are combined. An example is shown in Fig. 2.

We use the same diagram to represent both the Hamiltonian (1) and the associated partition function (4). In connection with the latter it is convenient to introduce restricted partition functions in which instead of summing over all configurations, as in (4), one sums only over those in which certain spins have specified values. For example, $Z(k+)$, represented in Fig. 3(a), is a restricted partition function in which

[^120]Fig. 2. Illustration of the effect of combining spins $k$ and $/$ by letting $X_{k l}$ go to zero. The result before combination is shown in (a) and the result after combination in (b). The factor $X_{k^{\prime} p}$ is equal to $X_{k p} \cdot X_{l p}$.

(a)

(b)


Fic. 3. Diagrams illustrating various restricted partition functions.
only configurations with $\sigma_{k}=+1$ are included in the sum (4). Figure 3(b) represents the restricted partition function $Z(k+l-)$ which, because (1) is invariant under time reversal (unaltered if each $\sigma_{i}$ is replaced by $\left.-\sigma_{i}\right)$ is identical with $Z(k-l+)$ illustrated in Fig. 3(c). In these figures all other spins plus connecting bonds are, for brevity, represented by a cross-hatched region or "blob."

We add two terms to complete our notational and diagrammatic machinery. A diagram (Hamiltonian or partition function) is complete if every spin is joined to every other spin by a bond; that is, $J_{i j} \neq 0$ for any pair $i \neq j$. A diagram is connected if one can get from any spin to any other spin by passing along bonds from spin to spin.

We now prove Theorem 1. In terms of restricted partition functions it suffices to show that

$$
\begin{align*}
\frac{1}{2} Z\left\langle\sigma_{k} \sigma_{l}\right\rangle= & \frac{1}{2}[Z(k+l+)+Z(k-l-)-Z(k+l-) \\
& -Z(k-l+)]=Q \\
= & {[Z(k+l+)-Z(k-l+)] \geq 0, } \tag{11}
\end{align*}
$$

where we have used time reversal symmetry [e.g., $Z(k+l+)=Z(k-l-)]$ to simplify the expression for $Q$.

For a system containing only two spins $i$ and $j, Q$ is simply $1-X_{i j}$ and (11) is obviously true. Now let us proceed by induction. Suppose (11) holds for any system of $N$ spins described by (1) and (2). Let us add one spin, $k$, to this system, initially connecting it by a single bond to a spin $m$ as shown in Fig. 4(a). $Q$ is a linear function of the factor $X_{k m}$, so it suffices to check (11) at $X_{k m}=1$ and $X_{k m}=0$. In the former case $k$ is disconnected from the diagram containing $l$, so $Z(k+l+)=Z(k-l+)$ and $Q$ vanishes. In the

Fig. 4. Diagram illustrating proof of Theorem 1.

(a)

(b)
latter case, $X_{k m}=0$ combines spins $k$ and $m$ which reduces our problem to $N$ spins, for which $Q$ is nonnegative by the induction hypothesis.

Suppose next that $k$ is connected by two bonds to spins $m$ and $n$ as shown in Fig. 4(b). $Q$ is linear in $X_{k n}$, and for $X_{k n}=1$ the $(k n)$ bond disappears and we have the problem considered in the preceding paragraph. But setting $X_{k n}=0$ reduces the system to one of $N$ spins, and thus the nonnegativity of $Q$ is assured.

Clearly the same technique works as more and more bonds are added joining $k$ to the original system of $N$ spins. There is no difficulty if a bond is added directly connecting $k$ and $l$. Thus the positivity of $Q$ for all systems containing $N+1$ spins is ensured, given its positivity for all systems of $N$ spins, and our proof is complete.

## III. PROOF OF THEOREMS 2 AND 3

Initially we assume that $k, l, m$, and $n$ all denote different spins; the case where two or more are identical is considered later. We rewrite the requirement (6) in terms of restricted partition functions as follows

$$
\begin{align*}
& Z^{2}\left[\left\langle\sigma_{k} \sigma_{l} \sigma_{m} \sigma_{n}\right\rangle-\left\langle\sigma_{k} \sigma_{l}\right\rangle\left\langle\sigma_{m} \sigma_{n}\right\rangle\right] / 8 \\
&= \frac{1}{4}[(a+b+c+d-e-f-g-h) \\
& \times(a+b+c+d+e+f+g+h) \\
&-(a+b+e+f-c-d-g-h) \\
&\times(a+b+g+h-c-d-e-f)] \\
&= F=(a+b)(c+d)-(e+f)(g+h) \geq 0 \tag{12}
\end{align*}
$$

where

$$
\begin{array}{ll}
a=Z(k+l+m+n+), & b=Z(k+l+m-n-) \\
c=Z(k+l-m+n-), & d=Z(k+l-m-n+) \\
e=Z(k+l+m+n-), & f=Z(k+l+m-n+) \\
g=Z(k+l-m+n+), & h=Z(k+l-m-n-), \tag{13}
\end{array}
$$

and we have made free use of time-reversal invariance to replace, for example, $Z(k-l+m-n-)$ by $g$.

In order to gain insight into the algebraic structure of $F$, we consider first a simple example: the system illustrated in Fig. 1, a saturated diagram with four spins. Direct calculation yields

$$
\begin{align*}
F=X_{k l} X_{m n}[ & X_{k n} X_{l m}\left(1-X_{k m}^{2}\right)\left(1-X_{l n}^{2}\right) \\
& \left.\quad+X_{k m} X_{l n}\left(1-X_{k n}^{2}\right)\left(1-X_{l m}^{2}\right)\right] \tag{14}
\end{align*}
$$

a quantity obviously nonnegative for all $X_{i j}$ between 0 and 1.

Note that $F$ is the sum of terms with the structure
$g G$ where $g$, the "linear term," ${ }^{2}$ is a simple product of $X$ 's and linear in any particular $X_{i j}$. $G$, on the other hand, is a polynomial in which any $X$, if it occurs at all, appears as $X^{2}$. Such polynomials we call quadratic terms. A more precise definition of a linear term is the following: Let $W$ be a set of distinct $X$ 's (note that $X_{i j}$ and $X_{j i}$ are considered equivalent) containing at least one member. The linear term $g$ associated with $W$ is simply the product of all $X$ 's appearing in $W$. No additional numerical factors are permitted. For example, $X_{12} X_{13}$ is by our definition a linear term, and $2 X_{12} X_{13}$ is not. The latter is of the form $g G$, with $G=2$ the "quadratic term."

Any restricted or unrestricted partition function is the sum of linear terms plus a constant (which may be zero). Thus $F$, the sum of products of pairs of restricted partition functions, may be written as a sum of terms each of which is either constant or the product of $X$ 's, some of which occur linearly and some quadratically. After classifying different terms according to the set $W_{p}$ of linear factors, we may add up all terms with the same $W_{p}$ and write the sum as $g_{p} G_{p}$, where $g_{p}$ is the (unique) linear term associated with $W_{p}$, and $G_{p}$ is a quadratic term. (Clearly it is not possible for a particular $X$ to appear both in $g_{v}$ and $G_{p}$.) Some quadratic terms occur without linear factors and we denote their sum by $G_{o}$. Thus $F$ has the form

$$
\begin{equation*}
F=G_{o}+\sum_{p=1} g_{p} G_{p} \tag{15}
\end{equation*}
$$

where $g_{p} \neq g_{q}$ for $p \neq q$. In general the $G$ 's will not have the simple form found in (14).

Provided the bonds $k l$ and $m n$ are present, $F$ is always the product of $X_{k l} X_{m n}$ times a quantity not containing these factors, just as in the example (14). That this is true in general follows from (12) and the observation [see the definition (13)] that $c, d, e$, and $f$ each contain $X_{m n}$ to the first power while $a, b, g$, and $h$ do not contain it at all. Similarly $X_{k l}$ occurs to the first power in $c, d, g$, and $h$, and is absent from $a, b, e$, and $f$. The fact that $X_{k l}$ and $X_{m n}$ are simply multiplicative factors in $F$ is the reason we do not need to require in Theorem 2 that $J_{k l}$ and $J_{m n}$ be nonnegative.

Consider next the example shown in Fig. 5 consisting of two disconnected diagrams $\mathbf{A}$ and B which,

Fig. 5. Special case investigated in connection with Theorem 2.


[^121]apart from the fact that one contains the spins $k$ and $m$ and the other the spins $l$ and $n$, are wholly arbitrary. Let $Z_{\mathrm{A}}$ and $Z_{\mathrm{B}}$ denote the [restricted] partition functions for these diagrams. Each term in (13) may be expressed as a suitable product; for example,
\[

$$
\begin{equation*}
f=Z_{\mathrm{A}}(k+m-) Z_{\mathrm{B}}(l+n+) \tag{16}
\end{equation*}
$$

\]

Inserting these in (12) and making free use of the time reversal symmetry $\left[Z_{\Delta}(k+m+)=Z_{\Delta}(k-m-)\right.$, etc.] we have

$$
\begin{align*}
& F=\left[Z_{\mathrm{A}}(k+m+)^{2}-Z_{\mathrm{A}}(k+m-)^{2}\right] \\
& \times\left[Z_{\mathrm{B}}(l+n+)^{2}-Z_{\mathrm{B}}(l+n-)^{2}\right], \tag{17}
\end{align*}
$$

which is nonnegative by Theorem 1 [see (11)]. We later need the following result:

Lemma 1: If systems A and B in Fig. 5 are both connected systems and the corresponding $F$ given by (17) is decomposed in the form (15), then $G_{o}$ is nonnegative.

Let $F^{\mathrm{A}}$ and $F^{\mathrm{B}}$ denote the first and second factors on the right-hand side of (17). In analogy with (15) let us decompose $F^{A}$ as

$$
\begin{equation*}
F^{\mathrm{A}}=G_{o}^{\mathrm{A}}+\sum_{p=1} g_{\bar{p}}^{\mathrm{A}} G_{\mathcal{D}}^{\mathrm{A}} \tag{18}
\end{equation*}
$$

and $F^{\mathrm{B}}$ in similar fashion. Since none of the $X$ 's appearing in $F^{\mathrm{A}}$ appear in $F^{\mathrm{B}}$ and vice versa, $G_{o}$ is simply the product $G_{o}^{\mathrm{A}} G_{o}^{\mathrm{B}}$. We need only prove that $G_{o}^{\mathrm{A}}$ is positive-the same proof suffices for $G_{o}^{\mathrm{B}}$-in order to prove Lemma 1.

We may write (see Appendix A)

$$
\begin{equation*}
Z_{\mathrm{A}}(k+m+)=\sum_{p} r_{p} ; \quad Z_{\mathrm{B}}(k+m-)=\sum_{q} t_{q}, \tag{19}
\end{equation*}
$$

where each $r_{p}$ is either 1 or a linear term and the same is true of the $t$ 's. By Lemma A1 of Appendix A, for $p \neq p^{\prime}, r_{p}$ does not contain the same factors as $r_{p^{\prime}}$, so that $r_{p} r_{p}$, will always contain a linear term and can make no contribution to $G_{o}^{A}$. The same holds for the $t$ 's. We conclude that

$$
\begin{equation*}
G_{o}^{\Lambda}=\sum_{p} r_{p}^{2}-\sum_{a} t_{q}^{2}=\tilde{Z}_{\Delta}(k+m+)-\mathcal{Z}_{\Lambda}(k+m-) \tag{20}
\end{equation*}
$$

where by $\tilde{Z}_{\mathrm{A}}$ we mean the (restricted) partition function for a system $\tilde{A}$ obtained from $\mathbf{A}$ by multiplying by 2 every $J_{i j}$ which occurs in A. The result of this process is to replace every $X_{i j}$ by $X_{i j}{ }^{2}$. Since $\tilde{\mathrm{A}}$ contains only ferromagnetic bonds, Theorem 1
applies and, by (11), the expression (20) must be nonnegative. This completes the proof of Lemma 1.

We now prove Theorem 2 for a complete system containing $N$ spins, assuming that $k, l, m$, and $n$ are distinct spins. The decomposition (15) for $F$ lacks the term $G_{o}$, since, as noted above, $F$ contains the linear factors $X_{k l} X_{m n}$. Choose a particular $p$, say $p=2$, and set all the factors in $W_{2}$ (the set of $X$ 's in $g_{2}$ ) equal to 1 everywhere in the expression for $F$. The result, $F^{\prime}$, corresponds to a diagram in which every bond corresponding to some $X$ in $W_{2}$ has been erased. This diagram, according to Lemma A2 of Appendix A, consists of two disconnected pieces, A and B, each of which is complete. Since $X_{k l}$ belongs to $W_{2}$, it is evident that spins $k$ and $l$ cannot both belong to system A or both to system B, for then one or the other of these systems would be incomplete The same holds for spins $m$ and $n$. Several possibilities remain; without loss of generality we may assume the one shown in Fig. 5.
Of course, $F^{\prime}$ may be decomposed in the form (15) as

$$
\begin{equation*}
F^{\prime}=G_{o}^{\prime}+\sum_{p} g_{p}^{\prime} G_{p}^{\prime} \tag{21}
\end{equation*}
$$

We now assert that $G_{o}^{\prime}$ and $G_{2}$ are identical. It is clear that setting all the $X$ 's in $W_{2}$ equal to one does not alter $G_{2}$, and thus $G_{2}$ is a quadratic term appearing in $F^{\prime}$ with no linear term as a factor. However, for $p \neq 2, g_{p}^{\prime}$ (that is, the term obtained from $g_{p}$ by setting all $X$ 's in $W_{2}$ equal to one) contains at least one of the $X_{i j}$. This follows from part (ii) of Lemma A2 in Appendix A. Thus, in fact, $G_{2}$ is the only quadratic term appearing in $F^{\prime}$ without a linear term as a factor and must be identical with $G_{o}^{\prime}$. But the latter is nonnegative by Lemma 1 above.

A similar argument works for any $G_{p}$ in the decomposition (15) of $F$ for a complete system. But if every $G_{p}$ is nonnegative, so is $F$, which completes our proof. The same result holds for an incomplete system, since we need only take the limit of setting certain $X$ 's equal to 1 , and $F$ is a continuous function of the $X$ 's.

We next consider the case where spins $k, l, m$, and $n$ are not all distinct. If $k$ and $l$ are the same, $\sigma_{k} \sigma_{l}$ becomes $\sigma_{k}^{2}=1$ and (6) simply vanishes. The case where $m$ and $n$ are identical is similarly uninteresting. The case where $l=m$ can be considered by taking the limit $X_{l m} \rightarrow 0$, that is, by combining the spins. In this case (6) becomes

$$
\begin{equation*}
\left\langle\sigma_{k} \sigma_{n}\right\rangle-\left\langle\sigma_{k} \sigma_{l}\right\rangle\left\langle\sigma_{l} \sigma_{n}\right\rangle \geq 0 \tag{22}
\end{equation*}
$$

or, in other words, we have proved Theorem 3.

## IV. APPLICATION: LONG-RANGE ORDER IN ISING FERROMAGNETS

The phase transition which occurs as the temperature is lowered in zero magnetic field for an Ising ferromagnet on a square lattice with nearest-neighbor interactions results in (among other things) the appearance of "long-range order" ${ }^{3}$ which we define (in general) as

$$
\begin{equation*}
L=\lim \inf \left(r_{i j} \rightarrow \infty\right) \lim (N \rightarrow \infty)\left\langle\sigma_{i} \sigma_{j}\right\rangle_{N}, \tag{23}
\end{equation*}
$$

where the $N \rightarrow \infty$ limit implies some "sensible" means of defining a correlation function as the number of spins $N$ tends to infinity. ${ }^{4}$ In the limit inferior as $r_{i j} \rightarrow \infty$ we allow the direction of the vector joining the two spins to vary, though Schultz, Mattis, and Lieb ${ }^{3}$ have shown that the result is independent of direction for the Ising ferromagnet mentioned above.

An obvious application of Theorem 2 is the following: Given an Ising model $A$ with purely ferromagnetic interactions, the long-range order $L$ is never less for a model B obtained from A by adding ferromagnetic bonds. Further, the transition temperature (Curie point) of $B$, which we define as the highest temperature at which long-range order appears, is not less than that of A.

Thus suppose, for example, that we have a twodimensional square Ising lattice with a ferromagnetic nearest-neighbor interaction, and also ferromagnetic interactions, of arbitrary magnitude, with second, third, and fourth nearest neighbors. This model must (to no one's great surprise!) exhibit long-range order at any temperature below the Curie temperature obtained by Onsager. ${ }^{5}$ Or, as another example, consider the particular case of long-range interactions (decreasing exponentially in one of the lattice directions) for which Kac and Thompson ${ }^{8}$ have recently shown that a two-dimensional Ising model exhibits long-range order at sufficiently low temperatures. Since the potential is obtained by adding ferromagnetic terms to a case with ferromagnetic interactions between nearest neighbors, the existence of long-range order at low enough temperatures follows at once from Theorem 2.

As another application, we note that the existence of long-range order for the Ising ferromagnet in a

[^122]two-dimensional square lattice with nearest-neighbor interactions at sufficiently low temperatures implies the same for the corresponding three-dimensional simple cubic lattice. Suppose that spin $i$ is located at $(0,0,0)$ and $j$ at $(n, m, p)$-the three numbers giving $x, y$, and $z$ coordinates. Let spin $k$ be located at ( $n, q, 0$ ). By Theorem 3,
\[

$$
\begin{equation*}
\left\langle\sigma_{i} \sigma_{j}\right\rangle \geq\left\langle\sigma_{i} \sigma_{k}\right\rangle\left\langle\sigma_{k} \sigma_{j}\right\rangle \tag{24}
\end{equation*}
$$

\]

But at sufficiently low temperatures $\left\langle\sigma_{i} \sigma_{k}\right\rangle$ is bounded from below ${ }^{7}$ since both spins lie in a plane perpendicular to the $z$ axis, and similarly $\left\langle\sigma_{k} \sigma_{j}\right\rangle$, since both spins lie in a plane perpendicular to the $x$ axis. We know that long-range order exists for such planar lattices, and the fact that they form portions of three dimensional lattices merely implies that the additional ferromagnetic interactions present serve to enhance (by Theorem 2) or, at the least, not decrease, the correlation functions calculated for planar lattices alone.

This iast result is, once again, not unexpected, especially since the presence of spontaneous magnetization in the simple cubic lattice described can be proved by using a simple argument given by Peierls, ${ }^{8}$ a rigorous version of which was developed by the author ${ }^{9}$ and independently by Dobrushin. ${ }^{10}$ The power of Theorem 2 is, we believe, illustrated in the fact that one can proceed immediately from the two- to the three-dimensional case with no need of invoking any new combinatorial argument. And, of course, the cubic lattice with ferromagnetic nearest-neighbor and next-nearest-neighbor interactions, or interactions decreasing as $1 / r^{4}$, or a multitude of other cases, are known immediately to display long-range order at low enough temperatures.

## APPENDIX. PARTITION FUNCTIONS FOR COMPLETE SYSTEMS

The partition function $Z$ associated with any diagram [or Hamiltonian of the form (1)] is obtained as follows. A configuration $\gamma$ denotes a division of indices labeling different spins into two disjoint complementary sets $U(\gamma)$ and $D(\gamma)$. For $j \in U(\gamma)$, $\sigma_{j}=+1$ ("up") and for $k \in D(\gamma), \sigma_{k}=-1$ ("down"). Configurations $\gamma$ and $\gamma^{\prime}$ are distinct if and only if $D(\gamma) \neq D\left(\gamma^{\prime}\right)$ [or, the equivalent, $\left.U(\gamma) \neq U\left(\gamma^{\prime}\right)\right]$. We now define

$$
\begin{equation*}
Z=\sum_{\gamma} Z_{\gamma} \tag{A1}
\end{equation*}
$$

[^123]where
\[

$$
\begin{equation*}
\mathrm{Z}_{\gamma}=\prod_{i \in D(y)} \prod_{j \in U(\gamma)} X_{i j} \tag{A2}
\end{equation*}
$$

\]

and, in an unsaturated diagram, $X_{i j}$ is set equal to 1 for absent bonds. Each $Z_{\gamma}$ is either 1 or a linear term as defined in Sec. III.

Lemma A1: A restricted partition function $Z^{\prime}$ (that is, with the value of one or more of the $\sigma$ 's specified) for a connected diagram has the form

$$
\begin{equation*}
Z^{\prime}=\sum_{\gamma}^{\prime} g_{\gamma} \tag{A3}
\end{equation*}
$$

with $g_{\gamma}$ (either 1 or a linear term) $\neq g_{\eta}$ for $\gamma \neq \eta$. The prime denotes a summation over all configurations satisfying the restriction.

The proof is almost obvious. We know that at least one $\sigma$ has a specified value, say $\sigma_{o}=+1$. In a configuration $\gamma$ we can determine the value ( $\pm 1$ ) of any spin $\sigma_{i}$ connected to $\sigma_{o}$ by a bond by observing whether $X_{o i}$ is present or absent in $g_{\gamma}$. The values of still other spins connected by bonds to these $\sigma_{i}$ may be determined by repeating this process, and eventually the configuration $\gamma$ is uniquely determined from a knowledge of $g_{\gamma}$, since the diagram is connected. [We remark that the lemma holds for the unrestricted partition function for a connected diagram if a factor of 2 is placed in front of the summation in (A3).]

Lemma A2: Let $Z^{(1)}$ and $Z^{(2)}$ be two restricted or unrestricted partition functions (they may be identical, or there may be different restrictions in the two cases) corresponding to the same complete diagram. Suppose the product is decomposed in the form (15):

$$
\begin{equation*}
Z^{(1)} Z^{(2)}=G_{o}+\sum_{p=1} g_{p} G_{p} \tag{A4}
\end{equation*}
$$

The sets $W_{p}$ corresponding to the linear terms $g_{p}$ (see Sec. III)are, of course, distinct: $W_{p} \neq W_{p}$, for $p \neq p^{\prime}$.
(i) If all the $X$ 's in a particular $W$ are set equal to 1 and the corresponbing bonds in the diagram erased, the resulting diagram consists of two disconnected pieces, each of which is complete.
(ii) For $p \neq p^{\prime}, W_{p}$ is not a subset of $W_{p^{\prime}}$.

To prove part (i) we consider a particular term $Z_{\gamma} Z_{\gamma^{\prime}}$ [see the definition (A2)] in the product $Z^{(1)} Z^{(2)}$, where $\gamma$ and $\gamma^{\prime}$ are configurations permitted by the

Fio. 6. Schematic diagram illustrating the division of all spin indices (represented by the complete rectangle) into sets according to two configurations $\gamma$ and $\gamma^{\prime}$. The small circles connected by straight lines indicate bonds whose factors

| UnO | 0 | 0 | unu' |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 9 |  |
| $D \cap D^{\prime}$ | 0 | 0 | 0 |
| 0 | 0 | $D \cap u^{\prime}$ |  |

restrictions (if any) for $Z_{1}$ and $Z_{2}$, respectively. Now if $D(\gamma)$ is identical with either $D\left(\gamma^{\prime}\right)$ or $U\left(\gamma^{\prime}\right)$, then $Z_{\gamma}=Z_{\gamma^{\prime}}$ and the product contains no linear term. When $D(\gamma)$ is not identical with $D\left(\gamma^{\prime}\right)$ or with $U\left(\gamma^{\prime}\right)$, we have a situation illustrated schematically in Fig. 6, where the horizontal line indicates the division of indices into $U(\gamma)$ and $D(\gamma)[U$ and $D$ for short] and the vertical into $U\left(\gamma^{\prime}\right)$ and $D\left(\gamma^{\prime}\right)$ [ $U^{\prime}$ and $D^{\prime}$ for short]. We now ask, which $X$ 's occur linearly in the product $Z_{\gamma} Z_{\gamma^{\prime}}$ ? That is, which $X$ 's occur in one factor but not in the other? There are four possibilities: $X_{i j}$ occurs linearly if (a) $i \in D \cap D^{\prime}, j \in U \cap D^{\prime}$; (b) $i \in U \cap D^{\prime}, j \in U \cap U^{\prime}$; (c) $i \in D \cap U^{\prime}, j \in U \cap U^{\prime}$; (d) $i \in D \cap D^{\prime}, j \in D \cap U^{\prime}$. These bonds, represented schematically in Fig. 6, constitute the set $W$ for the term $Z_{\gamma} Z_{\gamma^{\prime}}$.

If we erase all bonds corresponding to $X$ 's in $W$, it is evident from Fig. 6 that the set of spins splits up into two disconnected sets,

$$
\mathrm{A}=\left(D \cap D^{\prime}\right) \cup\left(U \cap U^{\prime}\right)
$$

and

$$
\mathbf{B}=\left(D \cap U^{\prime}\right) \cup\left(U \cap D^{\prime}\right)
$$

That is, there are no bonds connecting the systems A and $B$. On the other hand, none of the bonds connecting two spins within $A$ has been erased, nor any of the bonds connecting two spins within B. Therefore both $A$ and $B$ are complete. It is easily verified that if $D$ is not identical to $D^{\prime}$ or to $U^{\prime}$, neither A nor B is a null set. This completes the proof of part (i).
To prove part (ii), assume that $W_{p}$ is a proper subset of $W_{p^{\prime}}$ (they cannot be identical for $p \neq p^{\prime}$ ). In the initially complete diagram, erase all bonds corresponding to $X$ 's in $W_{\boldsymbol{p}}$. The result, as we have just shown, is two disconnected systems $\mathbf{A}$ and B , each of which is complete. But if instead we were to erase all bonds corresponding to $X$ 's in the larger set $W_{p^{\prime}}$, we would erase not only all the bonds connecting A and B, but additional bonds as well. That is, we would erase some of the bonds within A or within B. This would leave one or both systems incomplete in contradiction with part (i) of the lemma.
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#### Abstract

Results of a previous paper showing that $\left\langle\sigma_{k} \sigma_{l}\right\rangle$ and $\left[\left\langle\sigma_{k} \sigma_{l} \sigma_{m} \sigma_{n}\right\rangle-\left\langle\sigma_{k} \sigma_{t}\right\rangle\left\langle\sigma_{m} \sigma_{n}\right\rangle\right]$ are always positive for a system of Ising spins $\sigma_{i}= \pm 1$ coupled by a purely ferromagnetic interaction ( $\rangle$ denotes a thermal average) are extended to the cases where (i) certain spins are constrained to have the value +1 or (ii) the system is placed in an external ("parallel") magnetic field $H$. The theorems thus obtained provide a simple proof of the existence of "bulk" values for $\left\langle\sigma_{k} \sigma_{l}\right\rangle$ and for $\left\langle\sigma_{k}\right\rangle$; the latter is identical with the usual bulk magnetization per spin. The correlation functions $\left\langle\sigma_{k} \sigma_{l}\right\rangle$ are monotone nondecreasing in $|\boldsymbol{H}|$ for fixed temperature $T$. Both $\left\langle\sigma_{k} \sigma_{l}\right\rangle$ and $\left\langle\sigma_{k}\right\rangle$ (and thus the bulk magnetization) are monotone nonincreasing in $T$ for fixed $H \geq 0$.


## I. INTRODUCTION

IN a previous paper ${ }^{1}$ (hereafter referred to as CIF I) we showed that for a system of $N$ Ising spins $\sigma_{i}= \pm 1$ with Hamiltonian

$$
\begin{equation*}
\mathscr{H}=-\sum_{i<j} J_{i j}\left(\sigma_{i} \sigma_{j}-1\right) \tag{1}
\end{equation*}
$$

where for $i \neq j$,

$$
\begin{equation*}
0 \leq J_{i j}=J_{j i}<\infty, \tag{2}
\end{equation*}
$$

the following statements are valid:
(A) For any $k$ and $l$,

$$
\begin{equation*}
\left\langle\sigma_{k} \sigma_{l}\right\rangle \geq 0 \tag{3}
\end{equation*}
$$

(B) For any spins $k, l, m$, and $n$ (not necessarily distinct)

$$
\begin{equation*}
\beta^{-1} \partial\left\langle\sigma_{k} \sigma_{l}\right\rangle / \partial J_{m n}=\left\langle\sigma_{k} \sigma_{l} \sigma_{m} \sigma_{n}\right\rangle-\left\langle\sigma_{k} \sigma_{l}\right\rangle\left\langle\sigma_{m} \sigma_{n}\right\rangle \geq 0 \tag{4}
\end{equation*}
$$

and $J_{k l}$ or $J_{m n}$ or both may be negative.
(C) For any spins $k, l$, and $n$

$$
\begin{equation*}
\left\langle\sigma_{k} \sigma_{n}\right\rangle \geq\left\langle\sigma_{k} \sigma_{l}\right\rangle\left\langle\sigma_{l} \sigma_{n}\right\rangle \tag{5}
\end{equation*}
$$

and $J_{k l}$ or $J_{l n}$ or both may be negative.
The angular brackets denote a thermal average:

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\operatorname{Tr}\left[\mathcal{O} e^{-\beta \mathcal{J}}\right] / Z, \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
Z=\operatorname{Tr}\left[e^{-\beta J e}\right] \tag{7}
\end{equation*}
$$

is the partition function and $\operatorname{Tr}$ denotes the sum over all configurations (a configuration is a specific assignment of the value +1 or -1 to each $\sigma_{i}$ ). We always assume $\beta=(k T)^{-1}$ is nonnegative.

We extend these results as follows:
Theorem $4^{2}$ : Statements A, B, and C are valid for a system described by (1) and (2) but having the re-

[^124]striction that certain spins belonging to a set $U$ are all positive:
for
\[

$$
\begin{equation*}
i \in U, \quad \sigma_{i}=+1 \tag{8}
\end{equation*}
$$

\]

[Alternatively, one may require $\sigma_{i}=-1$ for all $i$ in U.1 By the restriction we mean that only configurations satisfying (8) appear in the traces (6) and (7).

Theorem 5: Statements A, B, and C are valid for a system with Hamiltonian [ $\mathscr{H}$ is defined in (1) and (2)]:

$$
\begin{equation*}
\mathscr{H}_{1}=\mathscr{H}-\sum_{i=1}^{N} H_{i} \sigma_{i} \tag{9}
\end{equation*}
$$

and $H_{i} \geq 0$ for every $i$ [the theorem also holds if $H_{i} \leq 0$ for every $\left.i\right]$ where $\mathscr{H}_{1}$ replaces $\mathscr{H}$ in calculating thermal averages, Eqs. (6) and (7). If $H_{i}=H$ for every $i, \mathscr{H}_{1}$ is the Hamiltonian of an Ising model in an "external parallel magnetic field."

Corollary 1: Under the conditions of either Theorem 4 or Theorem 5, for any $k$,

$$
\begin{equation*}
\left\langle\sigma_{k}\right\rangle \geq 0 \tag{10a}
\end{equation*}
$$

and for any pair $k, m$,

$$
\begin{equation*}
\left\langle\sigma_{k} \sigma_{m}\right\rangle \geq\left\langle\sigma_{k}\right\rangle\left\langle\sigma_{m}\right\rangle \tag{10b}
\end{equation*}
$$

[In the case where the $\sigma_{i}$ in $U$ are -1 , or where $H_{i} \leq 0$ for all $i$, the inequality (10a) is reversed.]

A brief summary of notation from CIF I is found in Sec. II followed by proofs of Theorems 4 and 5 in Secs. III and IV, respectively. In Sec. V we apply these results to prove the existence of binary correlation functions for a fairly general Ising model in the "bulk limit," that is, for a suitable infinite system. This existence proof is simple, rigorous, and quite different in its approach from other arguments for the existence of these functions of which we are aware. The same argument provides a bulk limit for
$\left\langle\sigma_{k}\right\rangle$. Its equivalence with the ordinary "thermodynamic" magnetization per spin in a uniform, nonzero external magnetic field is shown in Sec. VI. In Sec. VII the temperature and field dependence of magnetization and binary correlation functions are discussed with the aid of Theorem 5.

## II. NOTATION

We summarize the diagrammatic and notational conventions from CIF I. A diagram representing the Hamiltonian (1) or its associated partition function consists of small circles representing spins joined by straight lines or "bonds," one for every nonzero $J_{i j}$ in (1). The partition function is a polynomial in the factors

$$
\begin{equation*}
X_{i j}=e^{-2 \beta J_{i j}} \tag{11}
\end{equation*}
$$

associated with the different bonds. In a restricted partition function the sum (7) is limited to configurations in which certain spins have specified values; thus $Z(p+k-)$ includes only configurations with $\sigma_{p}=+1$ and $\sigma_{k}=-1$. This may be indicated on the corresponding diagram by placing + or - beside the spins in question.
Provided no $J_{i j}$ is 0 , i.e., all spins are connected by bonds, the diagram is "complete." It is connected if one can move continuously from one spin to any other by means of bonds connecting spins. By letting $J_{k l} \rightarrow \infty$ or $X_{k l} \rightarrow 0$ we "combine" the spins $k$ and $l$. That is, if a single spin $k^{\prime}$ in a new diagram replaces the two spins $k$ and $l$ in the previous diagram, and $X_{k^{\prime} m}=X_{k m} X_{l m}$ for all $m$, the new partition function is precisely that obtained by setting $X_{k l}=0$ everywhere in the previous partition function.

Additional notation in connection with the Hamiltonian (9) is introduced in Sec. IV.

## III. PROOF OF THEOREM 4

First consider the case where $U$ contains the single spin $h$, and rewrite (3) as

$$
\begin{gather*}
Z(h+)\left\langle\sigma_{k} \sigma_{y}\right)=[Z(h+k+l+)+Z(h+k-l-) \\
-Z(h+k+l-)-Z(h+k-l+)]=Q \geq 0 . \tag{12}
\end{gather*}
$$

If $h$ is the same as $k, Q$ becomes $Z(h+l+)-$ $Z(h+l-)$ which is nonnegative by Theorem 1 of CIF I.
When $h, k$, and $l$ are distinct we argue by induction. Assume (12) is true for any system containing $M$ spins (it is easily verified for $M=3$ ) and consider a case of $M+1$ spins with $h$ connected by a single bond to another spin $m$ [Fig. 1(a)]. As $Q$ is linear in $X_{h m}$, it suffices to check (12) at $X_{h m}=0$ and 1 [compare (2) and (11)]. But $X_{h m}=0$ "combines"

Fig. 1. Diagram illustrating the proof of statement A.

(a)

(b)
spins $h$ and $m$, and (12) follows from the induction hypothesis, as we have but $M$ spins. When $X_{h m}=1$, $h$ is disconnected from the remaining $M$ spins and does not affect $\left\langle\sigma_{k} \sigma_{l}\right\rangle$, which is nonnegative by Theorem l of CIF I.

Next suppose [Fig. 1(b)] that $h$ is connected to two spins $m$ and $n . Q$ is linear in $X_{h n}$. But $X_{h n}=1$ reduces to the case just considered (the bond $h n$ vanishes), and $X_{h n}=0$ to a system of $M$ spins. In analogous fashion we may add bonds from $h$ to every other spin. No difficulty arises in adding the bond $h k$ (or $h l$ ), since setting $X_{h k}=0$ identifies $h$ and $k$, a case considered earlier.

The inequality (4) presents a more difficult problem. We suppose $h, k, l, m$, and $n$ are five distinct spins and rewrite (4) as

$$
\begin{align*}
& \frac{1}{4} Z(h+)^{2}\left[\left\langle\sigma_{k} \sigma_{l} \sigma_{m} \sigma_{n}\right\rangle-\left\langle\sigma_{k} \sigma_{l}\right\rangle\left\langle\sigma_{m} \sigma_{n}\right\rangle\right] \\
& \quad=F=\left(\alpha+\alpha^{\prime}\right)\left(\beta+\beta^{\prime}\right)-\left(\gamma+\gamma^{\prime}\right)\left(\delta+\delta^{\prime}\right), \tag{13}
\end{align*}
$$

where

$$
\begin{align*}
& \alpha=Z(h+k+l+m+n+) \\
& +Z(h+k+l+m-n-), \\
& \beta=Z(h+k+l-m+n-) \\
& +Z(h+k+l-m-n+), \\
& \gamma=Z(h+k+l+m+n-) \\
& +Z(h+k+l+m-n+), \\
& \delta=Z(h+k+l-m+n+) \\
& +Z(h+k+l-m-n-), \tag{14}
\end{align*}
$$

and $\alpha^{\prime}$ is obtained from $\alpha$ by changing $k+$ to $k-$, $l+$ to $l-, m+$ to $m-, n+$ to $n-$, and vice versa, $\beta^{\prime}$ is similarly obtained from $\beta$, and so forth.

As shown in Sec. III of CIF I, F may be decomposed in the form

$$
\begin{equation*}
F=G_{0}+\sum_{p=1} g_{p} G_{p}, \tag{15}
\end{equation*}
$$

where the linear terms $g_{p}$ are products of distinct $X$ 's in a set $W_{p}$, and the quadratic terms $G_{p}$ are polynomials in which wherever any $X_{i j}$ occurs (if it occurs at all) it appears as $X_{i j}^{2}$.

Our strategy closely follows that of CIF I, Sec. III. First consider the relatively simple case shown in Fig. 2, where the diagram consists of two disconnected pieces A and B, each of which is assumed to


Fig. 2. Special case considered in the proof of statement $B$.
be complete, but is otherwise arbitrary. We show that $G_{0}$ in (15) is nonnegative for this example.
The partition functions (14) factor; for example:

$$
\begin{equation*}
Z(h+k+l-m-n+)=Z_{\mathrm{A}}(h+k+m-) Z_{\mathrm{B}}(l-n+) \tag{16}
\end{equation*}
$$

with subscripts $A$ and $B$ referring to the separate pieces in Fig. 2. This factorization plus time-reversal invariance [for instance, $Z_{\mathrm{B}}(l-n+)=Z_{\mathrm{B}}(l+n-)$ ] allows us to write

$$
\begin{equation*}
F=F^{\mathrm{A}} F^{\mathrm{B}} \tag{17}
\end{equation*}
$$

$$
\begin{gather*}
\boldsymbol{F}^{\mathbf{\Delta}}=\left\{\left[\mathrm{Z}_{\mathbf{\Delta}}(h+k+m+)+\mathrm{Z}_{\mathbf{A}}(h+k-m-)\right]^{2}\right.  \tag{18}\\
\left.-\left[\mathrm{Z}_{\Delta}(h+k+m-)+\mathrm{Z}_{\mathrm{A}}(h+k-m+)\right]^{2}\right\}, \\
F^{\mathrm{B}}=\left[\mathrm{Z}_{\mathbf{B}}(l+n+)\right]^{2}-\left[\mathrm{Z}_{\mathrm{B}}(l+n-)\right]^{2} .
\end{gather*}
$$

The term $G_{0}$ in (15) is the product $G_{0}^{\mathrm{A}} G_{0}^{\mathrm{B}}$, where $G_{0}^{A}$ is the quadratic term without a linear term as a factor in the decomposition of $F^{A}$ in the form (15) and $G_{0}^{\mathrm{B}}$ the corresponding term for $G^{\mathrm{B}}$. Lemma 1 of CIF I shows that $G_{0}^{\mathrm{B}} \geq 0$; we show the same is true of $G_{0}^{\mathrm{A}}$. We may write

$$
\begin{equation*}
Z_{\mathrm{A}}(h+k+m+)+Z_{\mathrm{A}}(h+k-m-)=\sum_{p} r_{p} \tag{20}
\end{equation*}
$$

where each $r_{p}$ is either 1 or a linear term, and for $p \neq p^{\prime}, r_{p} \neq r_{p^{\prime}}$, that is, the two contain different factors. Such a decomposition is possible for either one of the two terms on the left side of (20) according to Lemma A1 of CIF I, Appendix. But since the factor $X_{h k}$ occurs in every linear term of $Z_{\mathrm{A}}(h+k-m-)$ and in none of the linear terms of $Z_{\mathrm{A}}(h+k+m+)$, the two classes of linear terms are disjoint. By a similar argument we may write

$$
\begin{equation*}
Z_{\mathrm{A}}(h+k+m-)+Z_{\mathrm{A}}(h+k-m+)=\sum_{q} t_{q} \tag{21}
\end{equation*}
$$

with the $t$ 's linear terms and $t_{q} \neq t_{q^{\prime}}$ for $q \neq q^{\prime}$.
Following the argument used in Lemma 1 , CIF I Sec. III, we see that

$$
\begin{align*}
G_{0}^{A}= & \tilde{Z}_{\mathrm{A}}(h+k+m+)+\tilde{Z}_{\mathrm{A}}(h+k-m-) \\
& -\tilde{Z}_{\mathrm{A}}(h+k+m-)-\tilde{Z}_{\mathrm{A}}(h+k-m+), \tag{22}
\end{align*}
$$

where $\tilde{Z}_{\mathrm{A}}$ is the restricted partition function for a system $\tilde{\mathrm{A}}$ obtained from A by doubling every $J_{i j}$ which appears in A. This does not affect the re-
striction (2), so we conclude from comparison with (12) that $G_{A}^{0}$ is nonnegative. Thus $G_{0}$ also must be nonnegative.

To establish (4) for a general case, we consider a complete diagram containing $N$ spins. From a comparison of (13) and (14) it is evident that $F$ is equal to $X_{k l} X_{m n}$ times something which does not contain these factors at all; i.e., the term $G_{0}$ is absent in the decomposition (15). We next set equal to one everywhere in $F$ every $X$ appearing in a particular $g_{p}$, say $g_{2}$ (this leaves $G_{2}$ unaltered). The resulting $F^{\prime}$, as shown in Sec. III of CIF I, corresponds to a diagram of the form shown in Fig. 2, except that, for example, $m$ and $n$ could be interchanged, and $h$ could appear in either system $A$ or system B. In any case, the quadratic term in $F^{\prime}$ which appears without any linear term as a factor is simply $G_{2}$, and by the argument given above this is nonnegative.

We have thus established (4) for the case where $U$ contains the single spin $h$, and $h, k, l, m$, and $n$ are all denote distinct spins. The cases $k=l$ or $m=n$ are uninteresting [(4) vanishes]. The case $l=m$ may be obtained by letting $X_{l m} \rightarrow 0$, and the result is the inequality (5). In the case $h=k$, one finds that the terms $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$, and $\delta^{\prime}$ in (13) all vanish, leaving an expression identical with Eq. (12) of CIF I, which was there shown to be nonnegative.
The case where $U$ contains more than one spin may be reduced to the case where $U$ contains a single spin by a very simple argument. Suppose there are two spins $h$ and $j$ in $U$. Since $\sigma_{h}=\sigma_{j}=+1$ and $X_{h j}$ appears in a partition function only for configurations in which $\sigma_{h} \sigma_{j}=-1$, it is clear that none of the restricted partition functions with which we deal in establishing (3), (4), and (5) contains $X_{h j}$ as a factor. They are, therefore, unaltered if we set $X_{h j}=0$, that is, if we combine spins $h$ and $j$ to form a new spin $h^{\prime}$. This brings us back to the case where $U$ contains only one spin. Clearly, the same argument works given any number of spins in the set $U$, and this completes our proof. Corollary 1 is proved by letting $l$ and $n$ belong to the set $U$. Then (3) becomes (10a) and (4) becomes (10b).

## IV. PROOF OF THEOREM 5

Theorem 5 is readily seen as a corollary of Theorem 4 if we proceed as follows. Given a system of spins $\sigma_{1}, \sigma_{2}, \cdots, \sigma_{N}$, we introduce in addition a "ghost spin" $\sigma_{0}$ which is restricted to have the value +1 . For $j=1,2, \cdots, N$ we set

$$
\begin{equation*}
J_{0 j}=H_{j} \geq 0 \tag{23}
\end{equation*}
$$

The situation is illustrated in Fig. 3 for the case


Fig. 3. Illustration of applying magnetic fields with the aid of a "ghost spin" ( $\sigma_{0}$ ) restricted to the value +1 .
$N=4$. Counting all $N+1$ spins as one system, we have a Hamiltonian of the form (1):
$\mathfrak{H}_{2}=-\sum_{i=1}^{N} \sum_{j=i+1}^{N} J_{i j}\left(\sigma_{i} \sigma_{j}-1\right)-\sum_{i=1}^{N} H_{i}\left(\sigma_{i} \sigma_{0}-1\right)$,
which, because $\sigma_{0}=+1$, differs from (9) only by an additive constant. ${ }^{3}$ Thus statements $\mathrm{A}, \mathrm{B}$, and C applied to the original $N$ spins are merely applications of Theorem 4. [In the event $H_{i} \leq 0$ for all $i$, we insert a minus sign in front of $H_{j}$ in (23), require that $\sigma_{0}$ have the value -1 rather than +1 , and proceed as before.] Corollary 1 is proved, as in Sec. IV, by identifying $\sigma_{l}$ and $\sigma_{n}$ with $\sigma_{0}$.

## V. EXISTENCE OF BINARY CORRELATION FUNCTIONS

Theorem 5 may be used to prove the existence of a suitable "bulk limit" for binary correlation functions as the size of an Ising ferromagnet becomes infinite. The technique is best illustrated by a simple example: Ising spins on a two-dimensional square lattice with Hamiltonian

$$
\begin{equation*}
\mathscr{H}=-\sum_{i<j} J_{i j} \sigma_{i} \sigma_{j}-H \sum_{i} \sigma_{i}, \tag{25}
\end{equation*}
$$

where the $J_{i j}$ satisfy (2) and possess the translational symmetry of the lattice; that is, they depend only on the vector $\mathrm{r}_{i j}$ joining spins $i$ and $j$.

A finite system consists of a set $\Omega$ of spins which we may (but need not) assume are those found inside a simple closed curve, as illustrated in Fig. 4. The Hamiltonian $\mathcal{H C}$ of this system is obtained by confining the sums in (25) to cases where $i$ and $j$ both lie in $\Omega$. The diameter $D(\Omega)$ is the maximum distance between any pair of spins in $\Omega$.

Consider a particular pair of spins $k$ and $l$ and a sequence of finite systems $\Omega_{N}, N=1,2, \cdots$, with the properties
(i) Each $\Omega_{N}$ contains both the spins $k$ and $l$.
(ii) If $d_{k l}(\Omega)$ is the minimum distance from either $k$ or $l$ to a spin outside $\Omega$, then $d_{k l}\left(\Omega_{N}\right) \rightarrow \infty$ as $N \rightarrow \infty$.
(iii) $\Omega_{N} \subset \Omega_{N+1}$; that is, all spins in $\Omega_{N}$ are also in $\Omega_{N+1}$.

[^125]Fig. 4. Possible finite system $\Omega$ : all spins within the closed curve.


Let $\left\langle\sigma_{k} \sigma_{l}\right\rangle_{N}$ be the correlation function defined in the system $\Omega_{N}$. Theorem 5 and condition (iii) imply that

$$
\begin{equation*}
\left\langle\sigma_{k} \sigma_{l}\right\rangle_{N+1} \geq\left\langle\sigma_{k} \sigma_{l}\right\rangle_{N} \tag{26}
\end{equation*}
$$

since $\Omega_{N+1}$ is obtained from $\Omega_{N}$ by adding ferromagnetic bonds to the latter (including bonds to the "ghost spin" of Sec. IV when $H \neq 0$ ). Since the $\left\langle\sigma_{k} \sigma_{l}\right\rangle_{N}$ form a monotone increasing sequence in $N$ bounded from above by 1 , they tend to a limit as $N \rightarrow \infty$.

The same limit is obtained using any other sequence of systems $\omega_{N}$ satisfying conditions (i) and (ii). For if $N$ is large enough, we can always choose $K$ and $L$, tending to infinity with $N$, such that

$$
\begin{gather*}
D\left(\Omega_{K}\right)<d\left(\omega_{N}\right)-2 a, \\
d\left(\Omega_{L}\right)>D\left(\omega_{N}\right)+2 a, \tag{27}
\end{gather*}
$$

where $a$ is the lattice constant and $\Omega_{K}$ and $\Omega_{L}$ belong to our standard sequence. We thus have

$$
\begin{equation*}
\Omega_{K} \subset \omega_{N} \subset \Omega_{L} \tag{28}
\end{equation*}
$$

and $\left\langle\sigma_{k} \sigma_{l}\right\rangle$ for $\omega_{N}$, bracketed between $\left\langle\sigma_{k} \sigma_{l}\right\rangle_{K}$ and $\left\langle\sigma_{k} \sigma_{l}\right\rangle_{L}$, tends as $N \rightarrow \infty$ to the limit previously obtained.

For spins $k^{\prime}$ and $l^{\prime}$ such that $\mathbf{r}_{k^{\prime} l^{\prime}}=\mathbf{r}_{k l}$, the bulk limit $\left\langle\sigma_{k^{\prime}} \sigma_{l^{\prime}}\right\rangle$ is the same as $\left\langle\sigma_{k} \sigma_{l}\right\rangle$. This is obvious because we can translate the systems $\Omega_{N}$ obtaining systems $\Omega_{N}^{\prime}$ in which $k^{\prime}$ and $l^{\prime}$ have the same relative positions as $k$ and $l$ in $\Omega_{N}$.

The above existence proof is quite simple and provides (at least for the systems considered) an approach quite different from others of which we are aware. ${ }^{4}$ All that we require is a sequence of systems such that both $k$ and $l$ are eventually infinitely far from any walls. The sequence need not yield limiting values for bulk thermodynamic functions, and in particular there is no stability requirement for the energy (that is, it need not be bounded from below by $-C N$, where $C$ is a constant and $N$ the number of spins). ${ }^{5}$ On the other hand we are unable to show that the same bulk limit would be obtained in, for example, a system with periodic boundary conditions.

The above argument applied to $\left\langle\sigma_{0} \sigma_{k}\right\rangle=\left\langle\sigma_{k}\right\rangle$,
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Fig. 5. The solid line represents an infinite wall; spins to the right are "inside" the system considered and those to the left outside. Spins $k$ and $l$ are marked by crosses; the correlation function $\left\langle\sigma_{k} \sigma_{l}\right\rangle$ will in general be different from the bulk value.
where $\sigma_{0}$ is the "ghost spin" of Sec. IV, proves the existence of a "bulk limit" for $\left\langle\sigma_{k}\right\rangle$. In Sec. VI below we show that this limit for $H \neq 0$ is identical with the average magnetization per spin obtained from the ordinary calculation of bulk thermodynamic quantities, in situations where the latter procedure is applicable. In particular, the limit as $H \rightarrow 0+$ of the bulk value of $\left\langle\sigma_{k}\right\rangle$ defines a spontaneous magnetization equivalent to definition $A$ in Ref. 6.

By the above techniques it is also possible to define binary correlation functions $\left\langle\sigma_{k} \sigma_{v}\right\rangle$ (and likewise $\left\langle\sigma_{k}\right\rangle$ ) near a "wall" while the system is allowed to become infinite (illustrated in Fig. 5). We leave details of the argument to the reader, as also the extension, if not already obvious, of the above results to three (and, if preferred, higher)-dimensional systems.

## VI. 'THERMODYNAMIC" MAGNETIZATION AND $\left\langle\sigma_{k}\right\rangle$

For a finite system $\Omega_{N}$ in the shape of a square ${ }^{7}$ containing $V_{N}=(2 N)^{2}$ spins, we define the total magnetization operator

$$
\begin{equation*}
\mathcal{M}=\sum_{i \in \Omega_{M}} \sigma_{i} . \tag{29}
\end{equation*}
$$

Provided suitable restrictions are placed on the $J_{i j}$ appearing in (25), ${ }^{8}$ one can show that for $H>0$ the infinite volume or "thermodynamic" magnetization per spin

$$
\begin{equation*}
m(H)=\lim _{N \rightarrow \infty} V_{N}^{-1}\langle\cdot M\rangle_{N} \tag{30}
\end{equation*}
$$

exists and is an analytic function for $0<H<\infty$. ${ }^{9}$ By the arguments of Sec. V, any $\left\langle\sigma_{i}\right\rangle_{N}$ cannot exceed its bulk value, which we call $\sigma$ for short, and thus

$$
\begin{equation*}
m(H) \leq \sigma \tag{31}
\end{equation*}
$$

We show that (31) is really an equality. Let $\sigma_{N}$ (we assume $H$ is fixed and positive) be the value of $\left\langle\sigma_{k}\right\rangle_{N}$ for the spin $k$ lying nearest the center of the square $\Omega_{N}$. From Theorem 5 it follows that for $M>N, \sigma_{N-1}$

[^127]is a lower bound for $\left\langle\sigma_{i}\right\rangle_{M}$ for any $\operatorname{spin} i$ in $\Omega_{M}$ lying at least a distance $N a$ ( $a$ is the lattice constant) from the nearest boundary. For spins closer to the boundary, $\left\langle\sigma_{i}\right\rangle_{M}$ is certainly nonnegative.

Thus we have a bound

$$
\begin{equation*}
V_{M}^{-1}\langle\mathcal{M}\rangle_{M} \geq V_{M}^{-1}(2 M-2 N)^{2} \sigma_{N-1} \tag{32}
\end{equation*}
$$

The limit $M \rightarrow \infty$ followed by the limit $N \rightarrow \infty$ yields (31) with inequality sign reversed, and therefore

$$
\begin{equation*}
m(H)=\sigma \tag{33}
\end{equation*}
$$

Needless to say, similar arguments work for three (or one)-dimensional lattices.

## VII. FIELD AND TEMPERATURE DEPENDENCE of CORRELATION FUNCTIONS AND MAGNETIZATION

Consider the Hamiltonian (25) [satisfying condition (2)]. If $H$ is greater than zero, an increase of $H$ corresponds to increasing the ferromagnetic coupling between the "ghost spin" and the other spins, thus producing an increase, or at least not a decrease, in the binary correlation functions in accordance with (4). The same holds, of course, for their bulk limits. Likewise $\left\langle\sigma_{i}\right\rangle$ and its bulk limit $\sigma$ increase with increasing field. The last result is not surprising, inasmuch as the increase of thermodynamic magnetization with increasing field reflects a general convexity property of the free energy for a spin system in which the Hamiltonian depends linearly on the magnetic field ${ }^{8}$ (it is also true, for example, in an Ising antiferromagnet).
Next, suppose that $H$ is fixed at some value $\geq 0$. The $X_{i j}$ depend on the temperature through (11). Increasing temperature or decreasing $\beta$ has the effect of simultaneously decreasing all the $J_{i j}$ which are greater than zero. Thus by Theorem 5, an increase of temperature at constant field leads to a decrease, or at least not an increase, of the binary correlation functions and the $\left\langle\sigma_{i}\right\rangle$ (for $H>0$ ); the same holds true, of course, for their bulk limits. That the magnetization decreases with temperature in a fixed field is a nontrivial, though not unexpected, result.
The limit (at constant temperature) as $H \rightarrow 0+$ of the bulk magnetization is the spontaneous magnetization if one adopts definition A of Ref. 6. The above remarks imply that the spontaneous magnetization is a nonincreasing function of the temperature. Theorem 5 implies that the addition of ferromagnetic bonds to an Ising system with purely ferromagnetic interaction always increases (does not decrease) the spontaneous magnetization and therefore the Curie temperature (the lowest temperature at which the
spontaneous magnetization vanishes). Thus, for example, since it is known that spontaneous magnetization, in the above sense, occurs at sufficiently low temperatures for a variety of two-dimensional Ising ferromagnets, it follows immediately that the same is true of three-dimensional ferromagnets obtained by
joining two-dimensional layers with ferromagnetic bonds.
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A criterion established by Dynkin is used to specify the embedding of a connected simple Lie group $\mathcal{G}^{\prime}$ into a connected simple Lie group $\mathcal{G}$, and to derive a standard procedure for evaluating branching rules. It is shown that the weight systems of the irreducible parts contained in the representation of $\mathbb{G}^{\prime}$ induced by a given finite dimensional representation $\varphi$ of $\mathcal{G}$ are obtained by projection of the weight system of $\varphi$. The projection mapping is determined directly from the specification of the embedding. The general procedure is supplemented with two constraint equations on the dimensions and indices of the irreducible representations.


## I. INTRODUCTION

THE study of embeddings and branching rules for two simple Lie groups and their representations is motivated in elementary particle physics by the need one often has to relate a symmetry scheme to another possible symmetry scheme. ${ }^{1,2}$ This study is also of interest in nuclear spectroscopy where nuclear states may be classified by using group chains. ${ }^{3}$ In a recent paper, Whippman ${ }^{2}$ summarized branching rules for various choices of two classical simple Lie groups. His choices are, however, particular from several points of view; for instance, only classical groups of certain ranks and types and which can be embedded one into the other in at most two distinct ways are considered.

Our purpose in this paper is to develop a standard procedure for obtaining branching rules for any choice of two connected simple Lie groups with no restriction concerning their ranks and types and the way they are embedded one into the other. Several

[^128]of our arguments, and especially a criterion of equivalence of embeddings, follow the work of Dynkin. ${ }^{4}$

The main tools we use to study the embeddings and the branching rules for two simple connected Lie groups $\mathcal{S}^{\prime}$ and $\mathcal{Q}$, are a mapping $f$ (embedding) between the two corresponding Lie algebras $G^{\prime}$ and $G$, and a related projection mapping $f^{*}$ acting between the root spaces $R$ and $R^{\prime}$ of these Lie algebras. We start, in Sec. II, by reviewing some useful properties of the root space and the weight system of a Lie algebra. The notion of the index of a representation is also recalled. In Sec. III the embedding $f$ of a Lie algebra $G^{\prime}$ into a Lie algebra $G$ is studied. When $G$ is of the type ${ }^{5} A_{n}, B_{n}, C_{n}, G_{2}, F_{4}$, or $E_{6}, f$ can be specified by that representation of $G^{\prime}$, embedded into the lowest dimensional representation of $G$. When $G$ is of the type $D_{n}, E_{7}$, or $E_{8}, f$ is specified by two representations of $G^{\prime}$ embedded respectively into the lowest dimensional and into some other representation of $G$. In Sec. IV it is shown how one can introduce from the embedding $f$, the mapping $f^{*}$ which maps the root space of $G$ onto the root space of $G^{\prime}$. The most valuable property of $f^{*}$ is that it maps the system of weights of any irreducible representation of $G$ onto
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The main tools we use to study the embeddings and the branching rules for two simple connected Lie groups $\mathcal{S}^{\prime}$ and $\mathcal{Q}$, are a mapping $f$ (embedding) between the two corresponding Lie algebras $G^{\prime}$ and $G$, and a related projection mapping $f^{*}$ acting between the root spaces $R$ and $R^{\prime}$ of these Lie algebras. We start, in Sec. II, by reviewing some useful properties of the root space and the weight system of a Lie algebra. The notion of the index of a representation is also recalled. In Sec. III the embedding $f$ of a Lie algebra $G^{\prime}$ into a Lie algebra $G$ is studied. When $G$ is of the type ${ }^{5} A_{n}, B_{n}, C_{n}, G_{2}, F_{4}$, or $E_{6}, f$ can be specified by that representation of $G^{\prime}$, embedded into the lowest dimensional representation of $G$. When $G$ is of the type $D_{n}, E_{7}$, or $E_{8}, f$ is specified by two representations of $G^{\prime}$ embedded respectively into the lowest dimensional and into some other representation of $G$. In Sec. IV it is shown how one can introduce from the embedding $f$, the mapping $f^{*}$ which maps the root space of $G$ onto the root space of $G^{\prime}$. The most valuable property of $f^{*}$ is that it maps the system of weights of any irreducible representation of $G$ onto
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Fig. 1. Numbering of the simple roots.
the system of weights of the induced representation of $G^{\prime}$. This property together with two constraint equations on the indices and dimensions of the irreducible representations, are used to present in $\mathrm{Sec} . \mathrm{V}$ the standard procedure for obtaining the branching rules. An example is considered in detail. Tables I and II, contained in Sec. IV, give the mapping $f^{*}$ for all types of simple Lie algebras $G$, once the embedding $f$ is fixed.

## II. MATHEMATICAL PRELIMINARIES ${ }^{6}$ AND NOTATIONS

Because not all the ideas important for the present work are common in the physical literature, we first recall some of the definitions. Let us fix a system of simple roots $\left\{\alpha_{i}\right\}, i=1,2, \cdots, n$, of a simple Lie algebra $G$ of rank $n$. Suppose the roots $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ are numbered as in Fig. 1, and normalized by the condition

$$
\begin{equation*}
\left(\alpha_{\max }, \alpha_{\max }\right)=2, \tag{1}
\end{equation*}
$$

where $\alpha_{\text {max }}$ is one of the longest roots of $G$, and (,) denotes the scalar product in the root space $R$ of $G$. The system of simple roots $\left\{\alpha_{i}\right\}$ forms a natural basis of $R$. However, for our purposes it is more convenient to introduce a conjugate basis $\left\{\boldsymbol{v}_{i}\right\}, i=1,2, \cdots, n$, of $R$ by the condition

$$
\begin{equation*}
\left(\alpha_{i}, v_{j}\right)=\frac{1}{2}\left(\alpha_{i}, \alpha_{i}\right) \delta_{i j} . \tag{2}
\end{equation*}
$$

For an arbitrary vector

$$
M=\sum_{i=1}^{n} m_{i} \nu_{i}
$$

of $R$, we then have

$$
\begin{equation*}
m_{i}=\left[2 /\left(\alpha_{i}, \alpha_{i}\right)\right]\left(M, \alpha_{i}\right) . \tag{3}
\end{equation*}
$$

The introduction of the basis $\left\{v_{i}\right\}$ is justified by

[^132]Cartan's theorem, which states that a vector $M$ of $R$ is the highest weight of an irreducible representation $\varphi$ of $G$ if and only if the coordinates (3) are nonnegative integers. In order to specify a particular representation $\varphi$ we adopt the notation $\varphi=\left(m_{1}, m_{2}, \cdots\right.$, $m_{n}$ ), where the $m_{i}$ are coordinates (3) of the highest weight $M$ of $\varphi$.

An arbitrary weight $L$ of the weight system $\Delta(\varphi)$ of a representation $\varphi$ of $G$ can be written in the form

$$
L=M-\sum_{i=1}^{n} a^{i} \alpha_{i}
$$

where $a^{i}$ are nonnegative integers. We say that a weight $L$ belongs to the $k$ layer of the system $\Delta(\varphi)$, if

$$
\sum_{i=1}^{n} a^{i}=k
$$

Orderings in the root space $R$ may be defined as usual. ${ }^{6}$ Any ordering of $R$ for which the fixed simple roots remain positive is called a simple-root ordering.

If a weight $M$ is the only weight in an $m$ layer and $L$ is a weight from an $l$ layer of a weight system $\Delta(\varphi)$ such that $m<l(m>l)$, it follows from the above definitions and Dynkin's theorem ${ }^{6} 0.15$ that the relations $M>L(M<L)$ hold in any simple-root ordering. The usefulness of this last remark is shown in Sec. IV.
For a given linear representation $\varphi$ of $G$, the scalar product of the elements $x$ and $y$ of $G$ being fixed by Eq. (1), we have ${ }^{4,7}$

$$
\begin{equation*}
\operatorname{Tr}[\varphi(x) \cdot \varphi(y)]=l(\varphi) \cdot(x, y) \tag{4}
\end{equation*}
$$

The multiplicative factor $l(\varphi)$, called the index of the representation $\varphi$, does not depend on $x$ and $y$ and is given by

$$
\begin{equation*}
l(\varphi)=[d(\varphi) / d(G)] \cdot(\Lambda, \Lambda+g) \tag{5}
\end{equation*}
$$

$d(\varphi)$ and $d(G)$ here denote the dimensions of the representation $\varphi$ and of the algebra $G$, respectively, $g$ is the sum of all the positive roots of $G$, and $\Lambda$ is the highest weight of $\varphi$. From the definition, the following property of the index can be established:

$$
\begin{align*}
l\left(\varphi_{1}+\varphi_{2}+\cdots\right. & \left.+\varphi_{s}\right) \\
& =l\left(\varphi_{1}\right)+l\left(\varphi_{2}\right)+\cdots+l\left(\varphi_{s}\right) . \tag{6}
\end{align*}
$$

## III. THE EMBEDDING

Let us fix two simple Lie algebras $G^{\prime}$ and $G$ corresponding respectively to two simple connected Lie groups $\mathcal{G}^{\prime}$ and $\mathcal{G}$. An embedding $f$ of $G^{\prime}$ into $G$ is an isomorphic mapping of $G^{\prime}$ into its image $f\left(G^{\prime}\right)$ which is a simple subalgebra of $G$. Clearly $f$ may also be called

[^133]a representation of $G^{\prime}$ in $G$. In general, there are in $G$ several subalgebras isomorphic with $G^{\prime}$, and thus there exist several possible embeddings of $G^{\prime}$ into $G$. We call two embeddings $f_{1}$ and $f_{2}$ equivalent, if for any finite dimensional linear representation $\varphi$ of $G$, the representations $\varphi f_{1}$ and $\varphi f_{2}$ induced by $\varphi$ in $f_{1}\left(G^{\prime}\right)$ and $f_{2}\left(G^{\prime}\right)$, respectively, are equivalent. Since by definition two equivalent embeddings induce the same branching rules, we characterize an embedding only up to equivalence.
A convenient criterion of equivalence of embeddings was established by Dynkin. ${ }^{4}$

Case I: Let $\omega$ denote the linear representations: $(1,0, \cdots, 0)$ for $G=A_{n}, B_{n}, C_{n}$, and $E_{0},(0,1)$ for $G=G_{2}$, and $(0,0,0,1)$ for $G=F_{4}$. Then two embeddings $f_{1}$ and $f_{2}$ of $G^{\prime}$ into $G$ are equivalent, if and only if the representations $\omega f_{1}$ and $\omega f_{2}$ of $G^{\prime}$ are equivalent.

Case II: Let $\omega=(1,0,0, \cdots, 0)$ and $\bar{\omega}=(0, \cdots$, $0,1,0)$ for $G=D_{n}$ and $E_{8}, \omega=(0, \cdots, 0,1,0)$ and $\bar{\omega}=(1,0, \cdots, 0)$ for $G=E_{7}$. Then two embeddings $f_{1}$ and $f_{2}$ of $G^{\prime}$ into $G$ are equivalent, if and only if $\omega f_{1}$ is equivalent to $\omega f_{2}$ and $\bar{\omega} f_{1}$ is equivalent to $\bar{\omega} f_{2}{ }^{8}$

We use this criterion to specify an embedding by the highest weights of $\omega f$ in Case I, and by the highest weights of $\omega f$ and $\bar{\omega} f$ in Case II. Another characteristic of an embedding $f$, which we use in Sec. V , is Dynkin's index $j_{f}$, defined in analogy with the index of a representation [Eq. (4)] by

$$
\begin{equation*}
(f(x), f(y))=j_{f} \cdot(x, y) ; x, y \in G^{\prime} . \tag{7}
\end{equation*}
$$

Here $(x, y)$ and $(f(x), f(y))$ are scalar products in $G^{\prime}$ and $G$, respectively, fixed by the normalization (1). From Eqs. (4) and (7) one obtains

$$
\begin{equation*}
j_{f}=l(\varphi f) / l(\varphi) \tag{8}
\end{equation*}
$$

for an arbitrary representation $\varphi$ of $G$, and in particular

$$
\begin{equation*}
j_{f}=l(\omega f) / l(\omega)=l(\bar{\omega} f) / l(\bar{\omega}) \tag{9}
\end{equation*}
$$

## IV. THE MAPPING $f^{*}$

Gantmacher ${ }^{9}$ proved that for a given Cartan subalgebra $K^{\prime}$ of $G^{\prime}$, it is always possible to choose a Cartan subalgebra $K$ of $G$ such that

$$
\begin{equation*}
f\left(K^{\prime}\right) \subset K \tag{10}
\end{equation*}
$$

Thus the restriction of the mapping $f$ to $K^{\prime}$ determines a dual mapping

$$
\begin{equation*}
\bar{f}: R^{\prime} \rightarrow f\left(R^{\prime}\right) \subset R, \tag{11}
\end{equation*}
$$

[^134]where $R^{\prime}$ and $R$ are respectively the root spaces of $G^{\prime}$ and $G$. A mapping $f^{*}$ projecting canonically $R$ onto $R^{\prime}$ may be defined by
\[

$$
\begin{gather*}
f^{*}(\bar{f}(L))=L, \text { for } L \in R^{\prime}  \tag{12}\\
f^{*}\left(R_{0}\right)=0, \text { for } R_{0}=R-f\left(R^{\prime}\right) \tag{13}
\end{gather*}
$$
\]

The construction of $f *$ makes it to have the important property of mapping the weight system $\Delta(\varphi)$ of an arbitrary representation $\varphi$ of $G$ onto the weight system $\Delta\left(\varphi^{\prime}\right)$ of the induced representation $\varphi^{\prime}=\varphi f$ of $G^{\prime}$. For let the representation $\varphi$ of $G$ act in a vector space $V$, and let $v$ be a vector of $V$ corresponding to a weight $\Lambda$ of $\Delta(\varphi)$; i.e.,

$$
\begin{equation*}
\varphi(K) v=\Lambda v \tag{14}
\end{equation*}
$$

Then $v$ remains a weight vector for the induced representation $\varphi^{\prime}$ and from (10)-(14) one gets

$$
\begin{equation*}
\varphi f\left(K^{\prime}\right) v=f^{*}(\Lambda) v \tag{15}
\end{equation*}
$$

It follows that any weight of the weight system $\Delta\left(\varphi^{\prime}\right)$ must be of the form $f^{*}(\Lambda), \Lambda \in \Delta(\omega)$, and we can write

$$
\begin{equation*}
\Delta\left(\varphi^{\prime}\right)=f^{*}(\Delta(\varphi)) \tag{16}
\end{equation*}
$$

Consider now the weight systems $\Delta(\omega)$ and $\Delta(\omega f)$ of the representations $\omega$ and $\omega f$ defined in Sec. III. (We limit ourselves for simplicity to algebras $G$ considered in Case I. In the Case II, one must take into account also the representations $\bar{\omega}$ and $\bar{\omega} f$, but the arguments are identical.) The weights of an irreducible weight system may be calculated by subtracting from the highest weight a certain number of times simple roots. ${ }^{6}$ They can, at the same time, be ordered using a simple root ordering and partitioned in layers, as mentioned in Sec. II. Thus, we write

$$
\begin{align*}
\Delta(\omega) & =\left\{\Omega_{1}>\Omega_{2} \geqq \Omega_{3} \geqq \cdots>\Omega_{d(\omega)}\right\},  \tag{17}\\
\Delta(\omega f) & =\left\{M_{1} \geqq M_{2} \geqq \cdots \geqq M_{d(\omega)}\right\} \tag{18}
\end{align*}
$$

where the weights of $\Delta(\omega)$ and $\Delta(\omega f)$ are ordered respectively following convenient simple-root-orderings $O$ and $O^{\prime}$ of $R$ and $R^{\prime}$, and $d(\omega)$ denotes the common dimension of the representations $\omega$ and $\omega f$.

Now, although one has globally $\Delta(\omega f)=f^{*}(\Delta(\omega))$, the relation

$$
\begin{equation*}
f^{*}\left(\Omega_{i}\right)=M_{i} \tag{19}
\end{equation*}
$$

is verified only if one of the following two conditions holds:
(A) The simple-root orderings in $R^{\prime}$ and $R$ are consistent, that is, the relation $f^{*}\left(\Lambda_{1}\right)>f^{*}\left(\Lambda_{2}\right)$ in $R^{\prime}$ implies the relation $\Lambda_{1}>\Lambda_{2}$ in $R$.
(B) The weight $\Omega_{i}$ is contained in a simple-weight layer of $\Delta(\omega)$; then one has $\Omega_{i}<\Omega_{j}\left(\Omega_{i}>\Omega_{j}\right)$ if

Table I. Classical Lie algebras. The basis vectors $\left\{v_{i}\right\}$ of $R$ are mapped by $f^{*}$ into linear combinations of at most $n$ weights of the representations $\omega f$ or $\bar{\omega} f$ of $G^{\prime}$.

|  | $i$ | $f^{*}\left(v_{i}\right)$ |
| :---: | :---: | :---: |
| $A_{n}, C_{n}$ | $1,2, \cdots, n$ | $\sum_{j=1}^{i} M_{j}$ |
| $\boldsymbol{B}_{\boldsymbol{n}}$ | $1,2, \cdots, n-1$ | $\sum_{j=1}^{i} M_{j}$ |
|  | $n$ | $\frac{1}{2} \sum_{j=1}^{n} M_{j}$ |
| $D_{n}$ | $1,2, \cdots, n-2$ | $\sum_{j=1}^{i} M_{j}$ |
|  | $\begin{gathered} n-1 \\ n \end{gathered}$ | $\begin{gathered} \bar{M}_{1} \\ -\bar{M}_{1}+M_{n-1}+M_{n-2}+2 \sum_{j=1}^{n-3} M_{j}=-\bar{M}_{4} \end{gathered}$ |

$i>j(i<j)$ for any simple-root ordering of $R$, as follows from the remark of Sec. II.

Similar remarks can be made about weight systems $\Delta(\varphi)$ and $\Delta(\varphi f)$ corresponding to an arbitrary representation $\varphi$ of $G$. The reason why the representation

Table II. Exceptional Lie algebras. The basis vectors $\left\{v_{i}\right\}$ of $R$ are mapped by $f^{*}$ into linear combinations of at most $n$ weights of the representations $\omega f$ or $\vec{\omega} f$ of $G^{\prime}$.

\begin{tabular}{|c|c|c|}
\hline \& $i$ \& $f^{*}\left(v_{i}\right)$ <br>
\hline $G_{2}$ \& 1
2 \& $$
\begin{aligned}
& M_{1}+M_{2} \\
& M_{1}
\end{aligned}
$$ <br>
\hline $F_{4}$ \& 1
2
3
4 \& $$
\begin{aligned}
& M_{3}+M_{1} \\
& M_{1}+M_{2}+M_{\mathrm{a}} \\
& M_{1}+M_{\mathrm{a}} \\
& M_{1}
\end{aligned}
$$ <br>
\hline $E_{6}$ \& 1
2
3
4
5
6 \& $$
\begin{aligned}
& M_{1} \\
& M_{1}+M_{2} \\
& M_{1}+M_{2}+M_{3} \\
& -M_{27}-M_{26} \\
& -M_{27} \\
& M_{1}+M_{2}+M_{3}+M_{4}+M_{26}+M_{27}
\end{aligned}
$$ <br>
\hline $E_{7}$ \& 2
3
4
5
6
7 \& $$
\begin{aligned}
& \bar{M}_{1} \\
& \bar{M}_{1}+\bar{M}_{2} \\
& \bar{M}_{1}+\bar{M}_{2}+\bar{M}_{3}=M_{1}+M_{2}+M_{3}+M_{4} \\
& M_{1}+M_{2}+M_{3} \\
& M_{1}+M_{2} \\
& M_{1} \\
& M_{5}+\bar{M}_{3}=M_{1}+M_{2}+M_{3}+M_{4}+M_{5} \\
& \quad-\bar{M}_{1}-\bar{M}_{2}
\end{aligned}
$$ <br>
\hline $E_{8}$ \& 1
2
3
4
5

6
7

8 \& $$
\begin{aligned}
& M_{1} \\
& M_{1}+M_{2} \\
& M_{1}+M_{2}+M_{3} \\
& M_{1}+M_{2}+M_{3}+M_{4} \\
& M_{1}+M_{2}+M_{3}+M_{4}+M_{5} \\
& \bar{M}_{1}+\bar{M}_{1}+\bar{M}_{2}+\bar{M}_{3} \\
& \bar{M}_{1} \\
& M_{6}+\bar{M}_{3}=M_{1}+M_{2}+M_{3}+M_{4}+M_{5} \\
& \quad+M_{6}-\bar{M}_{1}-\bar{M}_{2}
\end{aligned}
$$ <br>

\hline
\end{tabular}

$\omega$ (or $\omega$ and $\bar{\omega}$ ) is particularized in Dynkin's criterion is that $\Delta(\omega)[\Delta(\omega)$ and $\Delta(\bar{\omega})]$ contains $n(n=\operatorname{rank} G)$ linearly independent weights which satisfy condition (B). This can be verified readily by computing the weight system $\Delta(\omega)[\Delta(\omega)$ and $\Delta(\bar{\omega})]$ for each type of $G$. Consequently one has $n$ linearly independent relations (19) connecting vectors of $R$ and $R^{\prime}$. In principle, one could use also the condition (A) for the specification of $f^{*}$, but the choice of consistent simple-root-orderings in $R$ and $R^{\prime}$ is much less convenient to work with.

Tables I and II are intended to specify the mapping $f^{*}$ on the basis vectors $\left\{\nu_{i}\right\}$ of $R$ and $\left\{\nu_{i}^{\prime}\right\}$ of $R^{\prime}$. The quantities $f^{*}\left(v_{i}\right), i=1,2, \cdots, n$, are given as linear combination of at most $n$ weights $\left\{M_{i}\right\}$ or $\left\{\bar{M}_{i}\right\}$ of $\Delta(\omega f)$ or $\Delta(\bar{\omega} f)$. These weights are to be expressed in terms of the basis vectors $\left\{\nu_{i}\right\}$ once the embedding is fixed.

## V. BRANCHING RULES

It is relatively simple now to formulate a standard procedure for obtaining branching rules. After a particular embedding of $G^{\prime}$ into $G$ was specified, the mapping $f^{*}$ is known explicitly and can be applied to the weight system $\Delta(\varphi)$ of any inducing representation $\varphi$ of $G$. The general procedure can be, in principle, summarized in the following steps:
(1) Fix the embedding $f$, by expressing the weights $\left\{M_{i}\right\}$ of $\omega f$ in Table I or the weights $\left\{M_{i}\right\}$ of $\omega f$ and $\left\{\bar{M}_{i}\right\}$ of $\bar{\omega} f$ in Table II, in $\left\{\nu_{i}^{\prime}\right\}$ notation.
(2) Obtain in $\left\{\nu_{i}\right\}$ notation the weight system

$$
\begin{equation*}
\Delta(\varphi)=\left\{\Lambda_{1}, \Lambda_{2}, \cdots, \Lambda_{d(\varphi)}\right\} \tag{20}
\end{equation*}
$$

of the inducing representation $\varphi$ of $G$.
(3) Apply the mapping $f^{*}$ to the weights of $\Delta(\varphi)$ and, using Table I or II, find in $\left\{\nu_{i}^{\prime}\right\}$ notation the weight system

$$
\begin{equation*}
\Delta\left(\varphi^{\prime}\right)=\left\{L_{1}, L_{2}, \cdots, L_{d(\varphi)}\right\} \tag{21}
\end{equation*}
$$

of the induced representation $\varphi^{\prime}$ of $G^{\prime}$.
(4) Separate in $\Delta\left(\varphi^{\prime}\right)$ all weight systems $\Delta\left(\varphi_{\mathrm{I}}^{\prime}\right)$, $\Delta\left(\varphi_{\mathrm{II}}^{\prime}\right), \cdots$ which correspond to irreducible components.

These successive steps, in particular the last one, imply elaborate calculations, part of which is often superfluous. For instance, only the highest weights of irreducible components of $\varphi^{\prime}$ are subjects of our interest, but not the whole system $\Delta\left(\varphi^{\prime}\right)$. The general procedure is shortened by two equations of constraint. ${ }^{7}$ The first one,

$$
\begin{equation*}
d(\varphi)=d\left(\varphi^{\prime}\right)=d\left(\varphi_{\mathrm{I}}^{\prime}\right)+d\left(\varphi_{\mathrm{II}}^{\prime}\right)+\cdots \tag{22}
\end{equation*}
$$

connects the dimensions of the unknown irreducible

Table III. Dimensions $d$ and indices $l$ of the representations of the algebras $B_{2}$ and $A_{5}$ which occur in the example of Sec. V.

| $B_{2}$ | $(0,0)$ | $(0,1)$ | $(1,0)$ | $(0,2)$ | $(2,0)$ | $A_{5}$ | $(1,0,0,0,0)$ | $(1,0,0,0,1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ | 1 | 4 | 5 | 10 | 14 | $d$ | 6 | 35 |
| $l$ | 0 | 1 | 2 | 6 | 14 | $l$ | 1 | 12 |

components in $\varphi^{\prime}$ to the known dimension of $\varphi$. The second equation,

$$
\begin{equation*}
l\left(\varphi^{\prime}\right)=j_{f} \cdot l(\varphi)=l\left(\varphi_{\mathrm{I}}^{\prime}\right)+l\left(\varphi_{\mathrm{II}}^{\prime}\right)+\cdots, \tag{23}
\end{equation*}
$$

obtained from (6) and (8), relates the indices of the unknown nontrivial irreducible components of $\varphi^{\prime}$ to the known index of $\varphi^{\prime}$.
Let us illustrate the whole method by an example. We consider an embedding of the algebra $B_{2}$ into $A_{5}$. According to Sec. III, the embedding can be specified as an isomorphism of $B_{2}$ into the representation $\omega=(1,0,0,0,0)$ of $A_{5}$. Thus one finds two possibilities,

$$
\begin{equation*}
B_{2} \xrightarrow{f} \omega f=(1,0)+(0,0) \subset(1,0,0,0,0) \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{2} \xrightarrow{f} \omega f_{1}=(0,1)+2(0,0) \subset(1,0,0,0,0), \tag{25}
\end{equation*}
$$

where $\omega f$ and $\omega f_{1}$ are representations of $B_{2}$ which are matrix subalgebras of the representation $\omega$ of $A_{5}$. We have written explicitly the trivial representations $(0,0)$ necessary for the equality of dimensions of the embedded representations $\omega f, \omega f_{1}$, and $\omega$.

Let us consider, for example, the embedding (24). The weight system $\Delta(\omega f)$ consists of

$$
\begin{align*}
& M_{1}=v_{1}^{\prime} ; \quad M_{2}=-v_{1}^{\prime}+2 v_{2}^{\prime} ; \quad M_{3}=M_{4}=0 ; \\
& M_{5}=v_{1}^{\prime}-2 v_{2}^{\prime} ; \quad M_{6}=-\nu_{1}^{\prime}, \tag{26}
\end{align*}
$$

where $\nu_{1}^{\prime}$ and $\nu_{2}^{\prime}$ form the basis of the root space of $B_{2}$ defined by (2). As one can easily prove, the numbering (26) of the weights of $\Delta(\omega f)$ and the inequalities (18) imply a simple-root-ordering of the root space $R^{\prime}$ of $B_{2}$. Hence the mapping $f^{*}$ is given explicitly by Table I and formulas (26).

Suppose, for instance, that the inducing representation $\varphi$ of $A_{5}$ is the adjoint representation $\varphi=$ $(1,0,0,0,1)$. Its weight system $\Delta(\varphi)$ consists of

$$
\begin{equation*}
\Lambda_{1}=\nu_{1}+\nu_{5}, \quad \Lambda_{2}=-\nu_{1}+\nu_{2}+\nu_{5}, \cdots \tag{27}
\end{equation*}
$$

where $\nu_{i}, i=1,2, \cdots, 5$, is the $\{\nu\}$-basis of the root space $R$ of $A_{5}$. Using Table I and formulas (26) we
apply the mapping $f^{*}$ to the highest weight $\Lambda_{1}$ of $\varphi$ :

$$
f^{*}\left(\Lambda_{1}\right)=f^{*}\left(v_{1}\right)+f^{*}\left(v_{5}\right)=2 v_{1}^{\prime} .
$$

Here $2 \nu_{1}^{\prime}$ is a weight of the induced representation $\varphi^{\prime}$ of $B_{2}$. Since the highest weight $\Lambda_{1}$ of $\varphi$ is always the only weight of the 0 layer of $\Delta(\varphi)$, it follows that $\Lambda_{1}$ is always mapped into a highest weight $f^{*}\left(\Lambda_{1}\right)$ of $\varphi^{\prime}$. Consequently, one of the irreducible components of $\varphi^{\prime}$ is $\varphi_{\mathrm{I}}^{\prime}=(2,0)$. Similarly, the weight $\Lambda_{2}$ is mapped as follows

$$
f^{*}\left(\Lambda_{2}\right)=-f^{*}\left(\nu_{1}\right)+f^{*}\left(\nu_{2}\right)+f^{*}\left(v_{5}\right)=2 \nu_{2}^{\prime} .
$$

One can check that the weight $2 \nu_{2}^{\prime}$ does not belong to the weight system $\Delta\left(\varphi_{\mathrm{I}}^{\prime}\right)$, hence it is the highest weight of another irreducible component $\varphi_{\mathrm{II}}^{\prime}=(0,2)$ of $\varphi^{\prime}$.

In principle, the rest of the weight system $\Delta\left(\varphi^{\prime}\right)$ can be obtained by subsequent application of the mapping $f^{*}$ to the rest of the system $\Delta(\varphi)$. However, the procedure is shortened by using the constraint Eqs. (22) and (23) as follows. From Eqs. (8) and (9) one has

$$
l\left(\varphi^{\prime}\right)=[l(\omega f) / l(\omega)] \cdot l(\varphi)=24
$$

where the values of indices and dimensions of the representations for the present example are summarized in Table III. The direct sum of the irreducible components of $\varphi^{\prime}$, which were not yet found, has the index $l\left(\varphi^{\prime}\right)-l\left(\varphi_{\mathrm{I}}^{\prime}\right)-l\left(\varphi_{\mathrm{II}}^{\prime}\right)=4$ as it follows from (6), and the dimension $d(\varphi)-d\left(\varphi_{\mathrm{I}}^{\prime}\right)-d\left(\varphi_{\mathrm{II}}^{\prime}\right)=11$. By inspection of Table III one sees that only the direct sum $(1,0)+(1,0)+(0,0)$ has such index and dimension. Finally, the solution of our example is $\varphi^{\prime}=(2,0)+(0,2)+2(1,0)+(0,0)$.
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#### Abstract

Two-body scattering is analyzed using a time-dependent formalism and wave packets of arbitrary shape as the initial wavefunctions. In particular, the case of single-channel resonant scattering is discussed in some detail. In addition to the usual amplitudes resulting from the potential term and the resonant term, a third amplitude is found which interferes with the other two. Another interesting result is that in this formalism the final state is not necessarily represented by spherical outgoing waves, but can be interpreted instead as two separate outgoing wave packets whose shape is different from the initial packets. The Wigner time delay is obtained as a natural consequence of the analysis, and the resonant cross sections are expressed as density matrices constructed from the wave packets.


## 1. INTRODUCTION

THERE are two limiting cases of resonant scattering which are of particular interest. One, which usually applies in atomic physics or low-energy nuclear physics, occurs when the width $\Gamma$ of the resonant state is very small compared to the energy spread of the incident packets. Here the incident wave packets have a spatial spread much smaller than the resonant state, and $\Gamma^{-1}$ is long compared to the interaction time. This limit can be thought of as an impulse approximation in the sense that a classical periodic system, set in motion by a force whose time duration is short compared to a period, will oscillate at the resonant frequency of the system. Thus one expects, in the quantum mechanical case, the final state wave packets to emerge from the scattering region with an average energy and momentum characteristic of the resonance.

The other limit, which applies primarily in highenergy physics, occurs when the incident packets have an energy spread much less than $\Gamma$. Here $\Gamma^{-1}$ is not much larger than the interaction time, and the spatial extent of the incident packets is large compared to that of the resonant state. Consequently, the classical analog for this case is that of the driven periodic system which decays at its characteristic frequency as the driving force is removed. Therefore, one might expect interference effects which are not normally observed in low-energy phenomena.

In this paper the time-dependent formalism developed earlier ${ }^{1,2}$ is used to investigate these two limiting cases for the particular physical circumstance when two initial wave packets interact in the center-ofmomentum system via a time-independent short-range interaction $V\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$.
A third scattering amplitude, different from the

[^135]usual potential and resonant terms, is found which interferes destructively with the other terms. For small $\Gamma$ this interference causes the familiar $[1-\exp (-\Gamma t)]$ time dependence for the cross section of the scattered particles. For large $\Gamma$ no interference occurs at large distances and the usual single-level Breit-Wigner cross section is obtained. However, in both cases, if a final state interaction occurs, that is, if a second scattering takes place in the neighborhood of the initial interaction, interference effects occur which tend to make the interaction look peripheral. As a consequence of the analysis, the Wigner "time delay" for the interaction is obtained and found to be in agreement with the recent work of Ohmura. ${ }^{3}$

Previous authors have also investigated some of the aspects of this problem. The excellent early work of Blatt and Biedenharn, ${ }^{4}$ formalized using a timeindependent phase-shift analysis, discussed the scattering of low-energy neutrons from a single resonance level of the compound nucleus. One of their results is that the scattering amplitude contains two terms, one due to potential (hard sphere) scattering and the other due to the resonance, which interfere with each other. Both of these terms are displayed in this paper in addition to the third term which, in the large $\Gamma$ case, corresponds in the classical analog to the decay of the periodic system after the driving force diminishes.

Heitler ${ }^{5}$ discusses the absorption and emission of light quanta for both limiting cases described above, but loses the transient effects by evaluating the transition probabilities only in the infinite time limit.

The work most closely resembling the presentation

[^136]here is the wave packet approach to scattering theory described in Goldberger and Watson's recent book. ${ }^{6}$ Again, the important difference is primarily that they use an $S$-matrix formalism, which implies infinite time limits, rather than the $U$-matrix formalism, which implies large but finite times.

## 2. BASIC FORMALISM

Consider the elastic scattering of two particles of masses $m_{1}$ and $m_{2}$ and let the potential which describes the interaction be $V\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ where $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$ are the coordinates of particles 1 and 2. It is assumed that the wavefunction which describes the two particle system satisfies the differential equation
$\left[H_{0}+V\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right] \psi(t)=i(\partial / \partial t) \psi(t) ; \quad \hbar=c=1$.
If $V\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)$ is a short-range potential, there is a time $t_{0}$ before which the particles have not scattered. Thus for $t \leq t_{0}, \psi(t)$ satisfies the equation

$$
\begin{equation*}
H_{0} \psi(t)=i(\partial / \partial t) \psi(t) ; \quad t \leq t_{0} \tag{2}
\end{equation*}
$$

A formal solution to Eq. (1) for $t \geq t_{0}$ is

$$
\begin{align*}
\psi(t)=\exp & {\left[-i H_{0}\left(t-t_{0}\right)\right] \psi\left(t_{0}\right) } \\
& -i \exp \left(-i H_{0} t\right) \int_{t_{0}}^{t} d \xi \exp \left(i H_{0} \xi\right) V \psi(\xi) . \tag{3}
\end{align*}
$$

Since $H$ is presumed to be independent of time,

$$
\begin{equation*}
\psi(t)=\exp \left[-i H\left(t-t_{0}\right)\right] \psi\left(t_{0}\right), \tag{4}
\end{equation*}
$$

so that Eq. (3) becomes

$$
\begin{align*}
\psi(t)= & \exp \left[-i H_{0}\left(t-t_{0}\right)\right] \psi\left(t_{0}\right)-i \exp \left(-i H_{0} t\right) \\
& \times \int_{t_{0}}^{t} d \xi\left|p^{\prime}, q^{\prime}\right\rangle\left\langle p^{\prime}, q^{\prime}\right| \exp \left(i H_{0} \xi\right) V \\
& \times \exp \left[-i H\left(\xi-t_{0}\right)\right]\left|\psi\left(t_{0}\right)\right\rangle, \tag{5}
\end{align*}
$$

where $\left|p^{\prime}, q^{\prime}\right\rangle$ are the eigenstates of the free particle Hamiltonian $H_{0}$. Thus one has

$$
\begin{gather*}
H_{0}\left|p^{\prime}, q^{\prime}\right\rangle=E^{\prime}\left|p^{\prime}, q^{\prime}\right\rangle  \tag{6}\\
E^{\prime}=\left(p^{\prime 2}+m_{1}^{2}\right)^{\frac{1}{2}}+\left(q^{\prime 2}+m_{2}^{2}\right)^{\frac{1}{2}}  \tag{7}\\
\left|p^{\prime}, q^{\prime}\right\rangle=(2 \pi)^{-3} \exp \left(i \mathbf{p}^{\prime} \cdot \mathbf{x}_{1}\right) \exp \left(i \mathbf{q}^{\prime} \cdot \mathbf{x}_{2}\right) \chi_{s^{\prime}} \tag{8}
\end{gather*}
$$

where $\chi_{s^{\prime}}$ is a spinor which describes the spin state of the two particles. It should be noted at this point that the formalism to be developed can be extended to include all reactions of the type $A+B \rightarrow C+D$ if it is assumed that an equation of the form of Eq. (1) applies and that the free-particle wavefunction for any pairing of the four particles satisfies Eq. (6). In this event, $\chi_{s^{\prime}}$ would be a spinor which depends not

[^137]only on the spin but also upon other quantum numbers (isospin, strangeness, etc.) which are necessary to describe the pairing. Then all summations of the type $\left|p^{\prime}, q^{\prime}\right\rangle\left\langle p^{\prime}, q^{\prime}\right|$ should imply a summation over all pairings.

The time integration yields

$$
\begin{align*}
\psi(t) & =\exp \left[-H_{0}\left(t-t_{0}\right)\right] \psi\left(t_{0}\right)+\left|p^{\prime}, q^{\prime}\right\rangle\left\langle p^{\prime}, q^{\prime}\right| V \\
& \times \frac{\exp \left[-i H\left(t-t_{0}\right)\right]-\exp \left[-i E^{\prime}\left(t-t_{0}\right)\right]}{H-E^{\prime}}\left|\psi\left(t_{0}\right)\right\rangle . \tag{9}
\end{align*}
$$

For finite $t$ and $t_{0}$, the integrand is analytic in the neighborhood of $H=E^{\prime}$ so that $H-E^{\prime}$ can be replaced by $H-E^{\prime}-i \eta$ and the limit taken as $\eta \rightarrow 0$. Thus Eq. (9) can be written as

$$
\begin{align*}
\psi(t)= & \exp \left[-i H_{0}\left(t-t_{0}\right)\right] \psi\left(t_{0}\right) \\
& +\lim _{\eta \rightarrow 0}\left|p^{\prime}, q^{\prime}\right\rangle\left\langle p^{\prime}, q^{\prime}\right| V \frac{1}{H-E^{\prime}-i \eta}|\psi(t)\rangle \\
& -\lim _{\eta \rightarrow 0}\left|p^{\prime}, q^{\prime}\right\rangle\left\langle p^{\prime}, q^{\prime}\right| \exp \left[-i E^{\prime}\left(t-t_{0}\right)\right] V \\
& \times \frac{1}{H-E^{\prime}-i \eta}\left|\psi\left(t_{0}\right)\right\rangle . \tag{10}
\end{align*}
$$

In terms of the stationary states of $H$,

$$
\begin{equation*}
H \varphi_{p, q}=E \varphi_{p, q}, \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\left(p^{2}+m_{1}^{2}\right)^{\frac{1}{2}}+\left(q^{2}+m_{2}^{2}\right)^{\frac{1}{2}}, \tag{12}
\end{equation*}
$$

$\psi(t)$ becomes

$$
\begin{equation*}
\psi(t)=\int d \mathbf{p} d \mathbf{q} A(\mathbf{p}, \mathbf{q}) \varphi_{p, q} \exp (-i E t) \tag{13}
\end{equation*}
$$

Here the labels $p$ and $q$ correspond to the momenta of the particles only in the asymptotic limit. Therefore, the initial conditions imply that for $t \leq t_{0}$,

$$
\begin{array}{rl}
\psi(t)=(2 \pi)^{-3} \int d \mathbf{p} & d \mathbf{q} A(\mathbf{p}, \mathbf{q}) \exp \left(i \mathbf{p} \cdot \mathbf{x}_{1}\right) \\
& \times \exp \left(i \mathbf{q} \cdot \mathbf{x}_{2}\right) \exp (-i E t) \chi_{s} . \tag{14}
\end{array}
$$

Substitution into the matrix elements of Eq. (10) for $\psi(t)$ and $\psi\left(t_{0}\right)$ from Eqs. (13) and (14) gives

$$
\begin{equation*}
\psi(t)=\int d \mathbf{p} d \mathbf{q} A(\mathbf{p}, \mathbf{q}) \varphi(t) \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
\varphi(t)= & |p, q\rangle \exp (-i E t)+\lim _{\eta \rightarrow 0} \exp (-i E t)\left|p^{\prime}, q^{\prime}\right\rangle \\
& \times\left\langle p^{\prime}, q^{\prime}\right| V \frac{1}{E-E^{\prime}-i \eta}\left|\varphi_{p, Q}\right\rangle \\
& -\lim _{\eta \rightarrow 0} \exp \left(-i E t_{0}\right)\left|p^{\prime}, q^{\prime}\right\rangle\left\langle p^{\prime}, q^{\prime}\right| \\
& \times \exp \left[-i E^{\prime}\left(t-t_{0}\right)\right] V \frac{1}{H-E^{\prime}-i \eta}|p, q\rangle . \tag{16}
\end{align*}
$$

The last term in Eq. (16) can be put in the more familiar $T$-matrix form by using the operator identity

$$
\frac{1}{A}-\frac{1}{B}=\frac{1}{B}(B-A) \frac{1}{A}
$$

with

$$
A=H_{0}-E^{\prime}-i \eta \quad \text { and } \quad B=H-E^{\prime}-i \eta
$$

to express the function $\left(H-E^{\prime}-i \eta\right)^{-1}$ as

$$
\begin{array}{r}
\frac{1}{H-E^{\prime}-i \eta}=\frac{1}{H_{0}-E^{\prime}-i \eta}+\frac{1}{E^{\prime}-H+i \eta} \\
\times V \frac{1}{H_{0}-E^{\prime}-i \eta} \tag{17}
\end{array}
$$

Substitution into Eq. (16) for this quantity gives

$$
\begin{align*}
\varphi(t)= & |p, q\rangle \exp (-i E t)+\lim _{\eta \rightarrow 0} \exp (-i E t)\left|p^{\prime}, q^{\prime}\right\rangle \\
& \times\left\langle p^{\prime}, q^{\prime}\right| V \frac{1}{E-E^{\prime}-i \eta}\left|\varphi_{p, q}\right\rangle \\
& +\lim _{\eta \rightarrow 0} \exp \left(-i E t_{0}\right)\left|p^{\prime}, q^{\prime}\right\rangle\left\langle p^{\prime}, q^{\prime}\right| \\
& \times \frac{\exp \left[-i E^{\prime}\left(t-t_{0}\right)\right]}{E^{\prime}-E+i \eta} T\left(E^{\prime}\right)|p, q\rangle \tag{18}
\end{align*}
$$

where, following Goldberger and Watson's ${ }^{7}$ notation,

$$
\begin{equation*}
T\left(E^{\prime}\right)=V+V\left(E^{\prime}-H+i \eta\right)^{-1} V \tag{19}
\end{equation*}
$$

An interesting point occurs here regarding the infinitesimal parameter $\eta$. Here, in contrast to the usual approach, the sign chosen for $\eta$ is irrelevant since the integrand of Eq. (9) is analytic. With the positive choice of sign, as shown, the second term of Eq. (18) vanishes exponentially in the asymptotic limit of large $\left|x_{1}-x_{2}\right|$. The third term gives the outgoing spherical waves for the pole at $E^{\prime}=E-i|\eta|$ and the singularities of the $T$ matrix. If the negative sign is chosen, as is normally done in the $S$-matrix formalism, ${ }^{8}$ the contribution to the scattering cross section from the singularity at $E^{\prime}=E+i|\eta|$ comes from the second term of Eq. (18). The singularities of the $T$ matrix which appear in the third term give rise to contributions which damp to zero only in the extreme limit as $t_{0} \rightarrow-\infty$ or $t \rightarrow \infty$. This establishes the connection between the $S$-matrix formalism and the one presented here.

Before obtaining the asymptotic limit of $\psi(t)$, it is convenient to change to variables which represent the center of energy of the system and the relative displacement of the particles. Consequently, consider

[^138]the transformation of variables
\[

$$
\begin{align*}
\overline{\mathbf{x}} & =\left(\frac{\bar{E}_{1}}{E}\right) \mathbf{x}_{1}+\left(\frac{E_{2}}{E}\right) \mathbf{x}_{2}  \tag{20}\\
\mathbf{r} & =\mathbf{x}_{1}-\mathbf{x}_{2}  \tag{21}\\
\mathbf{q}^{\prime} & =\mathbf{Q}^{\prime}\left(\frac{E_{2}}{E}\right)-\mathbf{P}^{\prime}  \tag{22}\\
\mathbf{p}^{\prime} & =\mathbf{Q}^{\prime}\left(\frac{E_{1}}{E}\right)+\mathbf{P}^{\prime} \tag{23}
\end{align*}
$$
\]

where

$$
\begin{align*}
\bar{E}_{1} & =\left[P^{2}+m_{1}^{2}\right]^{\frac{1}{2}}  \tag{24}\\
\bar{E}_{2} & =\left[\bar{P}^{2}+m_{2}^{2}\right]^{\frac{1}{2}}  \tag{25}\\
\bar{E} & =\bar{E}_{1}+\bar{E}_{2} \tag{26}
\end{align*}
$$

The momentum $\overline{\mathbf{P}}$ is later chosen to be either the average momentum of the incident or scattered particles or the momentum corresponding to the center of a resonance, whichever is convenient for the approximation under study. With these substitutions, Eq. (18) becomes

$$
\begin{align*}
& \varphi(t)=|p, q\rangle \exp (-i E t)+\lim _{\eta \rightarrow 0}(2 \pi)^{-3} \exp (-i E t) \\
& \times \sum_{s^{\prime}} \int d \mathbf{P}^{\prime} d \mathbf{Q}^{\prime} \exp \left[i\left(\mathbf{P}^{\prime} \cdot \mathbf{r}+\mathbf{Q}^{\prime} \cdot \overline{\mathbf{x}}\right)\right] \chi_{z^{\prime}} \\
& \times \frac{\left\langle Q^{\prime}\left(\overline{E_{1}} / \bar{E}\right)+P^{\prime}, Q^{\prime}\left(E_{2} / \bar{E}\right)-P^{\prime}\right| V\left|\varphi_{p, q}\right\rangle}{E-E^{\prime}-i \eta} \\
&+\lim _{\eta \rightarrow 0}(2 \pi)^{-3} \exp \left(-i E t_{0}\right) \\
& \times \sum_{s^{\prime}} \int d \mathbf{P}^{\prime} d \mathbf{Q}^{\prime} \exp \left[i\left(\mathbf{P}^{\prime} \cdot \mathbf{r}+\mathbf{Q}^{\prime} \cdot \overline{\mathbf{x}}\right)\right] \chi_{z^{\prime}} \\
&\left\langle Q^{\prime}\left(E_{1} / \bar{E}\right)+P^{\prime}, Q^{\prime}\left(E_{2} / E\right)-P^{\prime}\right| \\
& \times T\left(E^{\prime}\right) \exp \left[-i E^{\prime}\left(t-t_{0}\right)\right]|p, q\rangle  \tag{27}\\
& E^{\prime}-E+i \eta
\end{align*}
$$

where now

$$
\begin{align*}
E^{\prime}= & {\left[\left(\mathbf{P}^{\prime}+\mathbf{Q}^{\prime}\left(\bar{E}_{1} / E\right)^{2}+m_{1}^{2}\right]^{\frac{1}{2}}\right.} \\
& +\left[\left(\mathbf{P}^{\prime}-\mathbf{Q}^{\prime}\left(E_{2} / E\right)^{2}+m_{2}^{2}\right]^{\frac{1}{2}}\right. \\
= & E_{1}^{\prime}+E_{2}^{\prime} \tag{28}
\end{align*}
$$

It is also convenient to factor the conservation of momentum delta functions from the matrix elements. Thus, let the reduced matrix element $\left\langle p^{\prime}, q^{\prime}\right|(O)|p, q\rangle$ of an operator $O$ be defined by
$\left\langle p^{\prime}, q^{\prime}\right| O|p, q\rangle=\delta\left(\mathbf{p}^{\prime}+\mathbf{q}^{\prime}-\mathbf{p}-\mathbf{q}\right)\left\langle p^{\prime}, q^{\prime}\right|(O)|p, q\rangle$.

With this substitution the $\mathbf{Q}^{\prime}$ integration in Eq. (27) can be done. The net effect is to replace $Q^{\prime}$ everywhere by $(\mathbf{p}+q)$.

Fig. 1. The path of integration in the $P^{\prime}$ plane.


To obtain the asymptotic limit for large $|\mathbf{r}|$, the usual procedure is simplified if, wherever $f\left(E^{\prime}\right)\left|Q^{\prime}\left(\bar{E}_{1} / \bar{E}\right)+P^{\prime}, Q^{\prime}\left(E_{2} / E\right)-P^{\prime}\right\rangle$ appears, it is replaced by $f\left(H_{0}\right)\left|Q^{\prime}\left(E_{1} / E\right)+P^{\prime}, Q^{\prime}\left(E_{2} / E\right)-P^{\prime}\right\rangle$. Then if $V\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)$ falls off with sufficient rapidity so that negligible error is made by integrating over some finite region rather than over all of space, Eq. (27) becomes
$\underset{r \rightarrow \infty}{p(t)} \doteq|p, q\rangle \exp (-i E t)+\frac{i(2 \pi)^{-2}}{r}$

$$
\begin{equation*}
\times \exp \{i[(\mathbf{p}+\mathbf{q}) \cdot \overline{\mathbf{x}}-E t]\} \lim _{\eta \rightarrow 0} \sum_{s^{\prime}}\left(I_{1 s^{\prime}}-I_{2 s^{\prime}}\right), \tag{30}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{1 s^{\prime}}=\int_{-\infty}^{\infty} P^{\prime} d P^{\prime} \exp \left(i P^{\prime} r\right) \\
& \times \frac{\chi_{s^{\prime}}\left((p+q)\left(E_{1} / E\right)+P^{\prime},(p+q)\left(E_{2} / E\right)-P^{\prime}|(V)| \varphi_{p, Q}\right)}{E^{\prime}-E+i \eta},
\end{aligned}
$$

$$
I_{2 s^{\prime}}=\exp \left[i E\left(t-t_{0}\right)\right] \int_{-\infty}^{\infty} P^{\prime} d P^{\prime}
$$

$$
\times \exp \left[i\left(P^{\prime} \xi-E^{\prime}\right)\left(t-t_{0}\right)\right] \chi_{s^{\prime}}
$$

$$
\left\langle(p+q)\left(E_{1} / E\right)+P^{\prime},(p+q)\left(E_{2} / E\right)-P^{\prime}\right|
$$

$$
\begin{equation*}
\times \frac{\times\left(T\left(E^{\prime}\right)\right)|p, q\rangle}{E^{\prime}-E+i \eta}, \tag{32}
\end{equation*}
$$

$$
\begin{equation*}
\xi=r /\left(t-t_{0}\right) \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{P}^{\prime}=P^{\prime}(\mathbf{r} / r) \tag{34}
\end{equation*}
$$

$$
E^{\prime}=\left\{\left[\mathbf{P}^{\prime}+(\mathbf{p}+\mathbf{q})\left(\bar{E}_{1} / E\right)\right]^{2}+m_{1}^{2}\right\}^{\frac{1}{2}}
$$

$$
\begin{equation*}
+\left\{\left[\mathbf{P}^{\prime}-(\mathbf{p}+\mathbf{q})\left(E_{2} / E\right)\right]^{2}+m_{2}^{2}\right\}^{\frac{1}{2}} \tag{35}
\end{equation*}
$$

## 3. CONTOUR INTEGRATIONS

The integral $I_{1 s^{\prime}}$ can be done by using a contour which closes in the upper half of the $P^{\prime}$ plane, whereas the integral $I_{2^{g^{\prime}}}$ can be done by using a contour similar to that described by the authors in Refs. 1 and 2. For the purpose of clarity the procedure for obtaining this contour is briefly repeated here.

Because of the $E^{\prime}\left(t-t_{0}\right)$ term in the exponent of the integrand of $I_{2 g^{\prime}}$, the contour cannot be closed in the upper $P^{\prime}$ plane alone for $\left(t-t_{0}\right)>0$. Examination of the phases shows that it is possible to have an infinite contour $C_{1}$ and $C_{3}$ in the 2nd and 4th quadrants as shown in Fig. 1. The contour $C_{2}$, also shown in Fig. 1, which connects these two infinite contours, is uniquely determined by the requirement that the integral along this path be a Laplace transform so that it can be directly evaluated asymptotically without further distortion of the contour. This follows from considering the transformation suggested by the exponent in Eq. (32),

$$
\begin{equation*}
\zeta=P^{\prime} \xi-E^{\prime} . \tag{36}
\end{equation*}
$$

The path in the $\zeta$ plane which corresponds to the path of integration of $I_{28^{\prime}}$ along the real $P^{\prime}$ axis is shown as the heavy line in Fig. 2 along with the appropriate phases. The branch points shown at $\pm \zeta_{0}$ and $\pm \zeta_{1}$ correspond to those values of $P^{\prime}$ which satisfy the equation $\left(d \zeta / d P^{\prime}\right)=0$, that is, for

$$
\begin{align*}
& \xi= \frac{\mathbf{P}^{\prime}}{}+\left(E_{1} / E\right) \mathbf{\mathbf { r }} \cdot(\mathbf{p}+\mathbf{q}) \\
&\left.\left\{\mathbf{P}^{\prime}+(\mathbf{p}+\mathbf{q})\left(E_{1} / E\right)\right]^{2}+m_{1}^{2}\right\}^{\frac{1}{2}}  \tag{37}\\
&+\frac{\mathbf{P}^{\prime}-\left(E_{2} / E\right) \mathbf{\mathbf { r }} \cdot(\mathbf{p}+\mathbf{q})}{\left\{\left[\mathbf{P}^{\prime}-(\mathbf{p}+\mathbf{q})\left(E_{2} / E\right)\right]^{2}+m_{2}^{2}\right\}^{\frac{1}{2}}}
\end{align*}
$$



Fig. 2. The path of integration in the $\zeta$ plane.

In terms of the speeds of the two particles, it can be shown from Eqs. (36) and (37) that

$$
\begin{align*}
\zeta_{0}= & M_{1}\left(1-\xi_{1}^{2}\right)^{-\frac{1}{2}}\left[1-\xi_{1}\left(\xi_{1}+\xi_{2}\right)\left(E_{2} / E\right)\right] \\
& \quad+M_{2}\left(1-\xi_{2}^{2}\right)^{-\frac{1}{2}}\left[1-\xi_{2}\left(\xi_{1}+\xi_{2}\right)\left(E_{1} / E\right)\right],  \tag{38}\\
\zeta_{1}= & M_{1}\left(1-\xi_{1}^{2}\right)^{-\frac{1}{2}}\left[1-\xi_{1}\left(\xi_{1}-\xi_{2}\right)\left(E_{2} / \bar{E}\right)\right] \\
& \quad-M_{2}\left(1-\xi_{2}^{2}\right)^{-\frac{1}{2}}\left[1+\xi_{2}\left(\xi_{1}-\xi_{2}\right)\left(E_{1} / E\right)\right], \tag{39}
\end{align*}
$$

where

$$
\begin{gather*}
\xi_{1}=\frac{P^{\prime}+\left(E_{1} / E\right) \hat{\mathbf{r}} \cdot(\mathbf{p}+\mathbf{q})}{\left\{\left[\mathbf{P}^{\prime}+(\mathbf{p}+\mathbf{q})\left(E_{1} / E\right)\right]^{2}+m_{1}^{2}\right\}^{\frac{1}{2}}}, \\
\xi_{2}=\frac{P^{\prime}-\left(E_{2} / E\right) \mathbf{f} \cdot(\mathbf{p}+\mathbf{q})}{\left\{\left[\mathbf{P}^{\prime}-(\mathbf{p}+\mathbf{q})\left(E_{2} / E\right)\right]^{2}+m_{2}^{2}\right\}^{\frac{1}{2}},} \\
M_{1}^{2}=m_{1}^{2}+\left(\bar{E}_{1} / E\right)^{2}\left\{(\mathbf{p}+\mathbf{q})^{2}-[\mathbf{r} \cdot(\mathbf{p}+\mathbf{q})]^{2}\right\}, \\
M_{2}^{2}=m_{2}^{2}+\left(\bar{E}_{2} / E\right)^{2}\left\{(\mathbf{p}+\mathbf{q})^{2}-[\mathbf{f} \cdot(\mathbf{p}+\mathbf{q})]^{2}\right\} . \tag{40}
\end{gather*}
$$

It should be noted, since the interaction takes place in the vicinity of the origin, that in the asymptotic limit in the center-of-energy system,

$$
\begin{equation*}
\xi_{1}=\frac{\left|\mathbf{x}_{1}\right|}{t-t_{0}}, \quad \xi_{2}=\frac{\left|\mathbf{x}_{2}\right|}{t-t_{0}} . \tag{41}
\end{equation*}
$$

The path of integration in the $\zeta$ plane can be rotated about $-\zeta_{0}$ to the dotted line shown in Fig. 2, encircling poles and indenting around branch points where necessary, thereby changing the Fourier transform to a Laplace transform. The contour $C_{2}$ in the $P^{\prime}$ plane corresponds to the dotted path of integration in the $\zeta$ plane shown in Fig. 2. The point $-\zeta_{0}$ corresponds to the point in the $P^{\prime}$ plane where $C_{2}$ crosses the real axis. This value of $P^{\prime}$ shown as $P_{\xi}$ in Fig. 1 satisfies Eq. (37). In the center-of-energy system this value of $P^{\prime}$ would be the momentum of $m_{1}$ or $m_{2}$ if the speed of separation of the particles after the collision is $r /\left(t-t_{0}\right)$.

The integration along $C_{2}$ can be evaluated asymptotically for large $t$ using Watson's lemma described
previously. ${ }^{9}$ The branch points at $\zeta_{0}$ and at $\pm \zeta_{1}$ can be shown to be sufficiently far removed from $-\zeta_{0}$ so that at most only the singularities of the $T$ matrix shown symbolically at $\zeta_{2}$ in Fig. 2 and the branch point at $-\zeta_{0}$ need be considered. In the following, the singularities of the $T$ matrix are assumed removed far enough from $-\zeta_{0}$ so that in evaluating Eq. (32) along the contour $C_{2}$, expansions can be made about $-\zeta_{0}$. This restricts the discussion to a consideration of that region of time where the resonant states decay with an exponential type behavior as shown below. The contribution to Eq. (32) from the path along $C_{2}$ is found in a way parallel to Eq. (38) of Ref. 2. The result is to lowest order in $\left|t-t_{0}\right|$,

$$
\begin{equation*}
I_{2 s^{\prime}} \sim\left|t-t_{0}\right|^{-\frac{1}{2}} \tag{42}
\end{equation*}
$$

Since $\left|t-t_{0}\right|$ is related to $r$ through Eq. (33), $\left(I_{2 z^{\prime}}\right)_{C_{3}}$ is of order $r^{-\frac{1}{2}}$ and does not therefore contribute to the scattering cross section.

With this result, Eq. (30) can be reduced considerably. Firstly, it should be noted that the integrand of Eq. (30) as represented by the sum ( $I_{1 \xi^{\prime}}-I_{2 \xi^{\prime}}$ ) cannot contain any singularities in the 2nd and 3rd quadrants of the $P^{\prime}$ plane. This follows because such singularities lead to incoming spherical waves which are a violation of the initial conditions. Thus, the simple pole which is in the second quadrant of the $P^{\prime}$ plane must cancel between the two terms $I_{1 s^{\prime}}$ and $I_{2 s^{\prime}}$ This cancellation can be seen explicitly if the substitution

$$
\begin{equation*}
\varphi_{v, q}=\left(1+\frac{1}{E-H} V\right)|p, q\rangle \tag{43}
\end{equation*}
$$

is made in Eq. (31). Since the contour integration for $I_{1 s^{\prime}}$ is in the upper-half $P^{\prime}$ plane, all other contributions from this term lead to functions which damp exponentially with $r$. Thus, $I_{1 s^{\prime}}$ does not contribute to the scattering cross section.

The time-independent [apart from a factor of $\exp (-i E t)]$ part of the cross section comes from $I_{2 s^{\prime}}$ because of the pole at $E^{\prime}-E+i \eta$ which lies in the 4th quadrant of the $P^{\prime}$ plane. As is shown in Fig. 1 , this pole is included within the contour only if $P_{\xi}<P^{\prime}$ or, equivalently, only if $\left(t-t_{0}\right) \geq\left(t-t^{\prime}\right)$, where $t^{\prime}$ is the time at which the particles elastically scatter. It therefore follows that $t^{\prime} \geq t_{0}$ so that, as expected, causality is automatically taken into account.
The time-dependent parts of the scattering contributions can be separated from the time-independent

[^139]parts by using the residue theorem to write Eq. (30) as
\[

$$
\begin{align*}
& \varphi(t)(\text { large } t)=|p, q\rangle \exp (-i E t) \\
& +(2 \pi)^{-8} r^{-1} \exp \{i[\operatorname{Pr}-E t+(\mathbf{p}+\mathbf{q}) \cdot \overline{\mathbf{x}}]\} \sum_{\boldsymbol{g}^{\prime}} f_{s^{\prime}} \chi_{s^{\prime}} \\
& \left.-\lim _{\eta \rightarrow 0}(2 \pi)^{-2} r^{-1} i \exp \left\{i[\mathrm{p}+\mathrm{q}) \cdot \overline{\mathrm{x}}-E t_{0}\right]\right\} \\
& \times \sum_{s^{\prime}} \int_{C z^{\prime} \neq \boldsymbol{E}} P^{\prime} d P^{\prime} \exp \left[i\left(P^{\prime} \xi-E^{\prime}\right)\left(t-t_{0}\right)\right] \chi_{s^{\prime}} \\
& \left\langle P^{\prime}+(p+q)\left(E_{1} / E\right),(p+q)\left(E_{2} / E\right)-P^{\prime}\right| \\
& \times \frac{\times\left(T\left(E^{\prime}\right)\right)|p, q\rangle}{E^{\prime}-E+i \eta}, \tag{44}
\end{align*}
$$
\]

where the scattering amplitude is given by

$$
\begin{align*}
& f_{s^{\prime}}=-(2 \pi)^{2} \frac{E_{1} E_{2}}{E}\left[1+\hat{\mathbf{p}} \cdot(\mathbf{p}+\mathbf{q}) \frac{\left(E_{1} E_{2}-\bar{E}_{2} E_{1}\right)}{P E E}\right]^{-1} \\
& \times\left\langle P+(p+q)\left(E_{1} / E\right),\right. \\
&\left.\times(p+q)\left(E_{2} / E\right)-P|(T(E))| p, q\right\rangle,  \tag{45}\\
& \mathbf{P}=P \hat{\mathbf{r}},  \tag{46}\\
& E_{1}=\left\{\left[\mathbf{P}+(\mathbf{p}+\mathbf{q})\left(E_{1} / \bar{E}\right)\right]^{2}+m_{1}^{2}\right\}^{\frac{1}{2}},  \tag{47}\\
& E_{2}=\left\{\left[\mathbf{P}-(\mathbf{p}+\mathbf{q})\left(\bar{E}_{2} / \bar{E}\right)\right]^{2}+m_{2}^{2}\right\}^{\frac{1}{2}},  \tag{48}\\
& E=E_{1}+E_{2}=\left(p^{2}+m_{1}^{2}\right)^{\frac{1}{2}}+\left(q^{2}+m_{2}^{2}\right)^{\frac{1}{2}}, \tag{49}
\end{align*}
$$

and the subscript $E^{\prime} \neq E$ means ignore the pole at $E^{\prime}=E-i \eta$ in doing the indicated contour integration.

It is easy to show the resonant nature of Eq. (44) explicitly by writing $T\left(E^{\prime}\right)$ as

$$
\begin{equation*}
T\left(E^{\prime}\right)=V+V G V \tag{50}
\end{equation*}
$$

where $G$ is the exact Green's function

$$
\begin{equation*}
G=\left[E^{\prime}-H+i \eta\right]^{-1} . \tag{51}
\end{equation*}
$$

Following Goldberger and Watson, ${ }^{10} G$ can be written as the product of two operators

$$
\begin{equation*}
G=F g, \tag{52}
\end{equation*}
$$

where $g$ is diagonal in the representation $|a\rangle$. As a particular example, the interaction $V$ considered previously could be the sum of two terms

$$
\begin{equation*}
H-H_{0}=V=U+\bar{V} \tag{53}
\end{equation*}
$$

so that

$$
\begin{equation*}
H-\bar{H}_{0}=\bar{V}, \quad \bar{H}_{0}-H_{0}=U . \tag{54}
\end{equation*}
$$

The states $|a\rangle$, which satisfy the equation

$$
\begin{equation*}
\bar{H}_{0}|a\rangle=E_{a}|a\rangle \tag{55}
\end{equation*}
$$

could then be resonant states of the $m_{1}, m_{2}$ system

[^140]that decay in the presence of the interaction $\bar{\nabla}$. The state $|a\rangle$ can be written as
\[

$$
\begin{equation*}
|a\rangle=(2 \pi)^{-\frac{1}{2}} \exp \left(i \mathbf{P}_{a} \cdot \overline{\mathbf{x}}\right) u_{a}(\mathbf{r}), \tag{56}
\end{equation*}
$$

\]

where $P_{a}$ represents the momentum of the center of energy of the system and $u_{a}(\mathbf{r})$ describes the internal degrees of freedom. The energy $E_{a}$ can be described by

$$
\begin{equation*}
E_{a}=\left[P_{a}^{2}+m_{a}^{2}\right]^{\frac{1}{2}} \tag{57}
\end{equation*}
$$

where $m_{a}$ is the mass of the resonant state. Since $g$ is diagonal in this representation,

$$
\begin{equation*}
\left\langle a^{\prime}\right| g|a\rangle=G_{a} \delta_{a^{\prime} a} \delta\left(\mathbf{P}_{a^{\prime}}-\mathbf{P}_{a}\right) \tag{58}
\end{equation*}
$$

Further, let these diagonal elements be the diagonal elements of $G$ so that

$$
\begin{equation*}
\langle a|(G)|a\rangle=G_{a} \quad \text { and } \quad\langle a|(F)|a\rangle=1 \tag{59}
\end{equation*}
$$

Substitution for $G$ from Eq. (52) into Eq. (51) then gives $G_{a}$ and, after some manipulation, $F$ as

$$
\begin{equation*}
G_{a}=\left[E^{\prime}-E_{a}-\langle a|(\bar{D} F)|a\rangle+i \eta\right]^{-1}, \tag{60}
\end{equation*}
$$

$F|a\rangle=|a\rangle+\left[E^{\prime}-\bar{H}_{0}+i \eta\right]^{-1}(1-|a\rangle\langle a|) \bar{\nabla} F|a\rangle$.
The matrix element of $V G V$ can be written as

$$
\begin{align*}
& \left\langle p^{\prime}, q^{\prime}\right| V G V|p, q\rangle \\
& \quad=\left\langle p^{\prime}, q^{\prime}\right| V G|a\rangle\langle a| V|p, q\rangle \\
& =G_{a}\left\langle p^{\prime}, q^{\prime}\right| V F|a\rangle\langle a| V|p, q\rangle \\
& =\frac{\delta\left(\mathbf{p}^{\prime}+\mathbf{q}^{\prime}-\mathbf{p}-\mathbf{q}\right)\left\langle p^{\prime}, q^{\prime}\right|(V F)|a\rangle\langle a|(V)|p, q\rangle}{E^{\prime}-E_{a}-\langle a|(\bar{V} F)|a\rangle+i \eta}, \tag{62}
\end{align*}
$$

where, since the integral over $\mathbf{P}_{a}$ has been done,

$$
\begin{equation*}
\mathbf{P}_{\mathbf{a}}=\mathbf{p}+\mathbf{q}, \quad \boldsymbol{E}_{a}=\left[(\mathbf{p}+\mathbf{q})^{2}+m_{a}^{2}\right]^{\frac{1}{2}} . \tag{63}
\end{equation*}
$$

The reduced matrix element of $T\left(E^{\prime}\right)$ is

$$
\begin{align*}
&\left\langle p^{\prime}, q^{\prime}\right|\left(T\left(E^{\prime}\right)\right)|p, q\rangle=\left\langle p^{\prime}, q^{\prime}\right|(V)|p, q\rangle \\
&+\frac{\left\langle p^{\prime}, q^{\prime}\right|(V F)|a\rangle\langle a|(V)|p, q\rangle}{E^{\prime}-E_{a}-\langle a|(\bar{V} F)|a\rangle+i \eta} . \tag{64}
\end{align*}
$$

The real and imaginary parts of $\langle a|(\bar{V} F)|a\rangle$ can be defined (for real $E^{\prime}$ ) as

$$
\begin{equation*}
R_{a}\left(E^{\prime}\right) \equiv\langle a|(\bar{V} F)|a\rangle=D_{a}\left(E^{\prime}\right)-\frac{1}{2} i \Gamma_{a}\left(E^{\prime}\right) \tag{65}
\end{equation*}
$$

In general, the denominator in Eq. (64) is a very complicated function of $E^{\prime}$. However, for the purposes of this paper, it is assumed that $\left|R_{a}\right| \ll E_{a}$ so that to lowest order

$$
\begin{equation*}
R_{a}\left(E^{\prime}\right)=D_{a}\left(E_{a}\right)-\frac{1}{2} i \Gamma_{a}\left(E_{a}\right) \tag{66}
\end{equation*}
$$

With these assumptions, Eq. (44) becomes

$$
\begin{align*}
& \underset{\rightarrow \rightarrow \infty}{\varphi(t)(\text { large } t)=|p, q\rangle \exp (-i E t), ~(0) ~} \\
& +\frac{\exp \{i[P r-E t+(\mathbf{p}+\mathbf{q}) \cdot \overline{\mathbf{x}}]\}}{r}(2 \pi)^{-3} \sum_{s^{\prime}} f_{s^{\prime}} \chi_{s^{\prime}} \\
& -\lim _{\eta \rightarrow 0} \frac{i \exp \left\{i\left[(\mathbf{p}+\mathbf{q}) \cdot \overline{\mathbf{x}}-E t_{0}\right]\right\}}{(2 \pi)^{2} r} \\
& \times \sum_{s^{\prime}} \int_{C_{E^{\prime} \neq \boldsymbol{Z}}} P^{\prime} d P^{\prime} \chi_{s^{\prime}} \frac{\exp \left[i\left(P^{\prime} \xi-E^{\prime}\right)\left(t-t_{0}\right)\right]}{E^{\prime}-E+i \eta} \\
& \times\left\langle P^{\prime}+(p+q)\left(E_{1} / E\right),(p+q)\left(E_{2} / E\right)-P^{\prime}\right|(V)|p, q\rangle \\
& -\lim _{\eta \rightarrow 0} \frac{i \exp \left\{i\left[(\mathbf{p}+\mathbf{q}) \cdot \overline{\mathbf{x}}-E t_{0}\right]\right\}}{(2 \pi)^{2} r} \\
& \times \sum_{s^{\prime}} \int_{C_{B^{\prime} \neq E}} P^{\prime} d P^{\prime} \chi_{s^{\prime}} \frac{\exp \left[i\left(P^{\prime} \xi-E^{\prime}\right)\left(t-t_{0}\right)\right]}{\left[E^{\prime}-E+i \eta\right]} \\
& \left\langle P^{\prime}+(p+q)\left(E_{1} / E\right),(p+q)\left(E_{2} / E\right)-P^{\prime}\right| \\
& \times \frac{\times(V F)|a\rangle\langle a|(V)|p, q\rangle}{\left[E^{\prime}-E_{a}-D_{a}\left(E_{a}\right)+\frac{1}{2} i \Gamma_{a}\left(E_{a}\right)+i \eta\right]} . \tag{67}
\end{align*}
$$

However, the third term of Eq. (67) does not contribute to the scattering cross section since it contributes only to the incident flux. This follows directly from a consideration of the matrix element,

$$
\begin{aligned}
& M= \\
& \left\langle P^{\prime}+(p+q)\left(E_{1} / \bar{E}\right),(p+q)\left(E_{2} / \bar{E}\right)-P^{\prime}\right|(V)|p, q\rangle .
\end{aligned}
$$

Changing variables of integration according to Eqs. (20) and (21) gives, since $V$ must be invariant to displacements,

$$
\begin{equation*}
M=\int d \mathbf{r} \exp \left[-i\left(\mathbf{P}^{\prime}-\mathbf{P}_{0}\right) \cdot \mathbf{r}\right] f(\mathbf{r}) \tag{68}
\end{equation*}
$$

where

$$
\mathbf{P}_{0}=\mathbf{p}\left(E_{2} / E\right)-\mathbf{q}\left(E_{1} / \bar{E}\right) .
$$

A general interaction $V$ must also be invariant to rotations. This determines that

$$
\begin{equation*}
f(r)=\sum_{j} A_{l, \cdots{ }_{m} r_{l} \cdots r_{m} g_{j}(r), ~, ~}^{\text {, }} \tag{69}
\end{equation*}
$$

where $A_{i, \ldots m}^{j}$ are tensors which contain the spin directions and, if $V$ contains differential operators, the initial momenta. Thus,

$$
\begin{align*}
M=\sum_{j} A_{i, \cdots m}^{j}\left(P_{l}^{\prime}-P_{0}\right) \cdots & \left(P_{m}^{\prime}-P_{\mathbf{0} m}\right) \\
& \times \mathbf{g}^{\prime}\left(\left|\mathbf{P}^{\prime}-\mathbf{P}_{\mathbf{0}}\right|\right), \tag{70}
\end{align*}
$$

so that any singularities of $M$ must be at the points

$$
\begin{equation*}
\left|\mathbf{P}^{\prime}-\mathbf{P}_{0}\right|^{2}+C^{2}=0 \tag{71}
\end{equation*}
$$

where $C^{2}$ cannot be a negative real number since it is assumed that the integrand is analytic in the neighbor-
hood of the real $P^{\prime}$ axis. The roots of Eq. (71) are

$$
\begin{equation*}
P^{\prime}=\mathbf{P}_{\mathbf{0}} \cdot \hat{\mathbf{r}} \pm i\left[C^{2}+\left(\mathbf{P}_{\mathbf{0}} \times \hat{\mathbf{r}}\right)^{2}\right]^{\frac{1}{2}} . \tag{72}
\end{equation*}
$$

If this singularity, with either sign, is included within the contour of Fig. 1, the result of the evaluation of the third term in Eq. (67) is proportional to

$$
\begin{aligned}
& r^{-1} \exp \left\{-\left|\operatorname{Im} E^{\prime}\right| \left\lvert\, t-t_{0}-\operatorname{Re}\left[C^{2}+\left(\mathbf{P}_{0} \times \hat{\mathbf{r}}\right)^{2}\right]^{\frac{1}{2}}\right.\right. \\
& \left.\times\left|\operatorname{Im} E^{\prime}\right|^{-1} r \mid\right\} \exp \left[i\left(\mathbf{p} \cdot \mathbf{x}_{1}+\mathbf{q} \cdot \mathbf{x}_{2}\right)\right]
\end{aligned}
$$

an exponentially damping contribution to the incident plane wave.

Similarly, since to lowest order in $\bar{V}, F|a\rangle \cong|a\rangle$, it follows that the singularities of the matrix element in the last term of Eq. (67), in this approximation, also contribute only to the incident plane wave. The residue theorem can then be used to write Eq. (67) as

$$
\begin{align*}
& \varphi(t)(\text { large } t)=|p, q\rangle \exp (-i E t) \\
& \quad+\frac{(2 \pi)^{-3}}{r} \exp \{i[\operatorname{Pr}-E t+(\mathbf{p}+\mathbf{q}) \cdot \overline{\mathbf{x}}]\} \\
& \quad \times \sum_{s^{\prime}} f_{s^{\prime}} \chi_{s^{\prime}}-\frac{(2 \pi)^{-3}}{r} \exp \left\{i\left[(\mathbf{p}+\mathbf{q}) \cdot \overline{\mathbf{x}}-E t_{0}\right]\right\} \\
& \quad \times \sum_{s^{\prime}, a} \exp \left\{i\left[P_{R^{\prime}} r-E_{R}\left(t-t_{0}\right)\right]\right\} \\
& \quad \times \exp \left[-\frac{1}{2} \Gamma_{a}\left(t^{\prime}-t_{0}\right)\right] x_{s^{\prime}} h_{s^{\prime} a}, \tag{73}
\end{align*}
$$

where

$$
P_{c}=P_{R}+i P_{I},
$$

$$
\begin{align*}
& \left\{\left[\mathbf{P}_{c}+(\mathbf{p}+\mathbf{q})\left(E_{1} / \bar{E}\right)\right]^{2}+m_{1}^{2}\right\}^{\frac{1}{2}} \\
& \quad+\left\{\left[\mathbf{P}_{c}-(\mathbf{p}+\mathbf{q})\left(\bar{E}_{2} / \bar{E}\right)\right]^{2}+m_{2}^{2}\right\}^{\frac{1}{2}} \\
& \quad=E_{a}+D_{a}\left(E_{a}\right)-\frac{1}{2} i \Gamma_{a}\left(E_{a}\right) \tag{74}
\end{align*}
$$

is the position of the pole in the $P^{\prime}$ plane,

$$
\begin{equation*}
E_{R}=E_{a}+D_{a}, \tag{75}
\end{equation*}
$$

$$
\begin{align*}
h_{s^{\prime}, a}= & -(2 \pi)^{2} P_{c}\left[\partial E^{\prime}\left(P_{c}\right) / \partial P_{c}\right]^{-1} \\
& \left\langle P_{c}+(p+q)\left(\bar{E}_{1} / E\right),(p+q)\left(E_{2} / E\right)-P_{c}\right| \\
& \times \frac{\times(V F)|a\rangle\langle a|(V)|p, q\rangle}{E-E_{a}-D_{a}+\frac{1}{2} i \Gamma_{a}}, \tag{76}
\end{align*}
$$

$$
\begin{equation*}
t^{\prime}=t+\left(2 P_{I} / \Gamma_{a}\right) r . \tag{77}
\end{equation*}
$$

The time $t^{\prime}$ is the retarded time at which the resonant state decays, since for small $\frac{1}{2} \Gamma_{a}$ and $P_{I}$, the CauchyRiemann condition gives

$$
\left(\partial E_{R} / \partial P_{R}\right)=\left[\partial\left(-\frac{1}{2} \Gamma_{a}\right) / \partial P_{I}\right] \cong-\Gamma_{a} / 2 P_{I},
$$

so that

$$
\begin{equation*}
t^{\prime}=t-\left[r /\left(\partial E_{R} / \partial P_{R}\right)\right] \tag{78}
\end{equation*}
$$

or

$$
\begin{equation*}
t^{\prime}-t_{0}=\left[1-\xi /\left(\partial E_{R} / \partial P_{R}\right)\right]\left(t-t_{0}\right) . \tag{79}
\end{equation*}
$$

If $\Gamma_{a}>0$, then the pole is included within the contour only for $\xi<\left(\partial E_{R} / \partial P_{R}\right)$. Equation (79) then shows that $\left(t^{\prime}-t_{0}\right)>0$ for $\left(t-t_{0}\right)>0$. This constitutes a time delay and is therefore resonant scattering. If $\Gamma_{a}<0$, then the pole is included within the contour only for $\xi>\left(\partial E_{R} / \partial P_{R}\right)$. Equation (79) then shows that $\left(t^{\prime}-t_{0}\right)<0$ for $\left(t-t_{0}\right)>0$. This is a time advance and is therefore a case of antiresonance scattering. In both cases, the last term of Eq. (73) is exponentially damped at $\left(t-t_{0}\right) \rightarrow \infty$ because for $\xi \neq\left(\partial E_{R} / \partial P_{R}\right)$, $\Gamma_{a}\left(t^{\prime}-t_{0}\right) \rightarrow \infty$. The remaining terms of Eq. (73) are just the usual $S$-matrix result. However, the last term can contribute to the scattering cross section since in a particular experiment $\frac{1}{2} \Gamma_{a}\left(t^{\prime}-t_{0}\right)$ may not be large. This would be particularly apparent if $\Gamma_{a}$ is very small or if a second scattering takes place close to the initial interaction region.

## 4. FINAL STATE WAVE PACKETS

Up to this point there has been no discussion of the nature of the wave packets. Since the incident particles are usually independently prepared; the wave packet amplitude $A(\mathbf{p}, \mathbf{q})$ [see Eq. (14)] is assumed to be of the form

$$
\begin{equation*}
A(\mathbf{p}, \mathbf{q})=a\left(\mathbf{p}-\mathbf{p}_{0}\right) b\left(\mathbf{q}+\mathbf{p}_{0}\right) \tag{80}
\end{equation*}
$$

so that initially

$$
\begin{align*}
\psi(t)=(2 \pi)^{-3} \int & d \mathbf{p} d \mathbf{q} a\left(\mathbf{p}-\mathbf{p}_{0}\right) b\left(\mathbf{q}+\mathbf{p}_{0}\right) \\
& \times \exp \left[i\left(\mathbf{p} \cdot \mathbf{x}_{1}+\mathbf{q} \cdot \mathbf{x}_{2}-E t\right)\right] . \tag{81}
\end{align*}
$$

Also, as is usually the case physically, assume that the amplitudes $a\left(\mathbf{p}-\mathbf{p}_{0}\right)$ and $b\left(\mathbf{q}+\mathbf{p}_{0}\right)$ are sufficiently narrow that terms of order $\left[\left(\mathbf{p}-\mathbf{p}_{0}\right)^{2} /\left(p_{0}^{2}+m_{1}^{2}\right)^{\frac{1}{2}}\right]$ and $\left[\left(\mathbf{q}+\mathbf{p}_{0}\right)^{2} /\left(p_{0}^{2}+m_{2}^{2}\right)^{\frac{1}{2}}\right]$ can be ignored. In this approximation Eq. (81) becomes, after changing variables of integration according to

$$
\begin{gather*}
\tau=\mathbf{p}-\mathbf{p}_{0}, \quad \boldsymbol{\sigma}=\mathbf{q}+\mathbf{p}_{0}, \\
\psi(t) \cong(2 \pi)^{-s} \exp \left[i\left(\mathbf{p}_{0} \cdot \mathbf{r}-E_{0} t\right)\right. \\
\times \int d \tau \operatorname{d\sigma a(\tau )b(\boldsymbol {\sigma })\operatorname {exp}[i\tau \cdot (\mathbf {x}_{1}-\mathbf {v}_{01}t)]} \\
\times \exp \left[i \sigma \cdot\left(\mathbf{x}_{2}-\mathbf{v}_{02} t\right)\right] \tag{82}
\end{gather*}
$$

where

$$
\begin{align*}
E_{0} & =\left(p_{0}^{2}+m_{1}^{2}\right)^{\frac{1}{2}}+\left(p_{0}^{2}+m_{2}^{2}\right)^{\frac{1}{2}} \\
& =E_{01}+E_{02} \\
\mathbf{v}_{01} & =p_{0} / E_{01}, \quad \mathbf{v}_{02}=-\mathbf{p}_{0} / E_{02} \tag{83}
\end{align*}
$$

The two independent packets therefore move toward one another with negligible change in shape, in a frame of reference where each has an average momentum $p_{0}$. The centers of the packets can be made to lie along a line perpendicular to $p_{0}$ at $t=0$, their distance
of separation depending upon the choice of the phase of $a(\tau) b(\sigma)$. For wave packets with finite spatial extent the time $t_{0}$ can be chosen as the time that particular parts of the wave packets begin to interact. Consequently, $t_{0}$ would then be a function of the relative coordinates of the packets. For example, if the interaction distance is much smaller than the size of either wave packet, then for $t$ in the neighborhood of zero,

$$
\begin{equation*}
t_{0} \cong-\frac{\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) \cdot \hat{v}_{01}}{\left|\mathbf{v}_{01}-\mathbf{v}_{02}\right|} \tag{84}
\end{equation*}
$$

Thus for $t_{0}=0$, the centers of the packets would begin to interact whereas the initial interaction would have taken place at $t_{0}=-\delta\left|\mathbf{v}_{01}-\mathrm{v}_{\mathbf{0 2}}\right|^{-1}$, where $\delta$ is the spatial extent of each packet. For $t>0, t_{0}$ can be obtained from the definition $\xi=r\left(t-t_{0}\right)^{-1}$. Since $t_{0}$ is bounded in the vicinity of zero and since, as is shown below, $r$ is bounded in the vicinity of $\langle r\rangle$, the distance between the centers of the final state packets, $\xi$ approaches the constant value

$$
\begin{equation*}
\langle\xi\rangle=(\langle r\rangle / t) \tag{85}
\end{equation*}
$$

in the asymptotic limit of large $t$. Therefore, for large $t$,

$$
t_{0}=t-(r /\langle\xi\rangle),
$$

where $r$ varies over the dimensions of the final states wave packets.

The wavefunction for the scattered particles as obtained from Eq. (73) is

$$
\begin{equation*}
\underset{r \rightarrow \infty}{\psi(t)(\text { large } t)=(2 \pi)^{-3} r^{-1}\left(\psi_{1}-\psi_{2}\right), ~} \tag{86a}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{1}=\sum_{\varepsilon^{\prime}} \int & d \mathbf{p} d \mathbf{q} a\left(\mathbf{p}-\mathbf{p}_{0}\right) b\left(\mathbf{q}+\mathbf{p}_{0}\right) f_{s^{\prime}} \chi_{s^{\prime}} \\
& \times \exp \{i[P r-E t+(\mathbf{p}+\mathbf{q}) \cdot \overline{\mathbf{x}}]\} \tag{86b}
\end{align*}
$$

$$
\begin{align*}
\psi_{2}= & \sum_{s^{\prime}, a} \int d \mathbf{p} d \mathbf{q} a\left(\mathbf{p}-\mathbf{p}_{0}\right) b\left(\mathbf{q}+\mathbf{p}_{0}\right) h_{\mathbf{s}^{\prime} a} \chi_{s^{\prime}} \\
& \times \exp \left[-\frac{1}{2} \Gamma_{a}\left(t^{\prime}-t_{0}\right)\right] \\
& \times \exp \left\{i\left[P_{R} r-E_{R}\left(t-t_{0}\right)-E t_{0}+(\mathbf{p}+\mathbf{q}) \cdot \overline{\mathbf{x}}\right]\right\} \tag{86c}
\end{align*}
$$

To illustrate the procedure to be followed, consider first $\psi_{1}$ alone. By again changing to the $\tau, \sigma$ variables and retaining only terms linear in $\tau$ and $\sigma$, Eq. (86b) becomes

$$
\begin{align*}
\psi_{1}= & \sum_{s^{\prime}} \exp \left(-i E_{0} t\right) \int d \tau d \sigma a(\tau) b(\sigma) f_{s} \chi_{z^{\prime}} \\
& \times \exp \left\{i\left[\operatorname{Pr}+\tau \cdot\left(\overline{\mathbf{x}}-\mathbf{v}_{01} t\right)+\sigma \cdot\left(\overline{\mathbf{x}}-\mathbf{v}_{02} t\right)\right]\right\} \tag{87}
\end{align*}
$$

where $f_{s^{\prime}} \chi_{s^{\prime}}$ are now functions of $\tau$ and $\sigma$, and from

Eqs. (47)-(49)

$$
\begin{align*}
\{[\mathbf{P}+ & \left.\left.(\tau+\sigma)\left(E_{1} / E\right)\right]^{2}+m_{1}^{2}\right\}^{\frac{1}{3}} \\
& +\left\{\left[\mathbf{P}-(\tau+\sigma)\left(E_{2} / E\right)\right]^{2}+m_{2}^{2}\right\}^{\frac{1}{2}} \\
= & {\left[\left(\tau+\mathbf{p}_{0}\right)^{2}+m_{1}^{2}\right]^{\frac{1}{2}}+\left[\left(\sigma-\mathbf{p}_{0}\right)^{2}+m_{2}^{2}\right]^{\frac{1}{2}} } \tag{88}
\end{align*}
$$

Because of the variation due to $\tau$ and $\sigma, P$ will vary about some average value $\langle\mathbf{P}\rangle$. Therefore, if

$$
\begin{equation*}
\mathbf{P}=\langle\mathbf{P}\rangle+\Delta \mathbf{P} \tag{89}
\end{equation*}
$$

expansion of both sides of Eq. (88) gives the equation which defines $\langle\mathbf{P}\rangle$ as

$$
\begin{align*}
\langle E\rangle & =\left\langle E_{1}\right\rangle+\left\langle E_{2}\right\rangle \\
& =\left(\langle P\rangle^{2}+m_{1}^{2}\right)^{\frac{1}{2}}+\left(\langle P\rangle^{2}+m_{2}^{2}\right)^{\frac{1}{2}}=E_{01}+E_{02} \tag{90}
\end{align*}
$$

and

$$
\begin{align*}
\Delta \mathbf{P} \cdot(\langle\mathbf{P}\rangle /|\langle\mathbf{P}\rangle|)= & \left(\mathbf{v}_{01} \cdot \boldsymbol{\tau}+\mathbf{v}_{02} \cdot \boldsymbol{\sigma}\right)\left|\left\langle\mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{2}\right\rangle\right|^{-\mathbf{1}} \\
& -(\boldsymbol{\tau}+\boldsymbol{\sigma}) \cdot\left[\left\langle\mathbf{v}_{\mathbf{1}}\right\rangle\left(\bar{E}_{\mathbf{1}} / E\right)\right. \\
& \left.+\left\langle\mathbf{v}_{\mathbf{2}}\right\rangle\left(E_{\mathbf{2}} / E\right)\right]\left|\left\langle\mathbf{v}_{\mathbf{1}}\right\rangle-\left\langle\mathbf{v}_{\mathbf{2}}\right\rangle\right|^{-\mathbf{1}}, \quad(9 \tag{91}
\end{align*}
$$

where

$$
\begin{equation*}
\left\langle\mathbf{v}_{1}\right\rangle=\langle\mathbf{P}\rangle /\left\langle E_{1}\right\rangle ; \quad\left\langle\mathbf{v}_{2}\right\rangle=-\langle\mathbf{P}\rangle\left\langle\left\langle E_{2}\right\rangle .\right. \tag{92}
\end{equation*}
$$

The wavefunction $\psi_{1}$ then becomes

$$
\begin{align*}
\psi_{1}= & \sum_{s^{\prime}} \exp [i(\langle P\rangle r-\langle E\rangle t)] \int d \tau d \sigma a(\tau) b(\sigma) f_{s^{\prime}} \chi_{s^{\prime}} \\
& \times \exp \left(i \tau \cdot \left\{\overline{\mathbf{x}}-\left[\left\langle\mathbf{v}_{1}\right\rangle\left(E_{1} / E\right)\right.\right.\right. \\
& \left.\left.\left.+\left\langle\mathbf{v}_{2}\right\rangle\left(E_{2} / E\right)\right]\left(t-t_{w}^{\prime}\right)-\mathbf{v}_{01} t_{w}^{\prime}\right\}\right) \\
& \times \exp \left(i \sigma \cdot \left\{\overline{\mathbf{x}}-\left[\left\langle\mathbf{v}_{1}\right\rangle\left(E_{1} / \bar{E}\right)\right.\right.\right. \\
& \left.\left.\left.+\left\langle\mathbf{v}_{\mathbf{2}}\right\rangle\left(E_{2} / \bar{E}\right)\right]\left(t_{2}-t_{w}^{\prime}\right)-\mathbf{v}_{02} t_{w}^{\prime}\right\}\right\rangle \tag{93}
\end{align*}
$$

where $t_{w}^{\prime}$ is the time of scattering defined by

$$
\begin{equation*}
t_{w}^{\prime}=t-r\left|\left\langle\mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{2}\right\rangle\right|^{-1} \tag{94}
\end{equation*}
$$

Just as for $t_{0}, t_{w}^{\prime}$ varies as $r$ varies over the dimensions of the final state packets. From the definition of $\overline{\mathbf{x}}$ from Eq. (20), it is clear that $\psi_{1}$ is a function only of $\left[\mathrm{x}_{1}-\left\langle\mathbf{v}_{1}\right\rangle\left(t-t_{w}^{\prime}\right)\right]$ and $\left[\mathbf{x}_{2}-\left\langle\mathbf{v}_{2}\right\rangle\left(t-t_{w}^{\prime}\right)\right]$. Therefore, $\psi_{1}$ resembles two separate wave packets, one centered about $\left\langle\mathbf{x}_{1}\right\rangle=\left\langle\mathbf{v}_{1}\right\rangle\left(t-\left\langle t_{w}^{\prime}\right\rangle\right)$ and the other centered about $\left\langle\mathbf{x}_{2}\right\rangle=\left\langle\mathbf{v}_{2}\right\rangle\left(t-\left\langle t_{w}^{\prime}\right\rangle\right)$, where $\left\langle t_{w}^{\prime}\right\rangle$ is the value of $t_{v}^{\prime}$ when the centers of the packets are at the origin. If the choice $\langle\mathbf{P}\rangle=\langle\mathbf{P}\rangle$ is made, then from Eq. (90), $\left|\mathbf{p}_{0}\right|=|\langle\mathbf{P}\rangle|$ and the center of energy is stationary, that is $\dot{\overline{\mathbf{x}}}=0$ before $t=0$ and after $t=\left\langle t_{w}^{\prime}\right\rangle$.
The time $\left\langle t_{w}^{\prime}\right\rangle$ can be obtained by using a method originated by Wigner. ${ }^{11}$ This method in essence compares the phases of the final wave packets evaluated at their centers to the phases of the initial wave packets evaluated at their centers. If

$$
\begin{equation*}
f_{s^{\prime}}=\left|f_{s^{\prime}}\right| \exp (i \alpha) \tag{95}
\end{equation*}
$$

[^141]then
\[

$$
\begin{equation*}
\alpha(E) \cong \alpha\left(E_{0}\right)+\left[\partial \alpha\left(E_{0}\right) / \partial E_{0}\right]\left(\tau \cdot v_{01}+\sigma \cdot v_{02}\right) \tag{96}
\end{equation*}
$$

\]

and the final state wave packets at $t=\left\langle t_{v}^{\prime}\right\rangle$

$$
\begin{equation*}
\left\langle t_{w}^{\prime}\right\rangle=\partial \alpha\left(E_{0}\right) / \partial E_{0} \tag{97}
\end{equation*}
$$

are at the same position as that of the initial wave packets at $t=0$. This asymptotic time delay (or advance) is in agreement with the recent work of Ohmura. ${ }^{3}$
The expression for $\psi_{\mathbf{2}}$ can be reduced in a manner similar to that used for $\psi_{1}$. The difference being that instead of Eq. (88), the conservation of energy equation as obtained from Eq. (74) is, in the $\sigma$ and $\tau$ variables,

$$
\begin{align*}
& \left\{\left[\mathbf{P}_{\mathrm{c}}+(\sigma+\tau)\left(E_{1} / E\right)\right]^{2}+m_{1}^{2}\right\}^{\frac{1}{2}} \\
& \quad+\left\{\left[\mathbf{P}_{c}-(\sigma+\tau)\left(E_{2} / E\right)\right]^{2}+m_{2}^{2}\right\}^{\frac{1}{2}} \\
& =\left[(\sigma+\tau)^{2}+m_{a}^{2}\right]^{\frac{1}{2}}+D_{a}\left\{\left[(\sigma+\tau)^{2}+m_{a}^{2}\right]^{\frac{1}{2}}\right\}
\end{aligned} \quad \begin{aligned}
& \quad-\frac{1}{2} i \Gamma_{a}\left\{\left[(\sigma+\tau)^{2}+m_{a}^{2}\right]^{\frac{1}{2}}\right\} .
\end{align*}
$$

The zeroth- and first-order terms in $\sigma$ and $\tau$ thus are

$$
\begin{align*}
& {\left[\left\langle\mathbf{P}_{c}\right\rangle^{2}+m_{1}^{2}\right]^{\frac{1}{2}}+\left[\left\langle\mathbf{P}_{c}\right\rangle^{2}+m_{2}^{2}\right]^{\frac{1}{2}}} \\
& \quad=m_{a}+D_{a}\left(m_{a}\right)-\frac{1}{2} i \Gamma_{a}\left(m_{a}\right) \tag{99}
\end{align*}
$$

and

$$
\begin{align*}
& \Delta \mathbf{P}_{c} \cdot\left(\left\langle\mathbf{P}_{c}\right\rangle / /\left\langle\mathbf{P}_{c}\right\rangle \mid\right) \\
& =-(\sigma+\tau) \cdot\left[\left\langle\mathbf{v}_{10}\right\rangle\left(E_{1} / E\right)+\left\langle\mathbf{v}_{2 c}\right\rangle\left(E_{2} / E\right)\right] \\
& \left.\quad \times \mid\left\langle\mathbf{v}_{1 c}\right\rangle-\left\langle\mathbf{v}_{\mathbf{2} c}\right\rangle\right]^{-1}, \tag{100}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{P}_{c} & =\left\langle\mathbf{P}_{c}\right\rangle+\Delta \mathbf{P}_{c}, \\
\left\langle\mathbf{v}_{1 c}\right\rangle & =\left\langle\mathbf{P}_{c}\right\rangle /\left[\left\langle\mathbf{P}_{c}\right\rangle^{2}+m_{1}^{2}\right]^{\frac{1}{2}} \\
\left\langle\mathbf{v}_{\mathbf{2}}\right\rangle & =-\left\langle\mathbf{P}_{\boldsymbol{c}}\right\rangle /\left[\left\langle\mathbf{P}_{o}\right\rangle^{2}+m_{2}^{2}\right]^{\frac{1}{2}} . \tag{101}
\end{align*}
$$

The expression for $\psi_{2}$ is more connplicated than that for $\psi_{1}$ since $\left\langle\mathbf{v}_{1 c}\right\rangle$ and $\left\langle\mathbf{v}_{2 c}\right\rangle$ are complex quantities. However, in the limit $\left[\Gamma_{a}\left(m_{a}\right) / E_{R}\right] \ll 1$, which covers most physical cases, products such as $|\sigma|\left(\Gamma_{a} / E_{R}\right)$ or $|\tau|\left(\Gamma_{a} / E_{R}\right)$ can be neglected. Thus, Eq. (100) becomes

$$
\begin{align*}
& \Delta \mathbf{P}_{\mathrm{c}} \cdot\left(\left\langle\mathbf{P}_{c}\right\rangle /\left|\left\langle\mathbf{P}_{c}\right\rangle\right|\right) \\
&=-(\boldsymbol{\sigma}+\boldsymbol{\tau}) \cdot\left[\left\langle\mathbf{v}_{10}\right\rangle_{R}\left(\bar{E}_{1} / \bar{E}\right)+\left\langle\mathbf{v}_{\mathbf{2} c}\right\rangle_{R}\left(\bar{E}_{2} / E\right)\right]  \tag{102}\\
& \times\left|\left\langle\mathbf{v}_{\mathbf{1 c}}\right\rangle_{R}-\left\langle\mathbf{v}_{\mathbf{2 c}}\right\rangle_{R}\right|^{-\mathbf{1}},
\end{align*}
$$

where use has been made of the expressions which are correct to order $\left(\Gamma_{a} / E_{R}\right)$,

$$
\begin{gather*}
\left\langle\mathbf{v}_{c}\right\rangle=\left\langle\mathbf{v}_{c}\right\rangle_{R}+i\left\langle\mathbf{v}_{c}\right\rangle_{I},  \tag{103}\\
\left\langle\mathbf{v}_{10}\right\rangle_{R}=\left(\left\langle\mathbf{P}_{R}\right\rangle /\left\langle E_{1 R}\right\rangle\right), \quad\left\langle\mathbf{v}_{2 c}\right\rangle_{R}=-\left(\left\langle\mathbf{P}_{R}\right\rangle\left\langle\left\langle E_{2 R}\right\rangle\right),\right. \\
\left.\left\langle\mathbf{v}_{1 c}\right\rangle_{I}=\left(\left\langle\mathbf{P}_{I}\right\rangle\right\rangle\left\langle E_{1 R}\right\rangle\right)+\frac{1}{2}\left[\Gamma_{a}\left(m_{a}\right) /\left\langle E_{R}\right\rangle\right]  \tag{104}\\
\times\left(\langle \mathbf { P } _ { R } \rangle \langle \langle E _ { 1 R } \rangle ) \left(\left\langle E_{2 R}\right\rangle\left\langle\left\langle E_{1 R}\right\rangle\right),\right.\right. \tag{105}
\end{gather*}
$$

$$
\begin{align*}
\left\langle\mathbf{v}_{2 c}\right\rangle_{I}= & -\left(\left\langle\mathbf{P}_{I}\right\rangle /\left\langle E_{2 R}\right\rangle\right)-\frac{1}{2}\left[\Gamma_{a}\left(m_{a}\right) /\left\langle E_{R}\right\rangle\right] \\
& \times\left(\left\langle\mathbf{P}_{R}\right\rangle /\left\langle E_{2 R}\right\rangle\right)\left(\left\langle E_{1 R}\right\rangle /\left\langle E_{2 R}\right\rangle\right),  \tag{106}\\
\left\langle\mathbf{P}_{R}\right\rangle\left\langle\mathbf{P}_{I}\right\rangle= & -\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\left(\left\langle E_{1 R}\right\rangle\left\langle E_{2 R}\right\rangle /\left\langle E_{R}\right\rangle\right),  \tag{107}\\
\left\langle E_{R}\right\rangle & =\left\langle E_{1 R}\right\rangle+\left\langle E_{2 R}\right\rangle \\
= & {\left[\left(\left\langle\mathbf{P}_{R}\right\rangle\right)^{2}+m_{1}^{2}\right]^{\frac{1}{2}}+\left[\left(\left\langle\mathbf{P}_{R}\right\rangle\right)^{2}+m_{2}^{2}\right]^{\frac{1}{4}} } \\
= & m_{a}+D_{a}\left(m_{a}\right) . \tag{108}
\end{align*}
$$

With these assumptions $\psi_{2}$ becomes

$$
\begin{align*}
\psi_{2}= & \sum_{s^{\prime}, a} \exp \left\{i\left[\left\langle P_{R}\right\rangle r-\left\langle E_{R}\right\rangle\left(t-t_{0}\right)-E_{0} t_{0}\right]\right\} \\
& \times \exp \left[-\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\left(t^{\prime}-t_{0}\right)\right] \\
& \times \int d \tau d \boldsymbol{\sigma} a(\tau) b(\sigma) h_{s^{\prime}} \chi_{s^{\prime}} \\
& \times \exp \left(i \tau \cdot \left\{\overline{\mathbf{x}}-\left[\left\langle\mathbf{v}_{\mathbf{1 0}_{10}}\right\rangle_{R}\left(E_{1} / \bar{E}\right)\right.\right.\right. \\
& \left.\left.\left.+\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\left(\bar{E}_{2} / E\right)\right]\left(t-t^{\prime}\right)-\mathbf{v}_{01} t_{0}\right\}\right) \\
& \times \exp \left(i \sigma \cdot \left\{\overline{\mathbf{x}}-\left[\left\langle\mathbf{v}_{10}\right\rangle_{R}\left(E_{1} / E\right)\right.\right.\right. \\
& \left.\left.\left.+\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\left(E_{2} / \bar{E}\right)\right]\left(t-t^{\prime}\right)-\mathbf{v}_{02} t_{0}\right\}\right) \tag{109}
\end{align*}
$$

where from Eq. (78) in this approximation

$$
\begin{equation*}
t^{\prime}=t-r\left|\left\langle\mathbf{v}_{1 c}\right\rangle_{R}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right|^{-1} \tag{110}
\end{equation*}
$$

From the definition of $\overline{\mathbf{x}}$ from Eq. (20), it is clear from the exponents of Eq. (109) that $\psi_{2}$ is a function only of $\left[\mathbf{x}_{1}-\left\langle\mathbf{v}_{10}\right\rangle_{R}\left(t-t^{\prime}\right)\right]$ and $\left[\mathbf{x}_{2}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\left(t-t^{\prime}\right)\right]$. Therefore, $\psi_{2}$ represents a state which decays at

$$
\begin{equation*}
\left\langle t^{\prime}\right\rangle=t-\langle r\rangle\left|\left\langle\mathbf{v}_{1 c}\right\rangle_{R}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right|^{-1}, \tag{111}
\end{equation*}
$$

into two separate wave packets, one centered about $\left\langle\mathbf{x}_{2}\right\rangle=\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\left(t-\left\langle t^{\prime}\right\rangle\right)$ and the other centered about $\left\langle\mathbf{x}_{1}\right\rangle^{\prime}=\left\langle\mathbf{v}_{10}\right\rangle_{R}\left(t-\left\langle t^{\prime}\right\rangle\right)$. Again at $t=\left\langle t^{\prime}\right\rangle$ the final state wave packets are at the same positions as those of the initial wave packets at $t=0$.

Just as for $\left\langle t_{v}^{\prime}\right\rangle$, the time $\left\langle t_{0}\right\rangle$,

$$
\begin{equation*}
\left\langle t_{0}\right\rangle=t-\langle r\rangle\langle\langle\xi\rangle, \tag{112}
\end{equation*}
$$

can be obtained from

$$
\begin{gather*}
h_{s^{\prime} a}=\left|h_{s^{\prime} a}\right| \exp (i \beta),  \tag{113}\\
\beta\left(E, E_{a}\right) \cong \beta\left(E_{0}, m_{a}\right)+\left[\partial \beta\left(E_{0}, m_{a}\right) / \partial E_{0}\right] \\
 \tag{114}\\
\times\left(\mathbf{v}_{01} \cdot \tau+\mathbf{v}_{02} \cdot \sigma\right) .
\end{gather*}
$$

This gives $\left\langle t_{0}\right\rangle$ as

$$
\begin{equation*}
\left\langle t_{0}\right\rangle=\partial \beta\left(E_{0}, m_{a}\right) / \partial E_{0} . \tag{115}
\end{equation*}
$$

It is clear from Eq. (84) that this expression for $\left\langle t_{0}\right\rangle$ is valid only if

$$
\begin{equation*}
\partial \beta / \partial E_{0} \ll 2 \delta /\left|\mathbf{v}_{01}-\mathbf{v}_{02}\right| . \tag{116}
\end{equation*}
$$

The expressions for $\psi_{1}$ and $\psi_{2}$ can be further simplified if the spatial extent of the initial wave packets is much larger than the interaction region. Consequently, to lowest order in $\tau$ and $\sigma$, the matrix elements in $f_{s^{\prime}}$ and $h_{s^{\prime} a}$ can be factored from under the integral
sign, giving

$$
\begin{align*}
\psi_{1}= & \sum_{z^{\prime}} \exp \left[i\left(p_{0} r-E_{0} t\right)\right] f_{s^{\prime} B} \chi_{s^{\prime}} \\
& \times \int d \tau d \sigma a(\tau) b(\sigma) \exp \left[i \tau \cdot\left(\overline{\mathbf{x}}-\mathbf{v}_{01} t_{w}^{\prime}\right)\right] \\
& \times \exp \left[i \sigma \cdot\left(\overline{\mathbf{x}}-\mathbf{v}_{02} t_{w}^{\prime}\right)\right] \\
& +\sum_{z^{\prime} a} \exp \left[i\left(p_{0} r-E_{0} t\right)\right] M_{\varepsilon^{\prime} a}\left((\overline{\mathbf{P}}\rangle, \hat{\mathbf{p}}_{0}\right) \chi_{s^{\prime}} \\
& \times \int \frac{d \tau d \sigma a(\tau) b(\sigma) \exp \left[i \tau \cdot\left(\overline{\mathbf{x}}-\mathbf{v}_{01} t_{w}^{\prime}\right)\right]}{E-m_{a}-D_{a}(E)+\frac{1}{2} i \Gamma_{a}(E)}, \tag{117a}
\end{align*}
$$

$$
\begin{align*}
\psi_{2}= & \sum_{s^{\prime} a} \exp \left\{i\left[\left\langle P_{R}\right\rangle r-\left\langle E_{R}\right\rangle\left(t-t_{0}\right)-E_{0} t_{0}\right]\right\} \\
& \times \exp \left[-\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\left(t^{\prime}-t_{0}\right)\right] \\
& \times M_{s^{\prime} a}\left(\left\langle\hat{\mathbf{P}}_{c}\right\rangle, \hat{\mathbf{p}}_{0}\right) \chi_{s^{\prime}} \int d \tau d \sigma a(\tau) b(\boldsymbol{\sigma}) \\
& \times \exp \left(i \tau \cdot \left\{\overline{\mathbf{x}}-\left[\left\langle\mathbf{v}_{\mathbf{1}}\right\rangle_{R}\left(E_{01} / E_{0}\right)+\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right.\right.\right. \\
& \left.\left.\left.\times\left(E_{02} / E_{0}\right)\right]\left(t-t^{\prime}\right)-\mathbf{v}_{01} t_{0}\right\}\right) \\
& \quad \exp \left(i \sigma \cdot \left\{\overline{\mathbf{x}}-\left[\left\langle\mathbf{v}_{1 e}\right\rangle_{R}\left(E_{01} / E_{0}\right)\right.\right.\right. \\
& \times \frac{\left.\left.\left.+\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\left(E_{02} / E_{0}\right)\right]\left(t-t^{\prime}\right)-\mathbf{v}_{02} t_{0}\right\}\right)}{E-m_{a}-D_{a}\left(m_{a}\right)+\frac{1}{2} i \Gamma_{a}\left(m_{a}\right)}, \tag{117b}
\end{align*}
$$

where Eq. (19) has been used to write $f_{s^{\prime}}$ as two terms with
$\left.f_{B}=-(2 \pi)^{2}\left(E_{01} E_{02} / E_{0}\right)<\langle P\rangle,-\langle P\rangle|(V)| p_{0},-p_{0}\right\rangle$
as the Born approximation term, and with

$$
\begin{align*}
& M_{s^{\prime} a}\left(\langle\hat{\mathbf{P}}\rangle, \hat{\mathbf{P}}_{0}\right)=-(2 \pi)^{2} \frac{\left\langle E_{1}\right\rangle\left\langle E_{2}\right\rangle}{\langle E\rangle} \\
& \quad<\langle\mathbf{P}\rangle,-\langle\mathbf{P}\rangle|(V F)| a\rangle\langle a|(V)\left|p_{0},-p_{0}\right\rangle ; \tag{119}
\end{align*}
$$

as the matrix elements of the resonant terms. Also the choice $|\mathbf{P}|=\left|\mathbf{p}_{0}\right|=|\langle\mathbf{P}\rangle|$ has been made. For initial energies near the resonance, the rate of change of the phases $\alpha$ and $\beta$ is primarily due to the resonant denominators. Therefore, ignoring the change of phase due to the matrix elements $M_{s^{\prime} a}$ and considering only the change of phase from the resonant denominators, Eqs. (97) and (115) become

$$
\left\langle t_{w}^{\prime}\right\rangle=\frac{\begin{array}{c}
\frac{1}{2} \Gamma_{a}\left(E_{0}\right)\left[1-\partial D_{a}\left(E_{0}\right) / \partial E_{0}\right] \\
-\left[E_{0}-m_{a}-D_{a}\left(E_{0}\right)\right]\left[\partial \Gamma_{a}\left(E_{0}\right) / 2 \partial E_{0}\right] \tag{120}
\end{array}}{\left[E_{0}-m_{a}-D_{a}\left(E_{0}\right)\right]^{2}+\left[\frac{1}{2} \Gamma_{a}\left(E_{0}\right)\right]^{2}}
$$

and
$\left\langle t_{0}\right\rangle=\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\left\{\left[E_{0}-m_{a}-D_{a}\left(m_{a}\right)\right]^{2}+\left[\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\right]^{2}\right\}^{-1}$.

If, as is usually assumed in similar calculations but which may be unwarranted,

$$
\begin{aligned}
& \Gamma_{a}\left(E_{0}\right)=\Gamma_{a}\left(m_{a}\right)=\text { const }, \\
& D_{a}\left(E_{0}\right)=D_{a}\left(m_{a}\right)=\text { const },
\end{aligned}
$$

then $\left\langle t_{w}^{\prime}\right\rangle=\left\langle t_{0}\right\rangle$ and $\left\langle t_{w}^{\prime}\right\rangle$ is the Wigner time delay. ${ }^{3}$ This is analogous to the result obtained from the differential equation with constant coefficients for a damped driven resonant cavity. Here $\psi_{1}$ represents a pulse corresponding to the driving frequency which leaves the resonance region at $\left\langle t_{w}^{\prime}\right\rangle$, and $\psi_{2}$ represents the subsequent decay (since $\left\langle t_{w}^{\prime}\right\rangle=\left\langle t_{0}\right\rangle$ ) of the resonance following the departure of the driving force.

If $\Gamma_{a}$ is very small, $\left(\partial \alpha / \partial E_{0}\right)$ and $\left(\partial \beta / \partial E_{0}\right)$ become very large. Consequently, the approximate expansions for the phases $\alpha$ and $\beta$ become invalid and $\left\langle t_{w}^{\prime}\right\rangle$ and $\left\langle t_{0}\right\rangle$ are no longer sharply defined. Ohmura ${ }^{3}$ has shown that for such a case $\left\langle t_{w}^{\prime}\right\rangle$ is of the order $\Gamma_{a}^{-1}$ so that in contrast to the near equality of Eqs. (120) and (121)

$$
\begin{equation*}
\left(\left\langle t_{0}\right\rangle /\left\langle t_{w}^{\prime}\right\rangle\right) \sim\left(\delta \Gamma_{a}\right) \ll 1 . \tag{122}
\end{equation*}
$$

## 5. CROSS SECTIONS AND LIMITING CASES

The probability that one of the outgoing wave packets is in a particular counter volume $V$, very large compared to the volume of the wave packets, is [see Eq. (86a)]

$$
\begin{equation*}
P(t)=(2 \pi)^{-6} \int_{V} d \mathbf{x}_{1} \int d \mathbf{x}_{2} r^{-2} \operatorname{Tr} \rho_{f}\left(\mathbf{x}_{1} ; \mathbf{x}_{2}\right), \tag{123}
\end{equation*}
$$

where the trace refers to the spinor components and $\rho_{f}\left(\mathbf{x}_{1} ; \mathbf{x}_{2}\right)$ are the diagonal elements of the density matrix for the outgoing particle

$$
\begin{align*}
& \rho_{f}\left(\mathbf{x}_{1} ; \mathbf{x}_{2}: \mathbf{x}_{1}^{\prime} ; \mathbf{x}_{2}^{\prime}\right) \\
& \quad=\sum_{s} \int_{w_{1}}^{w_{2}} d E_{0} W_{s}\left(E_{0}\right)\left(\psi_{1}-\psi_{2}\right)\left(\psi_{1}-\psi_{2}\right)^{\dagger} . \tag{124}
\end{align*}
$$

The density matrix for the initial particle in the spin state $s$ is then

$$
\begin{equation*}
\rho_{s i}=\int_{w_{1}}^{w_{2}} d E_{0} W_{s}\left(E_{0}\right) \psi\left(t_{0}\right) \psi^{\dagger}\left(t_{0}\right), \tag{125}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{i}\left(\mathbf{x}_{1} ; \mathbf{x}_{2}: \mathbf{x}_{1}^{\prime} ; \mathbf{x}_{2}^{\prime}\right)=\sum_{s} \rho_{s i} . \tag{126}
\end{equation*}
$$

If $\psi\left(t_{0}\right)$ is chosen to be an orthonormal set of spin states, then Eq. (125) implies

$$
\begin{equation*}
\int d \mathbf{x}_{1} \int d \mathbf{x}_{2} \operatorname{Tr} \rho_{i}\left(\mathbf{x}_{1} ; \mathbf{x}_{2}\right)=\sum_{s} \int_{w_{1}}^{w_{2}} d E_{0} W_{s}\left(E_{0}\right)=1 \tag{127}
\end{equation*}
$$

In general, in the calculation of $P(t)$ there is interference between the $f_{B}$ term and the other terms of Eq. (117), as pointed out in Blatt and Weisskopf, ${ }^{4}$ unless $f_{B}$ is small in comparison to the other terms. For
simplicity this assumption is made along with the assumption that there is only one state $|a\rangle$. The result is, after changing to the $\mathbf{r}$ and $\overline{\mathbf{x}}$ variables,

$$
\begin{align*}
& P(t)=\sum_{z^{\prime}} d \Omega(2 \pi)^{-2} \int d \tau \int d \sigma \int d \tau^{\prime} d \sigma^{\prime} a^{\dagger}\left(\tau^{\prime}\right) a(\tau) \\
& \times b^{\dagger}\left(\sigma^{\prime}\right) b(\sigma) \delta\left(\tau+\sigma-\tau^{\prime}-\sigma^{\prime}\right) \delta\left[\left(\tau-\tau^{\prime}\right) \cdot \hat{\nabla}_{01}\right] \\
& \times \int_{w_{1}}^{w_{2}} d E_{0} W_{s}\left(E_{0}\right)\left(\frac{\left|M_{\varepsilon^{\prime} a}\left(\langle\hat{P}\rangle, \hat{p}_{0}\right)\right|^{2}}{\left[E-m_{a}-D_{a}(E)\right]^{2}+\left[\frac{1}{2} \Gamma_{a}(E)\right]^{2}}\right. \\
& \exp \left[-\Gamma_{a}\left(\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle\right)\right]\left|M_{s^{\prime} a}\left(\left\langle\hat{P}_{c}\right\rangle, \hat{p}_{0}\right)\right|^{2} \\
& +\frac{\times \Theta\left(P_{R}-P_{\xi}+P_{I}\right)}{\left(E-\left\langle E_{R}\right\rangle\right)^{2}+\left[\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\right]^{2}} \\
& \left.\times \frac{\langle\xi\rangle}{\left|\mathbf{v}_{01}-\mathbf{v}_{02}\right|}\right)-2 \operatorname{Re} \sum_{s s^{\prime}} d \Omega(2 \pi)^{-2} \int d \tau d \sigma \\
& \times \int d \tau^{\prime} d \sigma^{\prime} a^{\dagger}\left(\tau^{\prime}\right) a(\tau) b^{\dagger}\left(\sigma^{\prime}\right) b(\sigma) \delta\left(\tau+\sigma-\tau^{\prime}-\sigma^{\prime}\right) \\
& \times \int_{w_{1}}^{w_{2}} \frac{d E_{0} W_{s}\left(E_{0}\right) \exp \left[-\frac{1}{2} \Gamma_{a}\left(\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle\right)\right]}{\left.\times\left(\tau^{\prime}, \sigma^{\prime}\right)-m_{a}-D_{a}\left(m_{a}\right)-\frac{1}{2} i \Gamma_{a}\left(\Gamma_{a}\right)\right]} \\
& \times\left[E(\tau, \sigma)-m_{a}-D_{a}(E)+\frac{1}{2} i \Gamma_{a}(E)\right]^{-1} \\
& \times \Theta\left(P_{R}-P_{\xi}+P_{I}\right) \delta\left(P-P_{R}+\left(\left\langle E_{R}\right\rangle-E\right)\langle\xi\rangle^{-1}\right. \\
& \left.+\left(\tau-\tau^{\prime}\right) \cdot\left(\mathbf{v}_{01}-v_{02}\right)\langle\xi\rangle^{-1}\right) \exp \left\{i \left[\left(P-P_{R}\right)\langle r\rangle\right.\right. \\
& \left.\left.+\left(\left\langle E_{R}\right\rangle-E\right)\left(t-\left\langle t_{0}\right\rangle\right)+\left(\tau-\tau^{\prime}\right) \cdot\left(v_{01}-v_{02}\right)\left\langle t_{0}\right\rangle\right]\right\}, \tag{128}
\end{align*}
$$

where

$$
E=E_{0}+\tau \cdot \mathbf{v}_{01}+\sigma \cdot \mathbf{v}_{02}
$$

and $d \Omega$ is the solid angle of the detector in the center-of-energy system. The step function $\Theta\left(P_{R}-P_{\xi}+P_{I}\right)$ is necessary because the terms involving $\psi_{2}$ are zero unless the contour shown in Fig. 1 includes the resonance singularity. The singularity is excluded when $P_{\xi}$ exceeds the value where the singularity lies on the contour $C_{2}$. For small $\left(\Gamma_{a} / E_{R}\right)$ the pole is near the real $P^{\prime}$ axis where the contour is essentially a $45^{\circ}$ straight line. Thus for the singularity to be included within the contour,
$P_{\xi} \leq P_{R}+P_{I}=P_{R}-\frac{1}{2} \Gamma_{a}\left|\left\langle\mathbf{v}_{1 c}\right\rangle_{R}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right|^{-1}$.
In terms of the density matrix, the number of collisions $/ \mathrm{cm}^{2}$ per incident particle $N$ is given by the overlap integral of $\rho_{s i}\left(x y z ; x y z_{1}\right)$ over a plane perpendicular to $\hat{\mathbf{v}}_{01}$ for all $\mathbf{z}=z \hat{\mathbf{v}}_{01}$ and $\mathbf{z}_{1}=z_{1} \hat{\mathbf{v}}_{01}$. That is, $N$ is given by

$$
\begin{align*}
N= & \sum_{s} \int d z_{1} \int d \mathbf{x} \operatorname{Tr} \rho_{s i}\left(x y z ; x y z_{1}\right) \\
= & (2 \pi)^{-2} \int d \tau \int d \boldsymbol{\sigma} \int d \tau^{\prime} d \sigma^{\prime} a^{\dagger}\left(\tau^{\prime}\right) a(\tau) b^{\dagger}\left(\boldsymbol{\sigma}^{\prime}\right) \\
& \times b(\boldsymbol{\sigma}) \delta\left(\tau+\boldsymbol{\sigma}-\tau^{\prime}-\sigma^{\prime}\right) \delta\left[\left(\tau-\tau^{\prime}\right) \cdot \hat{\nabla}_{01}\right], \tag{130}
\end{align*}
$$

where, for simplicity, it has been assumed that $a(\tau)$ and $b(\sigma)$ are independent of $s$. The cross section is then obtained from Eq. (128) as

$$
\begin{equation*}
d \sigma=P(t) N^{-1} \tag{131}
\end{equation*}
$$

The usual $S$-matrix result is obtained from Eq. (128) by allowing $t \rightarrow \infty$. This gives the Breit-Wigner single-level formula

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\sum_{s s^{\prime}} \int_{w_{1}}^{w_{\mathbf{z}}} d E_{0} \frac{W_{s}\left(E_{0}\right)\left|M_{s^{\prime} a}\left(\langle\hat{P}\rangle, \hat{p}_{0}\right)\right|^{2}}{\left[E-m_{a}-D_{a}(E)\right]^{2}+\left[\frac{1}{2} \Gamma_{a}(E)\right]^{2}} \tag{132}
\end{equation*}
$$

as expected.
For small $\Gamma_{a}\left(\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle\right)$ there are several limiting cases depending upon the momentum spread of the wave packets and the energy spread of $W_{s}\left(E_{0}\right)$ relative to $\Gamma_{a}$. If $\Gamma_{a} \ll(1 / \delta)$, then from Eq. (122) it follows that $P_{\xi}<p_{0}$ so that the elastic pole is included within the original contour when the resonance pole is included. Therefore for this case, the step function in Eq. (128) can be taken as one. For energies near the resonance

$$
\begin{align*}
& P-P_{R}+\left(\left\langle E_{R}\right\rangle-E\right)\langle\xi\rangle^{-1} \\
& \sim  \tag{133a}\\
& \sim \Gamma_{a}, \\
& \sim \Gamma_{a}^{2}\langle\xi\rangle^{-1}\left[\frac{m_{a}^{2}}{\left(P^{2}+m_{1}^{2}\right)^{\frac{3}{2}}}+\frac{m_{2}^{2}}{\left(P^{2}+m_{2}^{2}\right)^{\frac{3}{2}}}\right]  \tag{133b}\\
& \Gamma_{a} \gg(1 / \delta)
\end{align*}
$$

In the limit of small $\Gamma_{a}$ this term can be ignored when compared to $\left(\tau-\tau^{\prime}\right) \cdot\left(v_{01}-v_{02}\right)\langle\xi\rangle^{-1}$. Also, $W_{s}\left(E_{0}\right)$ and the matrix elements in Eq. (128) can be considered as slowly varying in the vicinity of the resonance. For $w_{1}$ and $w_{2}$ bracketing the resonance energy, the remaining integrals are to lowest order

$$
\begin{equation*}
\int_{w_{1}}^{w_{2}} d E_{0} \frac{1}{\left(E-\left\langle E_{R}\right\rangle\right)^{2}+\left[\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\right]^{2}} \cong 2 \pi \Gamma_{a}^{-1}\left(m_{u}\right), \tag{134}
\end{equation*}
$$

$$
\begin{align*}
& \int_{w_{1}}^{w_{2}} d E_{0} \frac{\exp \left[\left(P-P_{R}\right)\langle r\rangle+\left(\left\langle E_{R}\right\rangle-E\right)\left(t-\left\langle t_{0}\right\rangle\right)\right]}{\left(E-\left\langle E_{R}\right\rangle\right)^{2}+\left[\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\right]^{2}} \\
& \quad \cong 2 \pi \Gamma_{a}^{-1}\left(m_{a}\right) \exp \left[-\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\left(\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle\right)\right] . \tag{135}
\end{align*}
$$

Subsitution for these integrals into Eq. (128) gives the familiar form for the cross section

$$
\begin{align*}
& \frac{d \sigma}{d \Omega}=\sum_{s^{\prime}} W_{s}\left(\left\langle E_{R}\right\rangle\right) 2 \pi \Gamma_{a}^{-1}\left(m_{a}\right)\left|M_{s^{\prime} a}\left(\left\langle\hat{P}_{R}\right\rangle, \hat{p}_{0}\right)\right|^{2} \\
& \times\left\{1-\exp \left[-\Gamma_{a}\left(m_{a}\right)\left\langle t^{\prime}\right\rangle\right]\right\} \tag{136}
\end{align*}
$$

where to the lowest order in $\Gamma_{a}$,

$$
\langle\xi\rangle \sim\left|\left\langle\mathbf{v}_{1 c}\right\rangle_{R}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right| \sim\left|\mathbf{v}_{01}-\mathbf{v}_{02}\right|
$$

and where $\left\langle t^{\prime}\right\rangle$ is the retarded time or time at which
the resonant state decays and $\left\langle t_{0}\right\rangle$ has been neglected since

$$
\left\langle t^{\prime}\right\rangle \ggg\left(\delta /\left|\left\langle\mathbf{v}_{\mathbf{1 c}}\right\rangle_{R}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right|\right)
$$

Another limiting case occurs when $\Gamma_{a} \gg(1 / \delta)$. Equations (120) and (121) now apply and in the asymptotic limit $P_{\xi} \rightarrow p_{0}$. Therefore from Eq. (129),

$$
\begin{equation*}
p_{0} \leq P_{R}-\frac{1}{2} \Gamma_{a}\left|\left\langle\mathbf{v}_{1 c}\right\rangle_{R}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right|^{-1} \tag{137}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
E_{0} \leq E_{R}-\frac{1}{2} \Gamma_{a} \tag{138}
\end{equation*}
$$

so that the terms of Eq. (128) that arise from $\psi_{2}$ are zero when $p_{0}$ exceeds the value where the resonance singularity lies on the contour $C_{2}$. Also in this limit Eq. (133b) applies, but $\left(\tau-\tau^{\prime}\right) \cdot\left(\mathbf{v}_{01}-\mathbf{v}_{02}\right)\langle\xi\rangle^{-1}$ is now neglected when compared to $\left[P-P_{R}+\right.$ $\left.\left(\left\langle E_{R}\right\rangle-E\right)\langle\xi\rangle^{-1}\right]$. The interference term therefore vanishes and

$$
\begin{align*}
& \frac{d \sigma}{d \Omega}=\sum_{s s^{\prime}} \int_{w_{1}}^{w_{2}} d E W_{0 s}\left(E_{0}\right) \\
& \quad\left\{\left|M_{s^{\prime} a}\left(\langle\hat{P}\rangle, \hat{p}_{0}\right)\right|^{2}+\left|M_{s^{\prime} a}\left(\left\langle\hat{P}_{\mathrm{c}}\right\rangle, \hat{p}_{0}\right)\right|^{2}\right. \\
& \times \frac{\left.\times \Theta\left(P_{R}-p_{0}+P_{I}\right) \exp \left[-\Gamma_{a}\left(\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle\right)\right]\right\}}{\left(E-\left\langle E_{R}\right\rangle\right)^{2}+\left[\frac{1}{2} \Gamma_{a}\left(m_{a}\right)\right]^{2}} \tag{139}
\end{align*}
$$

For large $t$ Eq. (111) can be expressed as

$$
\begin{equation*}
\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle \cong\left[1-\frac{\left|\left\langle\mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{2}\right\rangle\right|}{\left|\left\langle\mathbf{v}_{10}\right\rangle_{R}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right|}\right] \frac{\langle r\rangle}{\left|\left\langle\mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{2}\right\rangle\right|} \tag{140}
\end{equation*}
$$

Since from Eq. (137) it is apparent that $\left|\left\langle\mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{2}\right\rangle\right|<$ $\left|\left\langle\mathbf{v}_{1 c}\right\rangle_{R}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right|$, it is clear that $\psi_{2}$ or the last term of Eq. (139) can contribute only over a limited range of $\langle r\rangle$. This range can be estimated using the fact that the smallest value for $\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle$ occurs when both the singularity at $E^{\prime}=E$ and $E^{\prime}=E_{a}+D_{a}-i \frac{1}{2} \Gamma_{a}$ lie on the contour $C_{2}$. Equation (137) then can be used to show that

$$
\begin{align*}
& \left|\left\langle\mathbf{v}_{1 c}\right\rangle_{R}-\left\langle\mathbf{v}_{2 c}\right\rangle_{R}\right|-\left|\left\langle\mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{2}\right\rangle\right| \\
& \quad=\frac{\frac{1}{2} \Gamma_{a}}{\mid\left\langle\mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{2}\right\rangle}\left[\frac{m_{1}^{2}}{\left(p_{0}^{2}+m_{1}^{2}\right)^{\frac{3}{2}}}+\frac{m_{2}^{2}}{\left(p_{0}^{2}+m_{2}^{2}\right)^{\frac{3}{2}}}\right] \tag{141}
\end{align*}
$$

Consequently, $\Gamma_{a}\left(\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle\right)$ can be expressed as

$$
\begin{align*}
\Gamma_{a}\left(\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle\right) & =\frac{\Gamma_{a}^{2}\left(m_{a}\right)\langle r\rangle}{2\left|\left\langle\mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{2}\right\rangle\right|^{3}} \\
& \times\left[\frac{m_{1}^{2}}{\left(p_{0}^{2}+m_{1}^{2}\right)^{\frac{3}{2}}}+\frac{m_{2}^{2}}{\left(p_{0}^{2}+m_{2}^{2}\right)^{\frac{3}{2}}}\right] \tag{142}
\end{align*}
$$

In order that Eq. (117) be consistent with the fact that various ( $1 /\langle r\rangle$ ) contributions have been neglected in deriving the scattering solution, the exponential terms must be of order one where these contributions

Table I. Values for $\langle r\rangle$ in units of $m_{\bar{\pi}}^{-1}$ such that $\Gamma_{a}\left(\left\langle t^{\prime}\right\rangle-t_{0}\right)=1$.

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Resonance | Mass <br> MeV | Decay mode | $\langle r\rangle$ <br> $m_{\pi}^{-1}$ | $\Gamma_{a}$ <br> MeV |
| $N_{3 / 2}^{*}$ | 1236 | $\pi, P$ | 13 | 120 |
| $Y^{*}$ | 1405 | $\pi, \Sigma$ | 41 | 35 |
| $\rho$ | 765 | $\pi, \pi$ | 171 | 124 |
| $\phi$ | 1019 | $K, K$ | 68 | 3.3 |
| $f$ | 1253 | $\pi, \pi$ | 1092 | 118 |

are negligible. It is clear from Eq. (142) that this condition is always satisfied in the high-energy limit $p_{0} \rightarrow \infty, p_{0}<\left\langle P_{R}\right\rangle$.

In Table I, the values of $\langle r\rangle$ corresponding to $\Gamma_{a}\left(\left\langle t^{\prime}\right\rangle-\left\langle t_{0}\right\rangle\right)=1$ are given for various high-energy resonances. Whereas retaining the exponential terms as compared to the ( $1 /\langle r\rangle$ ) terms for the Baryon resonances may be of borderline validity, for the $\pi$ meson resonances it plays a dominant role if a second interaction takes place well outside the original interaction region but inside of the range

$$
\begin{align*}
\langle r\rangle= & 2\left|\left\langle\mathbf{v}_{1}\right\rangle-\left\langle\mathbf{v}_{2}\right\rangle\right|^{3} \Gamma_{a}^{-2}\left(m_{a}\right) \\
& \times\left[m_{1}^{2}\left(p_{0}^{2}+m_{1}^{2}\right)^{-\frac{\pi}{2}}+m_{2}^{2}\left(p_{0}^{2}+m_{2}^{2}\right)^{-\frac{3}{2}}\right]^{-1} . \tag{143}
\end{align*}
$$

The expressions $\psi_{1}-\psi_{2}$ given in Eqs. (114) and (115) therefore represent a better approximation to the exact solution of the scattering problem than is obtained with the standard approach and may prove of value when taking into account final state interactions. It is interesting to note that any final state interaction that involves the resonant parts of $\psi_{1}-\psi_{2}$ is peripheral because from Eq. (117)

$$
\psi_{1}-\psi_{2} \sim 1-A e^{-b r}
$$

which tends to zero for small $r$.

## 6. DISCUSSION

In the interest of simplicity it was assumed above that there was only a single state $|a\rangle$. For a relativistic
theory there would in general be at least the other state, say $\left|a_{-}\right\rangle$, the negative energy state of $\left|a_{+}\right\rangle$. The propagator for this state becomes

$$
\begin{align*}
& \sum_{i} \frac{\left|a_{l}\right\rangle\left\langle a_{l}\right|}{E-E_{a_{l}}-D_{a_{l}}+\frac{1}{2} i \Gamma_{a}} \\
& \quad=\sum_{l} \frac{\left(\bar{H}_{0}+E+D_{a_{l}}+\frac{1}{2} i \Gamma_{a}\right)\left|a_{\imath}\right\rangle\left\langle a_{l}\right|}{\left(E+\frac{1}{2} i \Gamma_{a}\right)^{2}-\left(E_{a_{+}}+D_{a_{+}}\right)^{2}} \tag{144}
\end{align*}
$$

since $i D_{a}$ and $\Gamma_{a}$ are presumably invariant to charge conjugation. Near the resonance this can be written as

$$
\begin{align*}
& \sum_{l} \frac{\left|a_{l}\right\rangle}{} \frac{\left\langle a_{l}\right|}{E-E_{a_{l}}-} D_{a_{l}}+i\left(\Gamma_{a} / 2\right) \\
& \cong \frac{2 m_{a}\left|a_{+}\right\rangle\left\langle a_{+}\right|}{\left(E+\frac{1}{2} i \Gamma_{a}\right)^{2}-\left(E_{a_{+}}+D_{a_{+}}\right)^{2}} \tag{145}
\end{align*}
$$

where, as before, terms of order $\left(\Gamma_{a} / E_{R}\right)$ are neglected. Consequently, the cross sections have a Lorentz shape rather than the shape of a Breit-Wigner resonance.

The formalism developed in this paper is easily extended to include closely coupled unstable states as well as isolated resonances by adopting the projection operator techniques developed by Feshbach ${ }^{12}$ and recently extended by Mower. ${ }^{13}$ The generalization is made simply by using the appropriate diagonal elements of the Green's function rather than those defined by Eq. (60).
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#### Abstract

A new and simple derivation of the cluster expansion for the free energy of an Ising model with arbitrary range of interaction is presented. The proof explicitly isolates the dependence of the free energy on the strength of individual interaction bonds. Several points of principle are discussed. An illustrative appendix gives simple applications.


## I. INTRODUCTION

TनHE term "cluster expansion" has several meanings in the literature. Roughly speaking, let us distinguish between (a) perturbation expansions in powers of the interaction strength, the terms of which may be represented graphically as linked clusters, and (b) nonperturbative expressions giving the physical properties of an ensemble in terms of those of its constituent subensembles. There are, of course, connections between these two types of expansions, the latter being in some sense partial summations of the former (see below). It is with cluster expansions of the type (b) that this paper is primarily concerned.

Past derivations of the cluster expansion for the Ising model have followed two separate lines. The first approach, due independently to Rushbrooke and Morgan ${ }^{1}$ and to Elliott and Heap, ${ }^{2}$ was motivated by the desire to treat the "randomly dilute" Ising model, in which a proportion, $p<1$, of lattice sites are magnetically active and the remainder are inert. It is postulated that the active sites are distributed randomly, with no reference to energetic considerations. At sufficiently low concentrations $p$, the probable distribution of active sites looks like a collection of small magnetic clusters of various sizes and configurations, each isolated from its neighbors by nonmagnetic sites. Under these circumstances it is reasonable to expand the thermodynamics as a sum of contributions from isolated magnetic clusters, each multiplied by an "occurrence factor," involving $p$ and the geometry of the perfect lattice. In this approach the occurrence factor for a given cluster is a cumbersome function of $p$, since one must require not only that all the cluster sites are active but also that all the neigh-

[^143]boring sites, with which the cluster might interact, are inert. After some labor the expansion can be exhibited as a power series in $p$. The meaning of this expansion for large $p$, particularly in the limit $p=1$, is not clear from the derivation. For large $p$ the occurrence of isolated finite clusters becomes most improbable. In particular, for $p=1$ the occurrence factor for every cluster other than the perfect lattice itself is rigorously zero. ${ }^{3}$

To clarify this situation, Brout and Klein ${ }^{4.5}$ and later Rushbrooke ${ }^{6}$ took an entirely different approach. High-temperature expansions ${ }^{7,8}$ in powers of $\beta=1 / k T$ times the interaction potential had been in existence for some time. It proved possible to associate a concentration dependence with each of the terms in this expansion and then to sum all terms of given concentration dependence, thus rederiving the power series in $p$. This second derivation, while free of the conceptual difficulties of the first, is combinatorically quite complicated in a way that tends to obscure the appearance of the thermodynamic functions of the magnetic clusters.

The present derivation works for $p=1$ but uses a magnetic field and an interaction strength varying from site to site and from bond to bond, respectively. The free energy is thus exhibited in its functional dependence on each site and bond. The derivation holds for arbitrary range of interaction. The result emerges directly in terms of the cluster free energies. It is easy to introduce powers of $p$ appropriate to the random dilution problem into the $p=1$ form of the free energy.

Section II presents the meat of the derivation. The result is discussed in Sec. III. Calculations of previous

[^144]authors are resketched from our point of view in an Appendix.

We wish to emphasize that our result, Eq. (21), the cluster expansion in powers of $p$, is identical to that derived by previous authors. ${ }^{1,2,4-6}$ Only the proof is different. Methods very similar to those we use have been employed in other contexts by Kubo, Strieb, Callen, and Horwitz. ${ }^{9}$

## II. THE DERIVATION

Use numerical arguments $1,2, \cdots$ to refer to the $N$ sites of the Ising lattice. It is not necessary at this stage to specify the lattice geometry. Write the Ising Hamiltonian $H$ as

$$
\begin{equation*}
-\beta H=\sum_{1} b(1) \mu(1)+\sum_{\langle 12\rangle} v(12) \mu(1) \mu(2) \tag{1}
\end{equation*}
$$

where $b(1)$ is the dimensionless external magnetic field at the site $1, v(12)$ is the dimensionless interaction strength between sites 1 and 2 , and

$$
\sum_{\langle 12\rangle}
$$

is to be read as the sum over all interacting pairs $1,2$. The dynamical variable $\mu$ at each site is restricted to the values $\mu(1)= \pm 1$. We emphasize that $b(1)$ and $v(12)$ are functions over sites and pairs of sites, respectively. In the particular case of uniform magnetic field and nearest-neighbor interactions

$$
b(1)=b, \quad v(12)=\left\{\begin{array}{c}
v \text { for } 1 \text { and } 2 \text { nearest }  \tag{2}\\
\text { neighbors } \\
0 \text { otherwise }
\end{array}\right.
$$

The free energy $F$ of the model is

$$
\begin{equation*}
-\beta F=W=\ln \operatorname{Tr} \exp (-\beta H) \tag{3}
\end{equation*}
$$

where the trace is over the two values of each operator $\mu$. Now, any operator $A$ satisfying $A^{2}=1$ as a minimum equation obeys

$$
\begin{equation*}
\exp (\alpha A)=\cosh \alpha(1+A \tanh \alpha) \tag{4}
\end{equation*}
$$

for any number $\alpha$ for which the operator exponential is well defined. Use (4) to rewrite $W$ :

$$
\begin{equation*}
W=W_{0}+W_{1} \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
W_{0}=\sum_{1} \ln 2 \cosh b(1)+\sum_{\langle 12\rangle} \ln \cosh v(12) \tag{6}
\end{equation*}
$$

and

$$
\begin{align*}
W_{1}[s, t]=\ln \left[2^{-N}\right. & \operatorname{Tr} \\
& \prod_{1}(1+\mu(1) s(1))  \tag{7}\\
& \left.\times \prod_{\langle 23\rangle}(1+\mu(2) \mu(3) t(23))\right]
\end{align*}
$$

where

$$
\begin{equation*}
s(1)=\tanh b(1), \quad t(23)=\tanh v(23) \tag{8}
\end{equation*}
$$

[^145]and the functional dependence of $W_{1}$ on the set of variables $s(1), t(23)$ has been indicated. Observe that expansion of the multiple product in (7) produces a power series in the operators $\mu$. The trace of any term which contains an odd power of one or more of the operators $\mu(1)$ is zero. The relation
\[

$$
\begin{equation*}
W_{1}[s, 0]=0 \tag{9}
\end{equation*}
$$

\]

is a direct consequence of this important property. What, now, is the structure of $W_{1}[s, t]$ ?
$W_{1}[s, t]$ may be regarded as the result of the operation,

$$
\begin{equation*}
W_{1}[s, t]=\left.\exp \left[\sum_{\langle 12\rangle} t(12) \frac{\delta}{\delta \tau(12)}\right] W_{1}[s, i]\right|_{t=0} . \tag{10}
\end{equation*}
$$

This is just a formal way of writing the Taylor expansion ${ }^{10}$ of $W_{1}$ in the $t$ variables. It is convenient to regard (10) as a multidimensional translation operation:

$$
\begin{equation*}
W_{1}[s, t]=\prod_{\langle 12\rangle} T(12) W_{1}[s, t], \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
T(12)=\exp [t(12) \delta / \delta t(12)] \tag{12}
\end{equation*}
$$

and it is left implicit that the barred variables are to be set to zero after differentiation. All the operators $T(12)$ commute. Note that every term in the expansion of $[T(12)-1] W_{1}[s, t]$ contains one or more powers of $t(12)$. Thus, the separation,

$$
T(12)=1+[T(12)-1]
$$

isolates those terms which do not depend on $v(12)$ from those which do.

We now assert that the development of $W_{1}$ in $\Delta T=(T-1)$ is the cluster expansion:

$$
\begin{gather*}
W_{1}[s, t]=\prod_{\langle 12\rangle}[1+\Delta T(12)] W_{1}[s, f],  \tag{13}\\
\Delta T(12)=T(12)-1 . \tag{14}
\end{gather*}
$$

The general term in the expansion of (13) is just a product of $\Delta T$ factors for a certain set, $G$, of interacting pairs:

$$
\prod_{\alpha \in G} \Delta T(\alpha) .
$$

A simple graphical representation is achieved by drawing onto the labeled lattice of sites those bonds $\alpha$ contained in $G$. Every such graph appears once and only once in (13). See Fig. 1 for examples. Many of the terms in (13) correspond to graphs having two or more disconnected parts. We now prove the following proposition: The contribution to (13) of every
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disconnected graph is zero. ${ }^{11}$ Consider a disconnected term,
$$
\prod_{\alpha \in G_{1}} \Delta T(\alpha) \prod_{\beta \in \mathcal{G}_{2}} \Delta T(\beta) W_{1}[s, i],
$$
where no bond in $G_{1}$ shares a site with a bond in $G_{2}$. To make this more explicit, let $F_{1}$ and $F_{2}$ be the set of end points of the bonds in $G_{1}$ and $G_{2}$, respectively. $F_{1}$ and $F_{2}$ are disjoint. Notice that the $i$ variables associated with neither $G_{1}$ nor $G_{2}$ may be set to zero immediately. Now evaluate $W_{1}[s, i]$ by (7). The trace factors. The logarithms of the factors add. The $\mu$ 's associated with sites in neither $F_{1}$ nor $F_{2}$ cannot be paired. So, by a logic parallel to that leading to (9),
\[

$$
\begin{equation*}
\left.W_{1}[s, i]\right]_{0}=W_{1}\left[s, f ; G_{1}\right]+W_{1}\left[s, \tau ; G_{2}\right], \tag{15}
\end{equation*}
$$

\]

where the bar on the left indicates that $i=0$ for bonds in neither $G_{1}$ nor $G_{2}$. The quantities on the right are defined by

$$
\begin{align*}
W_{1}[s, t ; G]=\ln [ & 2^{-n} \operatorname{Tr} \prod_{1 \in F}(1+\mu(1) s(1)) \\
& \left.\times \prod_{\langle 23\rangle \in G}(1+\mu(2) \mu(3) t(23))\right] . \tag{16}
\end{align*}
$$

The trace in (16) is restricted to the $n$ sites contained in $F . W_{1}[s, t ; G]$ is just the nontrivial part of the free energy of an Ising model containing only the sites in $F$ and the bonds in $G$. Equation (15) expresses the additivity of the free energy of noninteracting subsystems. Since

$$
\begin{equation*}
\Delta T\left(\alpha \in G_{1}\right) W_{1}\left[s, \tilde{f} ; G_{2}\right]=\Delta T\left(\beta \in G_{2}\right) W_{1}\left[s, \tilde{t} ; G_{1}\right]=0, \tag{17}
\end{equation*}
$$

the proposition is proved. Thus,

$$
\begin{equation*}
W_{1}[s, t]=\sum_{\text {connected } \sigma} \prod_{\alpha \in G} \Delta T(\alpha) W_{1}[s, i], \tag{18}
\end{equation*}
$$

which shows the basic cluster property of the free energy. The term, $C[G]$, associated with each graph $G$ contains the total contribution of the group of bonds in $G$ acting together; i.e., the term is present for any dilute Ising model containing all the bonds in $G$ but vanishes as soon as any one of the bonds in $G$ is removed.

Equations (1), (5), and (18) constitute the cluster expansion for the undiluted Ising model with arbitrary strength and range of interaction. We now complete the circle ${ }^{12}$ by pointing out that the contribution to

[^147]$W_{1}$ of each graph $G$ is expressible as a sum of free energies of "mutilated" Ising models, in which the only bonds are in subsets of $G$. Notice that
\[

$$
\begin{equation*}
W_{1}[s, t ; G]=\prod_{\alpha \in G} T(\alpha) W_{1}[s, i] \tag{19}
\end{equation*}
$$

\]

is a special case of (11). Thus, each term in (18) can be written as

$$
\begin{equation*}
C[G]=\prod_{\alpha \in G} \Delta T(\alpha) W_{1}[s, t]=\sum_{v \leq G}(-1)^{n_{\gamma} W_{1}[s, t ; \gamma], ~} \tag{20}
\end{equation*}
$$

where the sum has one term for each subset, $\gamma$, of $G$ and $n_{\gamma}$ is the number of bonds in $G$ but not in $\gamma$. For small clusters $W_{1}[s, t ; \gamma]$ is easy to evaluate via (16) or other available methods. Then (20) expresses conveniently the contribution to the free energy of the graph $G$.

The extension to the randomly dilute system is now straightforward. We follow other authors ${ }^{1,2,4-6}$ in arguing that for large $N$ it is possible to realize the "randomly dilute" system described in Sec. I by assigning to each site independently a probability $p$ of being active and correspondingly a probability ( $1-p$ ) of being inert. Any cluster of $n$ labeled points then has a chance $p^{n}$ of surviving intact a dilution of the lattice from $p=1$ to some concentration $p<1$. Thus the contribution of each graph $G_{n}$ having $n$ sites as bond endpoints must be decreased by a factor $p^{n}$. The cluster expansion then reads

$$
\begin{align*}
-\beta F=W= & p \sum_{1} \ln 2 \cosh b(1) \\
& +p^{2} \sum_{\langle 12\rangle} \ln \cosh v(12) \\
& +\sum_{n=2}^{\infty} p^{n} \sum_{\substack{G_{n} \\
\text { conneted }}} \prod_{\alpha \in G_{n}} \Delta T(\alpha) W_{1}[s, i], \tag{21}
\end{align*}
$$

which gives the free energy of the randomly dilute Ising model in an arbitrary external field and with arbitrary interaction range and strength. ${ }^{13}$ The restriction to uniform magnetic field and, for example, nearest-neighbor interactions is direct. Some simple applications are presented in the Appendix.

## III. DISCUSSION

(i) The skeptical reader will have observed a certain circularity in the argument for $p=1$. Equation (13)

[^148]expresses $T$ in terms of ( $T-1$ ), while (20) gives ( $T-1$ ) in terms of $T$. In effect, the substitution of (20) into (13) expresses $W_{1}[s, t]$ as $W_{1}[s, t]$ plus a set of terms summing to zero, involving the free energy of Ising models with one or more missing interaction bonds. ${ }^{14}$ What is the significance of an "expansion" which is simply a rearrangement of a large number of extraneous terms adding to zero? We have indicated after (18) that the cluster expansion in our form does have the significance of isolating the contribution of each site and bond to the free energy. Suppose a given interaction bond $v(12)$ is deleted from the Hamiltonian (1). What is the decrease in free energy? In principle the answer is obtained by adding to the trivial term, ln $\cosh v(12)$, the sum of the contributions to (18) of all graphs in which the bond $v(12)$ occurs. Of course, this computation is not easy in practice. The free energy associated with a given site can be calculated attalogously. Part (i) of the Appendix should clarify these points.
(ii) A more subtle question concerns the convergence of (21), particularly at $p=1$. When the number of sites, $N$, is finite, there is no difficulty. It is the present authors' belief that no one has been able to discuss the $N \rightarrow \infty$ limit of the cluster expansion with any degree of mathematical rigor. ${ }^{15}$
(iii) Another mathematical question concerns the convergence of the translation operator $T(12)$. When $t=\tanh v$ approaches $\pm 1$, one may well worry that the radius of convergence of such forms as $\ln (1+t)$ is being approached. Again, there is no trouble for finite $N$ : one may always work for very weak interaction, for which the Taylor expansion is certainly valid, and then invoke the analyticity of $W$ in interaction strengths to extend the result. The $N \rightarrow \infty$ limit remains obscure.
(iv) An interesting conceptual point emerges in the comparison of our result with that of Ref. 1. Our analysis isolates individual bond contributions, while Rushbrooke's analysis is based on the contributions of isolated point clusters of magnetic sites. Let us restrict ourselves to a square plane lattice with nearestneighbor interactions and develop an apparent paradox. Refer to Fig. 2. Both 2(a) and 2(b) appear as admissible graphs in our formulation. Only 2(b) is an

[^149]Fig. 2. Two $p^{4}$ graphs. Only (b) is a point cluster in the analysis of Ref. 1.

(a)

(b)
admissible point cluster for Rushbrooke. Since sites 1 and 4 are nearest neighbors, they must interact in Rushbrooke's formulation. The paradox is that $W_{1}[s, t ; 2(\mathrm{a})]$ for the graph 2(a) seems to appear in our expansion but not in Rushbrooke's. The resolution is that both graphs contribute to order $p^{4}$ of our cluster expansion. When contributions are calculated according to (20), there is a cancellation between them in which $W_{1}[s, t ; 2(\mathrm{a})]$ disappears. The identity of our result with previous ones guarantees that this cancellation is a general feature. In our formulation there will be cancellations between different graphs $G_{n}$ for the same value of $n$. This dead wood is the price we pay for the conceptual clarity of being able to exhibit explicitly individual bond contributions. Part (i) of the Appendix should make these remarks more concrete.
(v) At $b=0$ there is a simplification of the cluster expansion. Graphs with one or more free ends ${ }^{16}$ do not contribute. This is easy to see: let the free site be 1 and its single connecting bond be $t(12)$. Then, since $s(1)=0$, the $\mu(1)$ in $\mu(1) \mu(2) t(12)$ can never be paired and

$$
\begin{equation*}
(T(12)-1) W_{1}[s, t]=0 \tag{22}
\end{equation*}
$$

regardless of what other bonds the graph contains.
(vi) Calculations. Once the interaction $v(12)$ is made translationally invariant, all graphs of similar ${ }^{17}$ geometry contribute identically. The contribution of a given graph type is, of course, the product of a single graph contribution and an occurrence factor. See Appendix (ii) and (iii) for some examples. In actual computation our form, (21), of the cluster expansion is not significantly less cumbersome than others. ${ }^{18}$ We do feel that the derivation is both simple and transparent.
(vii) Note finally that Eq. (18) allows treatment of what we may call the "bond dilution" problem, in which bonds instead of sites are removed on a random basis. For a concentration $p$ of bonds (all sites remaining present),

$$
\begin{equation*}
W_{0}=\sum_{1} \ln 2 \cosh b(1)+p \sum_{\langle 12\rangle} \ln \cosh v(12) . \tag{23}
\end{equation*}
$$

$W_{1}$ is given by the same graphical sum as in (21), only with $n$ reinterpreted as the number of bonds in the graph $G_{n}$.
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## APPENDIX. SAMPLE CALCULATIONS

(i) The Triangle Problem: Consider an Ising model consisting of three sites, 1,2 , and 3 , and three bonds, $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$. See Fig. 3(a). Since $N=3$ is small here, the $W$ given by Eq. (21) can only be interpreted as the ensemble average described in footnote 13. The calculation of $W_{1}$ involves seven graphs, Fig. 3(a) itself, three graphs with bond pairs, and three with single bonds. Label the graphs by bonds contained and use (20). Typical contributions are

$$
\begin{align*}
C[123]= & W_{1}[123]-W_{1}[12]-W_{1}[13]-W_{1}[23] \\
& +W_{1}[1]+W_{1}[2]+W_{1}[3] \\
C[12]= & W_{1}[12]-W_{1}[1]-W_{1}[2], \\
C_{1}[1]= & W_{1}[1], \tag{A1}
\end{align*}
$$

where $s$ and $t$ dependences have been suppressed. From (16),

$$
\begin{align*}
W_{1}[123]= & \ln \left[1+s_{1} s_{2} t_{3}+s_{1} t_{2} s_{3}+t_{1} s_{2} s_{3}\right. \\
& \left.\quad+t_{1} t_{2} s_{1} s_{2}+t_{2} t_{3} s_{2} s_{3}+t_{1} t_{3} s_{1} s_{3}+t_{1} t_{2} t_{3}\right], \\
W_{1}[12]= & \ln \left[1+s_{1} t_{2} s_{3}+t_{1} s_{2} s_{3}+t_{1} t_{2} s_{1} s_{2}\right], \\
W_{1}[1]= & \ln \left[1+t_{1} s_{2} s_{3}\right], \tag{A2}
\end{align*}
$$

where

$$
\begin{equation*}
s_{i}=\tanh b(i), \quad t_{i}=\tanh v\left(\alpha_{i}\right) \tag{A3}
\end{equation*}
$$

If for simplicity we allow bond strengths and fields to become equal, Eq. (21) reads

$$
\begin{align*}
W=3 p \ln 2 \cosh b & +3 p^{2} \ln \cosh v+3 p^{2} W_{1}[1] \\
& +p^{3}\left(W_{1}[123]-3 W_{1}[1]\right) . \tag{A4}
\end{align*}
$$

Note that the non-point-cluster contribution, $W_{1}[12]$, has disappeared ${ }^{19}$ from (A4), as discussed in Sec. III(iv).

Suppose now that bond $\alpha_{3}$ were absent. See Fig. 3(b). The graphs, [123], [13], [23], and [3], would give zero. Instead of (A4),

$$
\begin{align*}
W=3 p \ln 2 \cosh b+ & 2 p^{2} \ln \cosh v+2 p^{2} W_{1}[1] \\
& +p^{3}\left(W_{1}[12]-2 W_{1}[1]\right) . \tag{A5}
\end{align*}
$$

Note that $W_{1}[12]$ does appear here. The difference, (A4)-(A5), is that part of the free energy due exclusively to the presence of bond $\alpha_{3}$.
(ii) The Free Energy for Low Concentration: Let us calculate the cluster expansion (21) for plane square and simple cubic nearest neighbor Ising models through terms in $p^{3}$. Contributing graphs are shown in Fig. 4. Graphs 4(b) and 4(c) contribute identically.

[^151]Fig. 3. An Ising model consisting of three points and (a) three bonds or (b) two bonds.

(0)

(b)

Fig. 4. Free energy graphs of orders $p^{2}$ [graph (a)] and $p^{8}$ [graphs (b) and (c)] for plane square and simple cubic nearest-neighbor lattices. Graphs (b) and (c) contribute identically.

$$
\begin{align*}
C[4(\mathrm{~b})] & =W_{1}[4(\mathrm{~b})]-2 W_{1}[4(\mathrm{a})], \\
C[4(\mathrm{a})] & =W_{1}[4(\mathrm{a})] .  \tag{A6}\\
W_{1}[4(\mathrm{~b})] & =\ln \left(1+2 t s^{2}+t^{2} s^{2}\right), \\
W_{1}[4(\mathrm{a})] & =\ln \left(1+t s^{2}\right) . \tag{A7}
\end{align*}
$$

Occurrence factors for 4(a) and 4(b) are $\frac{1}{2} z N$ and $\frac{1}{2} z(z-1) N$, respectively, where $z$ is the number of nearest neighbors. Thus, through order $p^{3}$

$$
\begin{align*}
& W / N=p \ln 2 \cosh b+\frac{1}{2} p^{2} z \\
& \quad \times \ln \left(\cosh v+\tanh ^{2} b \cdot \sinh v\right)+\frac{1}{2} p^{3} z(z-1) \\
& \quad \times\left[\ln \left(1+2 \tanh ^{2} b \cdot \tanh v+\tanh ^{2} b \cdot \tanh ^{2} v\right)\right. \\
& \left.\quad-2 \ln \left(1+\tanh ^{2} b \cdot \tanh ^{2} v\right)\right] . \quad \text { (A8) } \tag{A8}
\end{align*}
$$

This result agrees ${ }^{20}$ with Ref. 1.
(iii) Ring Graphs: Consider an Ising model with $b=0$ and arbitrary range of interaction. As shown in Sec. III(v), graphs with free ends do not contribute. Ring graphs are defined as those graphs consisting of a single closed loop of bonds, i.e., at each vertex of a ring graph two and only two bonds meet. Without discussing the relevance of this set of graphs, ${ }^{21}$ we show, as a demonstration of technique, that it is possible to go some way towards evaluating its contribution to the free energy. Consider the set of ring graphs with $n$ bonds and (thus) $n$ vertices. Only the leading term of (20) fails to vanish. A typical graph, labeled now by its vertices taken in serial order around the perimeter, gives

$$
\begin{equation*}
C_{n}[1 \cdots n]=\ln (1+t(12) t(23) \cdots t(n-1, n)) \tag{A9}
\end{equation*}
$$

The total $n$-bond ring contribution to the free energy $W_{n \text { ring }}$ is obtained by summing (A9). The sum on graphs is converted to a sum over vertex sites:

$$
\begin{equation*}
W_{n \text { ring }}=\frac{p^{n}}{2 n} \sum_{1, \cdots, n}^{\prime} C_{n}[1 \cdots n], \tag{A10}
\end{equation*}
$$

where each of the arguments is summed over all lattice sites. The prime on the summation restricts the vertices, $1, \cdots, n$, to distinct sites. The symmetry factor $1 / 2 n$ compensates for multiple counting. The result (A10) has been derived elsewhere. ${ }^{22}$
${ }^{20}$ Actually, it is the susceptibility $\chi$ which is calculated in Ref. 1. The following equivalences facilitate comparison:

$$
\begin{array}{lr}
\left.\frac{d^{2} W}{d^{2}}\right|_{b=0}=\frac{4 k T}{g^{2} \beta^{2}} \chi \quad \text { (Ref. 1), } \\
v=K K(\text { Ref. } 1)=J / 2 k T & \text { (Ref. 1), } \\
b=g \beta H / 2 k T & \text { Ref. 1). }
\end{array}
$$

## ${ }^{21}$ This is discussed in a particular context in Ref. 4.

${ }^{22}$ Reference 4, Eq. (10). The restriction on the summation is omitted there as part of the approximation scheme being used.
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#### Abstract

The Padé approximant is applied to the partial-wave integral equation and is shown to yield approximate solutions which satisfy exact two-body unitarity and which converge to the $N / D$ solution.


## I. INTRODUCTION

THE Padé approximant ${ }^{1}$ can be used to make approximate analytic continuations of the power series expansion of a function. For rational functions or functions whose power series expansion is a series of Stieltjes ${ }^{1-3}$ the Padé approximant can be shown to "converge" to the function as the degree of the Padé numerator and denominator tend to infinity. ${ }^{4}$ Fortunately, some functions of physical interest can be represented as series of Stieltjes, for example, the forward scattering amplitude ${ }^{1}$ and partial-wave scattering amplitude for potential scattering ${ }^{5}$ as a function of the potential strength. Here we demonstrate the convergence of the Padé for a relativistic model. We consider the $s$-wave amplitude for the scattering of two spinless particles as a function of the strength of the left-hand discontinuity. We show that it is related to a series of Stieltjes and hence the Padé can be used as an alternative to the $N / D$ method $^{6}$ for solving the partial-wave integral equation. A natural approximate solution to the problem is thus given by the ( $N, N$ ) Padé, which satisfies two-body unitarity and which would yield the exact amplitude if the left-hand cut consisted of $N$ poles.
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## II. THE PADE APPROXIMANT

For the elastic scattering of two spinless particles, the $s$-wave amplitude

$$
\begin{equation*}
T=e^{i \delta(s)} \sin \delta(s) / \rho(s) \tag{1}
\end{equation*}
$$

is a real analytic function of $s$ (the square of the total center-of-mass energy) in the complex plane cut along the real axis, where $\rho$ is a kinematical factor. We assume that for sufficiently small values of $\lambda, T$ satisfies the dispersion relation

$$
\begin{equation*}
T(\lambda, s)=\lambda B(s)+\frac{1}{\pi} \int_{s_{R}}^{\infty} \frac{\operatorname{Im} T\left(\lambda, s^{\prime}\right)}{s^{\prime}-s} d s^{\prime}, \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
B(s)=\frac{1}{\pi} \int_{-\infty}^{s_{L}} \frac{\sigma\left(s^{\prime}\right)}{s^{\prime}-s} d s^{\prime} \tag{3}
\end{equation*}
$$

the left-hand cut contribution to $T$ is given. In the two-body unitarity approximation, along the righthand cut

$$
\begin{equation*}
\operatorname{Im} T(\lambda, s)=\rho(s)|T(\lambda, s)|^{2} . \tag{4}
\end{equation*}
$$

Equation (2) can then be considered as a singular nonlinear integral equation for $T(\lambda, s)$. We propose to solve Eq. (2) by first iterating to get

$$
\begin{equation*}
T(\lambda, s)=\sum_{i=1}^{\infty} t_{i}(s) \lambda^{i} \tag{5}
\end{equation*}
$$

and then forming the ( $N, M$ ) Padé approximant to the power series (5)

$$
\begin{equation*}
[T(\lambda)]_{N, M}=P_{N, M}(\lambda) / Q_{N, M}(\lambda), \tag{6}
\end{equation*}
$$

where $P_{N, M}$ and $Q_{N, M}$ are polynomials in $\lambda$ of degree $M$ and $N$, respectively, with coefficients which are functions of $s$ and determined from the condition that (6) have the same power series expansion as (5) up to and including the term $\lambda^{N+M+1}$.

## III. PROOF OF UNITARITY AND CONVERGENCE

We now prove the following:
(1) $[T(\lambda)]_{N, M}$ satisfies exact two-body unitarity for $N \geq M$.
(2) In the limit as $N$ and $M$ become infinite $[T(\lambda)]_{N . M}$ is equal to $T(\lambda)$.
To prove (1) we need only know that the ( $N, M$ ) Padé is unique. ${ }^{2}$ Along the right-hand cut unitarity tells us that $\operatorname{Im}[1 / T(\lambda)]=-\rho$. The uniqueness of the Padé tells us that $\lambda /[T(\lambda)]_{N, M}=[\lambda / T(\lambda)]_{M-1, N}$, and for $M \leq N, \quad \operatorname{Im} \lambda / T(\lambda)=\operatorname{Im}[\lambda / T(\lambda)]_{M-1, N}$. Combining these three statements we have, for $N \geq M$,

$$
\begin{equation*}
\operatorname{Im}[T(\lambda)]_{N, M}=\rho(s)\left|[T(\lambda)]_{N, M}\right|^{2} . \tag{7}
\end{equation*}
$$

To prove (2) we use a modified version of the $N / D$ method of solution due to Ball ${ }^{7}$ which reduces the solution of Eq. (2) to the solution of a Fredholm integral equation of the Hilbert-Schmidt type.

We write $T=N / D$ with

$$
\begin{equation*}
N(s)=\lambda B(s)+\frac{\lambda}{\pi} \int_{-\infty}^{s_{L}} d s^{\prime} K\left(s, s^{\prime}, s_{0}\right) N\left(s^{\prime}\right) \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
D(s)=1-\frac{\left(s-s_{0}\right)}{\pi} \int_{s_{R}}^{\infty} \frac{N\left(s^{\prime}\right) \rho\left(s^{\prime}\right) d s^{\prime}}{\left(s^{\prime}-s\right)\left(s^{\prime}-s_{0}\right)}, \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
K\left(s, s^{\prime}, s_{0}\right)=\frac{B\left(s^{\prime}\right)\left(s^{\prime}-s_{0}\right)-\left(s-s_{0}\right) B(s)}{s^{\prime}-s} \frac{\rho\left(s^{\prime}\right)}{\left(s^{\prime}-s_{0}\right)} \tag{10}
\end{equation*}
$$

and $s_{0}$ is an arbitrary point less than $s_{R}$.
Since the kernel for the integral Eq. (8) is of the polar type, ${ }^{8}$ it can be transformed into one with a symmetric kernel,

$$
\begin{equation*}
k\left(s, s^{\prime} ; s_{0}\right)=K\left(s, s^{\prime}, s_{0}\right)\left(\frac{\rho(s)}{\rho\left(s^{\prime}\right)} \frac{\left(s^{\prime}-s_{0}\right)}{\left(s-s_{0}\right)}\right)^{\frac{1}{2}}, \tag{11}
\end{equation*}
$$

and if sufficiently well behaved has a denumerable set of real eigenvalues $\lambda_{i}\left(s_{0}\right)$ which we assume to be nondegenerate. $N$ and $D$ can then be expanded in terms of the eigenfunctions and eigenvalues of the kernel. ${ }^{7-9}$ One gets

$$
\begin{equation*}
N(s)=\lambda B(s)+\lambda^{2} \sum \frac{B_{i}\left(s_{0}\right) U_{i}\left(s, s_{0}\right) / \lambda_{i}}{1-\lambda / \lambda_{i}}, \tag{12}
\end{equation*}
$$

where

$$
\begin{gather*}
B_{i}\left(s_{0}\right)=\int_{s_{R}}^{\infty} d s^{\prime} \frac{\rho\left(s^{\prime}\right) B\left(s^{\prime}\right) U_{i}\left(s^{\prime}, s_{0}\right)}{s^{\prime}-s_{0}},  \tag{13}\\
U_{i}\left(s, s_{0}\right)=\lambda_{i}\left(s_{0}\right) \int_{s_{R}}^{\infty} K\left(s, s^{\prime}, s_{0}\right) U_{i}\left(s^{\prime}, s_{0}\right) d s^{\prime} . \tag{14}
\end{gather*}
$$

If one now considers $s=s_{0}$, then one has finally

$$
\begin{equation*}
T(\lambda, s)=\lambda B(s)+\lambda^{2} f(\lambda, s), \tag{15}
\end{equation*}
$$

[^153]where
\[

$$
\begin{equation*}
f(\lambda, s)=\sum \frac{B_{i}^{2}(s)}{1-\lambda \mid \lambda_{i}(s)}, \tag{16}
\end{equation*}
$$

\]

and $B_{i}(s)$ and $\lambda_{i}(s)$ are both real for $s_{L}<s<s_{R}$. There are three cases that one can consider.
(A) The $\lambda_{i}$ are finite in number: A necessary and sufficient condition for this to occur is for the left-hand cut to consist of a finite number of $n$ poles, in which case $[T(\lambda, s)]_{N, M}=T(\lambda, s)$ for $N$ and $M \geq n$.
(B) The $\lambda_{i}$ are all of the same sign: If $\sum B_{i}^{2}(s) \lambda_{i}(s)$ is uniformly convergent, ${ }^{9}$ then $B(s)=\sum B_{i}^{2}(s) \lambda_{i}(s)$, and Eq. (15) becomes

$$
\begin{equation*}
T(\lambda, s)=\lambda \Sigma \frac{B_{i}^{2}(s) \lambda_{i}(s)}{1-\lambda / \lambda_{i}(s)} \tag{17}
\end{equation*}
$$

so that for $s_{L}<s<s_{R}, T(\lambda, s) / \lambda$ is a series of Stieltjes ${ }^{3}$ in $\lambda$ and therefore ${ }^{4}$

$$
\begin{equation*}
\lim _{N \rightarrow \infty}[T(\lambda, s)]_{N, N+j}=T(\lambda, s) . \tag{18}
\end{equation*}
$$

A necessary and sufficient condition for Case (B) to hold is for the kernel $k\left(s, s^{\prime} ; s_{0}\right)$ to be definite. ${ }^{8}$ That is

$$
\int_{s_{R}}^{\infty} k\left(s, s^{\prime} ; s_{0}\right) f(s) f\left(s^{\prime}\right) d s d s^{\prime} \neq 0
$$

for arbitrary real $f(s)$. From Eqs. (3), (10), and (11) one has the equivalent condition

$$
\begin{equation*}
\int_{-\infty}^{s_{L}} d s \sigma(s) f^{2}(s)\left(s-s_{0}\right) \neq 0 . \tag{19}
\end{equation*}
$$

Hence if $s_{0}>s_{L}$, the kernel is definite if and only if $\sigma(s)$ is positive or negative semidefinite in the interval $\left(-\infty, s_{L}\right)$. This is indeed the situation in many bootstrap models. ${ }^{\text {? }}$
(C) The $\lambda_{i}$ differ in sign: In this case one is dealing with the moment problem over the interval $(-\infty, \infty)$. From the form of $f(\lambda, s)$ in Eq. (16), one can prove ${ }^{1,2}$ that for $j= \pm 1, \pm 3, \cdots$, and $s_{L}<s<s_{R}$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty}[f(\lambda, s)]_{N, N+s}=f(\lambda, s) . \tag{20}
\end{equation*}
$$

Also, one can write $T(\lambda, s)=\lambda B(s)[1-\lambda g(\lambda, s)]^{-1}$, where $g(\lambda, s)$ is of the same form as $f(\lambda, s)$, and hence the statement of convergence (20) applies also to $g(\lambda, s)$. Combining the statements of convergence for $f(\lambda, s)$ and $g(\lambda, s)$ with the uniqueness of the Padé, one obtains Eq. (18) for $j= \pm 1, \pm 3, \cdots$.

## IV. DISCUSSION

We have shown that the Padé approximant can, with complete rigor, replace the $N / D$ method of solution of the partial-wave integral equation. It provides also a natural method of obtaining approximate solutions which satisfy exact unitarity. These
solutions are roughly speaking equivalent to approximating the kernel by a finite sum of separable kernels, which in this case means replacing the left-hand cut by a finite number of poles. They have the advantage, however, that they are independent of the approximation. That is, the solution does not depend on the choice of these poles. For example, the $(1,1)$ Padé approximant is

$$
\begin{equation*}
[T(\lambda, s)]_{1,1}=\lambda B(s)\left(1-\lambda B^{-1}(s) \int_{s_{R}}^{\infty} \frac{\rho\left(s^{\prime}\right) B^{2}\left(s^{\prime}\right)}{s^{\prime}-s} d s^{\prime}\right)^{-1} \tag{21}
\end{equation*}
$$

which would be exact if $B(s)$ consisted of one pole. It is interesting that the approximate solution (21) has already appeared in the literature and was considered
as satisfactory for weak and moderately strong couplings. ${ }^{10}$ The approximate solutions have the additional feature that they also supply bounds on the exact solution. ${ }^{1}$

The techniques illustrated here should be capable of generalization to include many channels and spin, and hopefully extended beyond two-body unitarity. ${ }^{11}$ The Padé method may of course be applied to any integral equation. The proof of its convergence is at present, however, limited to solutions which are essentially series of Stieltjes.
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#### Abstract

Reciprocal variational principles are used to formulate upper and lower bounds on the low-pressure (Knudsen) flow rate of a gas through a channel of arbitrary geometry. The upper bound is equivalent to one obtained earlier by DeMarcus, but we believe the lower bound to be new. Explicit calculations are given for a short parallel-plate channel. The variational principles discussed here may be applied to a wide range of problems involving linear inhomogeneous integral equations.


## 1. INTRODUCTION

I$\mathbf{N}$ the so-called Knudsen regime, a gas flowing through a channel is at sufficiently low pressures for molecule-molecule collisions to be negligible, and only molecule-wall collisions need be taken into account. In addition, one usually assumes that a molecule equilibrates with the wall at each collision, so that its paths before and after the collision are totally uncorrelated.

Now, suppose that we have a gas at equilibrium in front of the entrance of the channel (Fig. 1), at a density of $n$ molecules per cc, that the exit of the channel opens into a vacuum, and that these conditions are maintained until a steady state has been reached. If the mean molecular speed at the prevailing temperature is $\bar{v}$, then $I_{0}=4 n \bar{v} A$ is the number of molecules entering the channel per unit time, $A$ being the area of the entrance cross section. Of these, a number

[^155]$Q /$ sec will leave through the exit, never to return, while the remainder come back out through the entrance.

For all but the simplest channel geometries, the calculation of $Q$ is an exceedingly difficult problem, ${ }^{1}$ and must be treated by approximate methods. One of the most promising has been the variational procedure introduced by DeMarcus, ${ }^{2}$ which leads to

Fig. 1. Channel with sample molecular path.


[^156]solutions are roughly speaking equivalent to approximating the kernel by a finite sum of separable kernels, which in this case means replacing the left-hand cut by a finite number of poles. They have the advantage, however, that they are independent of the approximation. That is, the solution does not depend on the choice of these poles. For example, the $(1,1)$ Padé approximant is
\[

$$
\begin{equation*}
[T(\lambda, s)]_{1,1}=\lambda B(s)\left(1-\lambda B^{-1}(s) \int_{s_{R}}^{\infty} \frac{\rho\left(s^{\prime}\right) B^{2}\left(s^{\prime}\right)}{s^{\prime}-s} d s^{\prime}\right)^{-1} \tag{21}
\end{equation*}
$$

\]

which would be exact if $B(s)$ consisted of one pole. It is interesting that the approximate solution (21) has already appeared in the literature and was considered
as satisfactory for weak and moderately strong couplings. ${ }^{10}$ The approximate solutions have the additional feature that they also supply bounds on the exact solution. ${ }^{1}$

The techniques illustrated here should be capable of generalization to include many channels and spin, and hopefully extended beyond two-body unitarity. ${ }^{11}$ The Padé method may of course be applied to any integral equation. The proof of its convergence is at present, however, limited to solutions which are essentially series of Stieltjes.
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#### Abstract

Reciprocal variational principles are used to formulate upper and lower bounds on the low-pressure (Knudsen) flow rate of a gas through a channel of arbitrary geometry. The upper bound is equivalent to one obtained earlier by DeMarcus, but we believe the lower bound to be new. Explicit calculations are given for a short parallel-plate channel. The variational principles discussed here may be applied to a wide range of problems involving linear inhomogeneous integral equations.


## 1. INTRODUCTION

I$\mathbf{N}$ the so-called Knudsen regime, a gas flowing through a channel is at sufficiently low pressures for molecule-molecule collisions to be negligible, and only molecule-wall collisions need be taken into account. In addition, one usually assumes that a molecule equilibrates with the wall at each collision, so that its paths before and after the collision are totally uncorrelated.

Now, suppose that we have a gas at equilibrium in front of the entrance of the channel (Fig. 1), at a density of $n$ molecules per cc, that the exit of the channel opens into a vacuum, and that these conditions are maintained until a steady state has been reached. If the mean molecular speed at the prevailing temperature is $\bar{v}$, then $I_{0}=4 n \bar{v} A$ is the number of molecules entering the channel per unit time, $A$ being the area of the entrance cross section. Of these, a number

[^158]$Q /$ sec will leave through the exit, never to return, while the remainder come back out through the entrance.

For all but the simplest channel geometries, the calculation of $Q$ is an exceedingly difficult problem, ${ }^{1}$ and must be treated by approximate methods. One of the most promising has been the variational procedure introduced by DeMarcus, ${ }^{2}$ which leads to

Fig. 1. Channel with sample molecular path.


[^159]rigorous upper bounds on the transmission probability $Q / I_{0}$. In this paper, we develop a companion procedure to bound $Q / I_{0}$ from below as well. ${ }^{3}$

## 2. MATHEMATICAL FORMULATION

Steady-state Knudsen flow through a channel of arbitrarily complex geometry is characterized by the number of molecules $\psi(\mathbf{S})$ colliding with unit area of the channel wall per unit time at each point $S$ on the wall. The function satisfies the Clausing-DeMarcus integral equation, ${ }^{2}$

$$
\begin{equation*}
\psi(\mathbf{S})=I_{0} \phi(\mathbf{S})+\int K\left(\mathbf{S}^{\prime}, \mathbf{S}\right) \psi\left(\mathbf{S}^{\prime}\right) d \mathbf{S}^{\prime} \tag{1}
\end{equation*}
$$

where $\phi(\mathbf{S}) d \mathbf{S}$ is the probability that a molecule entering the channel will make its first wall collision with the surface element $d \mathbf{S}$ located at $\mathbf{S}$ (Fig. 1), $K\left(\mathbf{S}^{\prime}, \mathbf{S}\right) d \mathbf{S}$ is the probability that a molecule leaving the wall at $\mathbf{S}^{\prime}$ will make its next collision in $d \mathbf{S}$ at $\mathbf{S}$, and the integral extends over the entire wall. Under the assumption that the molecule "forgets" its past history upon each collision, $K$ and $\phi$ will depend only on the geometry of the system. Equation (1) is just a mass balance condition, and states that a molecule colliding with any portion of the channel wall must have come either from the entrance or from some other element of the wall. We find it more convenient in what follows to rewrite Eq. (1) in the form

$$
\begin{align*}
I_{0} \phi(\mathbf{S})-\psi(\mathbf{S}) M(\mathbf{S}) & -\int K\left(\mathbf{S}^{\prime}, \mathbf{S}\right) \\
& \times\left[\psi(\mathbf{S})-\psi\left(\mathbf{S}^{\prime}\right)\right] d \mathbf{S}^{\prime}=0, \tag{2}
\end{align*}
$$

where

$$
M(\mathbf{S})=1-\int K\left(\mathbf{S}^{\prime}, \mathbf{S}\right) d \mathbf{S}^{\prime}
$$

Once $\psi(\mathbf{S})$ is known, the ratio $Q / I_{0}$ is readily obtained from the relation ${ }^{2}$

$$
\begin{equation*}
\Omega / I_{0}=1-A \int \psi(\mathbf{S}) \phi(\mathbf{S}) d \mathbf{S} / I_{0} \tag{3}
\end{equation*}
$$

The integral in Eq. (3) represents the rate at which molecules leave the channel through the entrance.

## 3. UPPER BOUND ON $Q / I_{0}$

In this section we rederive the variation principle of Davison ${ }^{4}$ and DeMarcus ${ }^{2}$ by a somewhat different route, so as to make clear its relationship to the reciprocal principle discussed in the next section. We show that solving Eq. (2) is equivalent to minimizing

[^160]the functional
\[

$$
\begin{align*}
\Omega\{G, \psi\} & \equiv \frac{1}{2} \iint K\left(\mathbf{S}, \mathbf{S}^{\prime}\right) \mathbf{G}^{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right) d \mathbf{S} d \mathbf{S}^{\prime} \\
& +\int \psi^{2}(\mathbf{S}) M(\mathbf{S}) d \mathbf{S} \tag{4}
\end{align*}
$$
\]

with respect to $G$ and $\psi$, subject to the subsidiary conditions that

$$
\begin{equation*}
Z \equiv \int \psi(\mathbf{S}) \phi(\mathbf{S}) d \mathbf{S} \tag{5}
\end{equation*}
$$

has a specified value and that

$$
\begin{equation*}
G\left(\mathbf{S}, \mathbf{S}^{\prime}\right)=\psi(\mathbf{S})-\psi\left(\mathbf{S}^{\prime}\right) \tag{6}
\end{equation*}
$$

for all $S$ and $\mathbf{S}^{\prime}$. That a minimum value of $\Omega$ exists is evident from the fact that the coefficients of $G^{2}$ and $\psi^{2}$ are never negative, i.e.,

$$
K\left(\mathbf{S}, \mathbf{S}^{\prime}\right) \geq 0, \quad M(\mathbf{S}) \geq 0
$$

the latter inequality follows from the interpretation of $\int K\left(\mathbf{S}, \mathbf{S}^{\prime}\right) d \mathbf{S}^{\prime}$ as the probability that a molecule leaving the wall at $S$ does not pass directly out of the channel.

The conditions (5) and (6) may be introduced through Lagrangian multipliers $\omega_{1}$ and $\omega_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)$; instead of $\Omega$, we then minimize the functional

$$
\begin{align*}
\Omega^{\prime}\{G, \psi\} \equiv \Omega\{G, \psi\}+\omega_{1} Z+\iint & \omega_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right) \\
& \times\left[G\left(\mathbf{S}, \mathbf{S}^{\prime}\right)-\psi(\mathbf{S})+\psi\left(\mathbf{S}^{\prime}\right)\right] . \tag{7}
\end{align*}
$$

For the desired extremum the variation of $\Omega^{\prime}$ must vanish,

$$
\begin{gather*}
\iint \delta G\left(\mathbf{S}, \mathbf{S}^{\prime}\right)\left[K\left(\mathbf{S}, \mathbf{S}^{\prime}\right) G\left(\mathbf{S}, \mathbf{S}^{\prime}\right)+\omega_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)\right] d \mathbf{S} d \mathbf{S}^{\prime} \\
+\int \delta \psi(\mathbf{S})\left[2 \psi(\mathbf{S})\left(1-\int K\left(\mathbf{S}, \mathbf{S}^{\prime}\right) d \mathbf{S}^{\prime}\right)+\omega_{1} \phi(\mathbf{S})\right. \\
\left.-\int\left(\omega_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)-\omega_{2}\left(\mathbf{S}^{\prime}, \mathbf{S}\right)\right) d \mathbf{S}^{\prime}\right] d \mathbf{S}=\mathbf{0} \tag{8}
\end{gather*}
$$

Setting the coefficients of $\delta G$ and $\delta \psi$ independently equal to zero, we have the Euler-Lagrange equations

$$
\begin{equation*}
K\left(\mathbf{S}, \mathbf{S}^{\prime}\right) \boldsymbol{G}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)+\omega_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)=0 \tag{9}
\end{equation*}
$$

and

$$
\begin{align*}
2 \psi(\mathbf{S}) M(\mathbf{S}) & +\omega_{1} \phi(\mathbf{S}) \\
& -\int\left[\omega_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)-\omega_{2}\left(\mathbf{S}^{\prime}, \mathbf{S}\right)\right] d \mathbf{S}=0, \tag{10}
\end{align*}
$$

from which $\omega_{2}$ and $G$ can be eliminated by using the subsidiary condition (6). Because of the symmetry of the kernel $K\left(\mathbf{S}, \mathbf{S}^{\prime}\right)$ with respect to the interchange of $\mathbf{S}$ and $\mathbf{S}^{\prime}$, the result can be written as

$$
\begin{align*}
& \omega_{1} \phi(\mathbf{S})+2 \psi(\mathbf{S}) M(\mathbf{S})+2 \int K\left(\mathbf{S}^{\prime}, \mathbf{S}\right) \\
& \times\left[\psi(\mathbf{S})-\psi\left(\mathbf{S}^{\prime}\right)\right] d \mathbf{S}^{\prime}=0 . \tag{11}
\end{align*}
$$

Equation (11) is identical with (2), provided we make the identification

$$
\begin{equation*}
\omega_{1}=-2 I_{0} . \tag{12}
\end{equation*}
$$

The minimum value of the functional $\Omega$ has a simple meaning, as can be seen by multiplying (2) on both sides by $\psi(\mathbf{S})$ and integrating over the wall surface. After some reduction one obtains

$$
\begin{equation*}
\Omega=I_{0} \int \psi(\mathbf{S}) \phi(\mathbf{S}) d \mathbf{S}=I_{0} Z \tag{13}
\end{equation*}
$$

Of course, this relation is only valid if $\psi(\mathbf{S})$ actually satisfies (2): if instead we calculate $\Omega$ from trial functions $\psi^{*} \neq \psi$ and $G^{*}=\psi^{*}(\mathbf{S})-\psi^{*}\left(\mathbf{S}^{\prime}\right) \neq G$, the result will necessarily be larger:

$$
\begin{equation*}
\Omega^{*}=\Omega\left\{G^{*}, \psi^{*}\right\}>I_{0} Z . \tag{14}
\end{equation*}
$$

It should be borne in mind that, in order for (14) to hold, $\psi^{*}$ must satisfy condition (5). In other words, (14) is true only for trial functions which lead to the required value of $Z$. On the other hand, different choices for $\psi^{*}$ lead to different values of the Lagrangian multiplier $\omega_{1}=-2 I_{0}$. Thus (14) gives an upper bound on $I_{0}$ for a fixed value of $Z$. Recalling that, according to Eq. (3),

$$
\begin{equation*}
Z=\left(I_{0}-Q\right) / A \tag{15}
\end{equation*}
$$

we can equally well say that we have an upper bound on $Q / Z$ for a given $Z$ :

$$
\begin{equation*}
Q / Z \equiv A Q /\left[I_{0}-Q\right]<\left(\Omega^{*} / Z^{2}\right)-A \tag{16}
\end{equation*}
$$

or, after rearrangement,

$$
\begin{equation*}
Q / I_{0}<1-A Z^{2} / \Omega^{*} . \tag{17}
\end{equation*}
$$

This is the bound used by DeMarcus in his treatment of Knudsen flow.

## 4. LOWER BOUND ON $Q / I_{0}$

To obtain a lower bound on the ratio $Q / I_{0}$, we reformulate the principle of the preceding section in terms of the net flux $J\left(\mathbf{S}, \mathbf{S}^{\prime}\right)$ between two points $\mathbf{S}$ and $\mathbf{S}^{\prime}$ on the wall, and the rate $T(\mathbf{S})$ at which molecules leave the unit area of the wall surface at $S$ to pass directly out through the channel entrance or exit without further collisions. We thus seek to minimize the functional

$$
\begin{align*}
& \Lambda\{J, T\}=\frac{1}{2} \iint\left[J^{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right) / K\left(\mathbf{S}, \mathbf{S}^{\prime}\right)\right] d \mathbf{S} d \mathbf{S}^{\prime} \\
&+\int\left[T^{2}(\mathbf{S}) / M(\mathbf{S})\right] d \mathbf{S} \tag{18}
\end{align*}
$$

with respect to all $J$ and $T$ which are consistent with a given entrance rate $I_{0}$, i.e., which satisfy the mass balance condition

$$
\begin{equation*}
I_{0} \phi(\mathbf{S})=T(\mathbf{S})+\int J\left(\mathbf{S}, \mathbf{S}^{\prime}\right) d \mathbf{S}^{\prime} \tag{19}
\end{equation*}
$$

at every $S$. In addition to (19), we require

$$
\begin{equation*}
J\left(\mathbf{S}, \mathbf{S}^{\prime}\right)+J\left(\mathbf{S}^{\prime}, \mathbf{S}\right)=0 \tag{20}
\end{equation*}
$$

for all $\mathbf{S}$ and $\mathbf{S}^{\prime}$.
To take these subsidiary conditions into account, we introduce Lagrangian multipliers $\lambda_{1}(\mathbf{S})$ and $\lambda_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)$ and minimize

$$
\begin{align*}
& \Lambda^{\prime}\{J, T\} \equiv \Lambda\{J, T\}+\int \lambda_{1}(\mathbf{S}) \\
& \quad \times\left[T(\mathbf{S})+\int J\left(\mathbf{S}, \mathbf{S}^{\prime}\right) d \mathbf{S}^{\prime}\right] d \mathbf{S} \\
& \quad+\iint \lambda_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)\left[J\left(\mathbf{S}, \mathbf{S}^{\prime}\right)+J\left(\mathbf{S}^{\prime}, \mathbf{S}\right)\right] d \mathbf{S} d \mathbf{S}^{\prime} \tag{21}
\end{align*}
$$

Setting the variation of $\Lambda^{\prime}$,

$$
\begin{align*}
\delta \Lambda^{\prime}=\iint & \delta J\left(\mathbf{S}, \mathbf{S}^{\prime}\right)\left[J\left(\mathbf{S}, \mathbf{S}^{\prime}\right) / K\left(\mathbf{S}, \mathbf{S}^{\prime}\right)+\lambda_{1}(\mathbf{S})\right. \\
& \left.+\lambda_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)+\lambda_{2}\left(\mathbf{S}^{\prime}, \mathbf{S}\right)\right] d \mathbf{S} d \mathbf{S}^{\prime} \\
& +\int \delta T(\mathbf{S})\left[2 T(\mathbf{S}) / M(\mathbf{S})+\lambda_{1}(\mathbf{S})\right] d \mathbf{S} \tag{22}
\end{align*}
$$

equal to zero for arbitrary variations $\delta J$ and $\delta T$, we are led to the Euler-Lagrange equations
$J\left(\mathbf{S}, \mathbf{S}^{\prime}\right)+K\left(\mathbf{S}, \mathbf{S}^{\prime}\right)\left[\lambda_{1}(\mathbf{S})+\lambda_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)+\lambda_{2}\left(\mathbf{S}^{\prime}, \mathbf{S}\right)\right]=0$,

$$
\begin{equation*}
2 T(\mathbf{S})+\lambda_{1}(\mathbf{S}) M(\mathbf{S})=0 . \tag{23}
\end{equation*}
$$

When introduced into (16), the requirement (20) that $J$ be antisymmetric with respect to the interchange of $S$ and $\mathbf{S}^{\prime}$ gives

$$
\begin{equation*}
\lambda_{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)+\lambda_{2}\left(\mathbf{S}^{\prime}, \mathbf{S}\right)=-\frac{1}{2}\left[\lambda_{1}(\mathbf{S})+\lambda_{1}\left(\mathbf{S}^{\prime}\right)\right] ; \tag{25}
\end{equation*}
$$

with the identification

$$
\begin{equation*}
\lambda_{1}(\mathbf{S})=-2 \psi(\mathbf{S}) \tag{26}
\end{equation*}
$$

Eqs. (23) and (24) then become

$$
\begin{align*}
J\left(\mathbf{S}, \mathbf{S}^{\prime}\right) & =K\left(\mathbf{S}, \mathbf{S}^{\prime}\right)\left[\psi(\mathbf{S})-\psi\left(\mathbf{S}^{\prime}\right)\right]  \tag{27}\\
T(\mathbf{S}) & =M(\mathbf{S}) \psi(\mathbf{S}) \tag{28}
\end{align*}
$$

Together with (19), these equations are equivalent to the original Clausing-DeMarcus equation (2).

The minimum value of $\Lambda\{J, T\}$ is the same as the minimum of $\Omega\{G, \psi\}$, namely, $I_{0} Z$, and is obtained if and only if $T$ and $J$ satisfy (19), (27), and (28). This time, however, the minimization has been carried out at fixed $I_{0}[E q$. (19)], rather than at fixed $Z$. Therefore, if in place of the minimizing $J$ and $T$ we use trial functions $J^{*}$ and $T^{*}$ satisfying the conditions (19) and (20), we obtain, for any given value of $I_{0}$, an upper bound on the product $I_{0} Z$ :

$$
\begin{equation*}
\Lambda^{*}\left\{J^{*}, T^{*}\right\}>I_{0} Z=I_{0}\left(I_{0}-Q\right) / A \tag{29}
\end{equation*}
$$

This inequality may be rewritten in the form of a lower bound on $Q / I_{0}$ to give the final result

$$
\begin{equation*}
\Omega / I_{0}>1-A \Lambda^{*} / I_{0}^{2} . \tag{30}
\end{equation*}
$$

## 5. SHORT CHANNELS BETWEEN PARALLEL PLATES

To illustrate the variational bounds (17) and (30), we consider the flow through a two-dimensional channel between two parallel lines separated by a distance $A .{ }^{5}$ The channel has a length $L$ in the direction of flow, which we take to be the $x$ direction. The functions $\phi$ and $K$ now depend only upon the $x$ coordinates of the points $\mathbf{S}$ and $\mathbf{S}^{\prime}$ : assuming that the gas molecules enter the channel and leave the wall with a two-dimensional cosine law distribution, simple geometrical considerations lead to ${ }^{6}$

$$
\begin{gather*}
\phi(x)=(1 / 2 A)\left[1-x /\left(x^{2}+A^{2}\right)^{\frac{1}{2}}\right], \\
M(x)=\frac{1}{2} A[\phi(x)+\phi(L-x)],  \tag{31}\\
K\left(\left|x-x^{\prime}\right|\right)=\frac{1}{2} A^{2}\left[A^{2}+\left(x-x^{\prime}\right)^{2}\right]^{-\frac{3}{2}} . \tag{32}
\end{gather*}
$$

For a lower bound on $Q / I_{0}$, we take $J^{*}$ identically equal to zero and calculate $T^{*}$ from (19). It is clear that, in using these trial functions, we are in effect counting only those paths which involve no more than a single collision with the wall surface. The lower bound ( 30 ) thus becomes
$Q / I_{0}>1-2 \int_{0}^{L}\left\{\phi^{2}(x) /[\phi(x)+\phi(L-x)]\right\} d x$.
For short channels, we may expand (33) in powers of $\rho=L / A$ to obtain
$Q / I_{0}>1-\rho / 2+\rho^{2} / 4-\rho^{3} / 24-\rho^{4} / 12+\cdots$.

An upper bound on $Q / I_{0}$ for this system was derived by Berman ${ }^{7}$ using a linear trial function $\psi=a x+b$; in expanded form, Berman's result is
$Q / I_{0}<1-\rho / 2+\rho^{2} / 4-\rho^{3} / 24-\rho^{4} / 16+\cdots$,
which is identical with (34) through the term in $\rho^{3}$.
For very large values of $\rho$, however, the lower bound (33) goes to zero as $\rho^{-1}$, whereas Berman's upper bound for long channels is $\rho^{-1} \ln \rho$. While the one-collision trial function is thus quite effective for a short channel, improved trial functions are necessary for larger values of $L$. For example, one might choose

$$
J^{*}\left(x, x^{\prime}\right)=a K\left(\left|x-x^{\prime}\right|\right)\left(x-x^{\prime}\right)
$$

corresponding to the choice $\psi^{*}(x)=a x+b$.

## 6. SUMMARY AND CONCLUSION

To exhibit the bounds on the transmission probability in a more explicit manner, we can use the subsidiary conditions (5) and (6) to eliminate $Z$ and $G^{*}$ in (17), and the condition (19) to eliminate $T^{*}$ in (30). In making the latter substitution, we may also write

$$
\begin{equation*}
J^{*}\left(\mathbf{S}, \mathbf{S}^{\prime}\right)=\mu j\left(\mathbf{S}, \mathbf{S}^{\prime}\right) \tag{33}
\end{equation*}
$$

and, for any choice of the trial function $j\left(\mathbf{S}, \mathbf{S}^{\prime}\right)$ which is antisymmetric with respect to interchange of $\mathbf{S}$ and $\mathbf{S}^{\prime}$, maximize the lower bound on $Q / I_{0}$ given by (30) with respect to the parameter $\mu$. The resulting inequalities are

$$
\begin{gather*}
1-\frac{A\left[\int \phi(\mathbf{S}) \psi^{*}(\mathbf{S}) d \mathbf{S}\right]^{2}}{\frac{1}{2} \iint K\left(\mathbf{S}, \mathbf{S}^{\prime}\right)\left(\psi^{*}(\mathbf{S})-\psi^{*}\left(\mathbf{S}^{\prime}\right)^{2} d \mathbf{S} d \mathbf{S}^{\prime}+\int M(\mathbf{S}) \psi^{* 2}(\mathbf{S}) d \mathbf{S}\right.} \geq Q / I_{0} \geq 1-A \int \phi^{2}(\mathbf{S}) M^{-1}(\mathbf{S}) d \mathbf{S} \\
+\frac{A\left(\iint j\left(\mathbf{S}, \mathbf{S}^{\prime}\right) \phi(\mathbf{S}) M^{-1}(\mathbf{S}) d \mathbf{S} d \mathbf{S}^{\prime}\right)^{2}}{\frac{1}{2} \iint j^{2}\left(\mathbf{S}, \mathbf{S}^{\prime}\right) K^{-1}\left(\mathbf{S}, \mathbf{S}^{\prime}\right) d \mathbf{S} d \mathbf{S}^{\prime}+\iiint j\left(\mathbf{S}, \mathbf{S}^{\prime}\right) j\left(\mathbf{S}, \mathbf{S}^{\prime \prime}\right) M^{-1}(\mathbf{S}) d \mathbf{S} d \mathbf{S}^{\prime} d \mathbf{S}^{\prime \prime}} \\
{\left[j\left(\mathbf{S}, \mathbf{S}^{\prime}\right)=-j\left(\mathbf{S}^{\prime}, \mathbf{S}\right)\right] .}
\end{gather*}
$$

Extension of these inequalities to diffuse-elastic scattering from the walls merely involves a modification of the kernel $K$, and DeMarcus has determined an upper bound on $Q / I_{0}$ for flow through cylinders under these conditions. Surface diffusion can also be included if the wall surface is sufficiently irregular for the effect to be appreciable.

Equations of the same form as (1) describe a wide range of phenomena, such as radiation transfer, neu-

[^161]tron diffusion, etc. The reciprocal variation principles discussed in this paper apply in those cases where the kernel $K$ is symmetric, and where both $K$ and $\left[1-\int K\left(\mathbf{S}, \mathbf{S}^{\prime}\right) d \mathbf{S}^{\prime}\right]$ are everywhere positive or zero.
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#### Abstract

Electrodynamics problems with mixed boundary values promise to assume increasing practical importance in fields such as plasma physics. A new method of attacking such problems in three dimensions is presented and discussed.


## 1. STATEMENT OF THE PROBLEM

TTHE emergence of plasma physics as an important scientific discipline has disclosed many imperfections in the traditional approaches to certain aspects of mathematical physics. One of these is the mixed boundary-value problem in electrodynamics originating when a moderately conducting domain is incompletely bounded by perfect conductors. While it is evident that this problem can be solved in all two-dimensional symmetries, the simplest examples of complete three-dimensional character present great difficulties.
The classical example of such a problem is Nobili's ${ }^{1}$ colored rings first considered by Riemann. ${ }^{2}$ This is the problem of an infinite slab of conducting material on whose plane sides two circular metallic disks held at opposite potential are placed. The conductivity of the slab is finite, that of the disks infinite. The formulation of the problem is as follows:

A solution of Laplace's equation $\phi(\rho, z)$ is to be found such that for $z= \pm a$,

$$
\begin{array}{r}
\phi(\rho, \pm a)= \pm \phi_{0}, \rho<c \\
(\partial \phi / \partial z)_{ \pm a}=0, \quad \rho>c .
\end{array}
$$

Here $\rho$ is the two-dimensional distance $\left(x^{2}+y^{2}\right)^{\frac{1}{2}}$, the thickness of the slab is $2 a$, the radius of each electrode disk is $c$. A presumed solution of this cylindrically symmetric, mixed boundary-value problem was given by Weber, ${ }^{3}$ but it was actually only an approximation for the case where the disk size is small compared with the slab thickness.
The method presented in the following pages reduces the problem to a standard integral equation of the Fredholm type (integral equation of the "second kind"). In another paper ${ }^{4}$ the construction of solutions

[^163]of this equation is presented in detail together with numerical results. Recently, the same problem was attacked by Tranter ${ }^{5}$ using the method of integral transforms and an approximate solution was constructed. However, since the method given here is quite different and capable of considerable generalization (see Sec. 6 below), we think it merits a detailed presentation.

## 2. THE SINGLE CIRCULAR DISK

As a preparation, let the well-known solution for the metallic disk be rederived. We start with

$$
\begin{equation*}
\phi(\rho, z)=\frac{2}{\pi} \int_{0}^{\infty} d \lambda J_{0}(\rho \lambda) e^{-|z| \lambda} A(\lambda) \tag{1}
\end{equation*}
$$

where $A(\lambda)$ is to be determined so that $\phi(\rho, 0)$ is equal to the constant potential $\phi_{0}$ for $\rho<c$. Rather than trying to find $A(\lambda)$ directly, we make the following Ansatz:

$$
\begin{equation*}
A(\lambda)=\int_{0}^{c} d \xi \cos \lambda \xi f(\xi) \tag{2}
\end{equation*}
$$

and attempt to find $f(\xi)$ from

$$
\begin{equation*}
\frac{2}{\pi} \int_{0}^{\infty} d \lambda J_{0}(\rho \lambda) \int_{0}^{0} d \xi \cos \lambda \xi f(\xi)=\phi_{0} . \tag{3}
\end{equation*}
$$

Replacing $\rho$ by $\eta$ momentarily, we now operate on this with $(d / d \rho) \int_{0}^{\rho} \eta d \eta /\left(\rho^{2}-\eta^{2}\right)^{\frac{1}{2}}$ :

$$
\begin{equation*}
\frac{2}{\pi} \frac{d}{d \rho} \int_{0}^{\rho} \frac{\eta d \eta}{\left(\rho^{2}-\eta^{2}\right)^{\frac{1}{2}}} \int_{0}^{\infty} d \lambda J_{0}(\eta \lambda) \int_{0}^{c} d \xi \cos \lambda \xi f(\xi)=\phi_{0} \tag{4}
\end{equation*}
$$

After drawing the $\lambda$ integration to the left, the $\eta$ integral can be performed:

$$
\int_{0}^{\rho} \frac{\eta d \eta}{\left(\rho^{2}-\eta^{2}\right)^{\frac{1}{2}}} J_{0}(\eta \lambda)=\frac{\sin \lambda \rho}{\lambda}
$$

[^164]and (3) becomes
$$
\frac{2}{\pi} \frac{d}{d \rho} \int_{0}^{\infty} d \lambda \frac{\sin \lambda \rho}{\lambda} \int_{0}^{c} d \xi \cos \lambda \xi f(\xi)=\phi_{0}
$$

Again exchanging the order of integration gives

$$
\begin{equation*}
\frac{2}{\pi} \frac{d}{d \rho} \int_{0}^{c} d \xi f(\xi) \int_{0}^{\infty} \frac{d \lambda}{\lambda} \sin \lambda \rho \cos \lambda \xi=\phi_{0} \tag{5}
\end{equation*}
$$

in which the $\lambda$ integral is recognizable as the "Dirichlet Discontinuous Factor." Therefore, we have

$$
f(\rho)=\phi_{0}
$$

and $A(\lambda)$ of (2) can now be substituted into (1).

## 3. THE SLAB PROBLEM

Exactly the same method is now employed for the slab, with the modification that the vanishing of the normal derivative at the plates is brought about by assuming infinitely many equidistant image plates held at alternate potentials. (See Fig. 1.) Let a potential of the following form be assumed:

$$
\begin{align*}
& \phi=\frac{2}{\pi} \int_{0}^{\infty} d \lambda\left(\cdots+e^{-|z+s a| \lambda}-e^{-|z+a| \lambda}\right. \\
&\left.\quad+e^{-|z-a| \lambda}-e^{-|z-3 a| \lambda} \cdots\right) J_{0}(\rho \lambda) A(\lambda) \tag{6}
\end{align*}
$$

with $A(\lambda)$ given by (2). This can be summed to be

$$
\begin{equation*}
\phi=\frac{2}{\pi} \int_{0}^{\infty} d \lambda \frac{\sinh \lambda z}{\cosh \lambda a} J_{0}(\rho \lambda) A(\lambda),-a \leq z \leq+a \tag{6a}
\end{equation*}
$$

With solutions of this form we now seek to satisfy the boundary conditions on each of the plates. Let

$$
\begin{aligned}
& \phi=+\phi_{0} \text { for } z=(4 m+1) a \\
& \phi=-\phi_{0} \quad \text { for } z=(4 m-1) a
\end{aligned}
$$

Substituting these conditions into (6) leads to results such as the following: For

$$
\begin{aligned}
& z=-3 a:+\phi_{0}= \frac{2}{\pi} \int_{0}^{\infty}\left(\cdots+1-e^{-2 a \lambda}\right. \\
&\left.\quad+e^{+4 a \lambda}-e^{-6 a \lambda}+\cdots\right) J_{0} A d \lambda \\
& z=-a:-\phi_{0}= \frac{2}{\pi} \int_{0}^{\infty}\left(\cdots+e^{-2 a \lambda}-1\right. \\
&\left.\quad+e^{-2 a \lambda}-e^{-4 a \lambda} \cdots\right) J_{0} A d \lambda
\end{aligned} \quad \begin{array}{r}
z=+a: \quad+\phi_{0}=\frac{2}{\pi} \int_{0}^{\infty}\left(\cdots+e^{-4 a \lambda}-e^{-2 a \lambda}\right. \\
\left.\quad+1-e^{-2 a \lambda} \cdots\right) J_{0} A d \lambda
\end{array}
$$

These and all other boundary conditions are seen to be identical, and give after summing

$$
\begin{equation*}
\frac{2}{\pi} \int_{0}^{\infty} d \lambda J_{0}(\lambda \rho) \tanh a \lambda \int_{0}^{c} d \xi \cos \lambda \xi f(\xi)=\phi_{0} \tag{7}
\end{equation*}
$$



Fig. 1. Geometry of the image system for the two-disk problem.
This equation, which should be compared with (3) of the previous section is now subjected to the same transformations, which in the previous section led from (3) to (5). The result is

$$
\begin{equation*}
\frac{d}{d \rho} \int_{0}^{c} d \xi f(\xi) \int_{0}^{\infty} \frac{d \lambda}{\lambda} \tanh a \lambda \sin \lambda \rho \cos \lambda \xi=\phi_{0} . \tag{8}
\end{equation*}
$$

In order to perform the differentiation with respect to $\rho$ with complete safety, let the hyperbolic tangent be split by writing

$$
\tanh a \lambda=1-2 /\left(e^{2 a \lambda}+1\right)
$$

This results in the integral equation

$$
\begin{equation*}
f(\xi)-\frac{2}{\pi} \int_{-c}^{+c} d \xi_{1} K\left(\xi \xi_{1}\right) f\left(\xi_{1}\right)=\phi_{0} \tag{8a}
\end{equation*}
$$

with the symmetric kernel

$$
\begin{equation*}
K\left(\xi \xi_{1}\right)=\int_{0}^{\infty} d \lambda \frac{\cos \lambda \xi \cos \lambda \xi_{1}}{e^{2 a \lambda}+1} \tag{8b}
\end{equation*}
$$

The range of integration with respect to $\xi$ was extended to $-c$ by assuming $f(\xi)$ to be even.

## 4. EXPANSION IN LEGENDRE POLYNOMIALS

We introduce dimensionless variables into the integral equation by writing
$\xi=c x, \quad \xi_{1}=c x_{1}, \quad \lambda=\mu / 2 a, \quad f(\xi) / \phi_{0}=F(x)$
and later also into the equation for $\phi$ itself as

$$
\begin{equation*}
\rho / c=\sigma, \quad z / a=\zeta \tag{10}
\end{equation*}
$$

Equations (8a, b) are now

$$
\begin{equation*}
F(x)-\frac{2}{\pi} \epsilon \int_{-1}^{+1} d x_{1} F\left(x_{1}\right) K\left(x, x_{1}\right)=1 \tag{11a}
\end{equation*}
$$

with

$$
\begin{equation*}
K\left(x, x_{1}\right)=\int_{0}^{\infty} d \mu \frac{\cos \epsilon \mu x \cos \epsilon \mu x_{1}}{e^{\mu}+1} \tag{11b}
\end{equation*}
$$

The constant

$$
\epsilon=c / 2 a
$$

is the important ratio of the problem. For infinite plate distance (11a) reduces to $F(x)=1$, and the
potential $\phi(z, p)$ becomes the original Weber expression

$$
\phi(z, \rho)=\frac{2}{\pi} \phi_{0} \int_{0}^{\infty} d \lambda \frac{\sinh z \lambda}{\cosh a \lambda} \frac{\sinh \lambda a}{\lambda} J_{0}(\rho \lambda)
$$

Because of the range of the variables $x$ and $x_{1}$, it was found most convenient to expand the unknown function $F(x)$ into a series of even Legendre polynomials

$$
\begin{equation*}
f(x)=\sum_{0}^{\infty} A_{2 m} P_{2 m}(x) \tag{12}
\end{equation*}
$$

The integral equation (11a) now becomes an infinite system of linear equations for the expansion coefficients $A_{2 m}$

$$
(4 n+1)^{-1} A_{2 n}-(\epsilon / \pi) \sum_{m} A_{2 m} M_{2 m, 2 n}=\delta_{0,2 n},
$$

with the matrix elements

$$
M_{2 m, 2 n}=\int_{-1}^{+1} d x \int_{-1}^{+1} d x_{1} P_{2 m}(x) P_{2 n}\left(x_{1}\right) K\left(x x_{1}\right) .
$$

In the paper referred to in Ref. 4, we have reported the calculations necessary to obtain actual solutions and have shown that not only the matrix $M$ decreases satisfactorily with increasing $m$ and $n$, thereby making early truncation possible, but also the $A_{2 n}$ decrease rapidly.

## 5. THE FIELD FOR $\rho>c$ AS A RAPIDLY CONVERGING FOURIER SERIES

The expression for the complete potential $\phi(\rho, z)$ is using (6a), (2), (9), and (12)

$$
\begin{aligned}
& \frac{\phi}{\phi_{0}}=\left(\frac{2 \epsilon}{\pi}\right)^{\frac{1}{2}} \sum_{m}(-1)^{m} A_{2 m} \\
& \times \int_{0}^{\infty} \frac{d \mu \sinh \frac{1}{2} \mu \zeta}{\mu^{\frac{1}{2}}} \frac{\cosh \frac{1}{2} \mu}{\cos } J_{0}(\sigma \epsilon \mu) J_{2 m+\frac{1}{2}}(\epsilon \mu) .
\end{aligned}
$$

The appearance of the half integer Bessel functions is explained below. The occurrence of the hyperbolic cosine in the denominator shows that in the complex $\mu$ plane there is a string of first-order poles along the imaginary axis located at

$$
\mu=(2 n+1) \pi i
$$

This, therefore, invites one to decompose $J_{0}$ into two Hankel functions $H_{0}^{(1)}$ and $H_{0}^{(2)}$ and draw the integral containing the former into the upper, and the one containing the latter into the lower half-plane. (The integrals along the two large quarter circles in the first and fourth quadrants do not contribute, as can be shown readily.) Each integral of the $m$ series thus becomes the sum of an integral from zero to $i \infty$ containing $H_{0}^{(1)}$ and a second one from zero to $-i \infty$


Fig. 2. Decomposition of the path of complex integration for the potential.
with $H_{0}^{(2)}$. Due to the circulation relation

$$
H_{0}^{(1)}(i z)=-H_{0}^{(2)}(-i z),
$$

we cancel these integrals, as soon as the paths become symmetrical with respect to the origin. As the "pictorial equation" Fig. 2 shows this can be achieved while, at the same time, the residues at the poles along the positive imaginary axis have to be taken into account. The result,

$$
\begin{aligned}
\frac{\phi}{\phi_{0}}=\left(\frac{2 \epsilon}{\pi}\right)^{\frac{1}{2}} 4 \pi & \sum_{m}(-1)^{m} A_{2 m} \sum_{n=0}^{\infty}(-1)^{n} H_{0}^{(1)}[i \sigma \epsilon(2 n+1) \pi] \\
& \times \frac{J_{2 m+\frac{1}{2}}[i \epsilon(2 n+1) \pi]}{[i(2 n+1) \pi]^{\frac{1}{2}}} \sin \frac{1}{2}(2 n+1) \pi \zeta
\end{aligned}
$$

although a double series, should be very useful for the numerical calculation in the space outside the cylinder formed by the two plates $\sigma>1$, where it converges rapidly. The appearance of the imaginary unit is only apparent. No corresponding expression for $\sigma<1$, i.e., $\rho<a$ seems to exist.

## 6. THE NORMAL DERIVATIVE FOR $z=a$

A more detailed calculation of the normal derivative nets us the surface charge on the plates and also serves as a check on the fulfillment of the boundary condition for $\rho>c$. We have, from (2) and (6a) and using (9) and (10).

$$
\begin{aligned}
&\left(\frac{\partial\left(\phi \mid \phi_{0}\right)}{\partial \zeta}\right)_{\zeta=1}=\frac{\epsilon}{\pi} \int_{0}^{\infty} \mu d \mu J_{0}(\epsilon \sigma \mu) \\
& \times \int_{0}^{1} d x \cos \epsilon \mu x \sum A_{2 m} P_{2 m}(x)
\end{aligned}
$$

The $x$ integration can be performed and leads to spherical Bessel functions, so that we have

$$
\begin{aligned}
\left(\frac{\partial \phi \mid \phi_{0}}{\partial \zeta}\right)_{5=1}=\frac{1}{(2 \pi \epsilon)^{\frac{1}{2}}} \sum & A_{2 m} \\
& \times \int_{0}^{\infty} \mu_{1}^{\frac{1}{2}} d \mu_{1} J_{0}\left(\sigma \mu_{1}\right) J_{2 m+\frac{1}{2}}\left(\mu_{1}\right)
\end{aligned}
$$

where, for the sake of simplicity, $\mu_{1}=\epsilon \mu$ is introduced as variable of integration. The integrals which appear
here belong to the family of the Sonine-Schafheitlin discontinuous integrals. ${ }^{6}$ They all represent different hypergeometric functions of $\sigma$, according as this variable is less or greater than one. What is of interest to us here is that for $\sigma>1$ they all vanish, so that we have the result

$$
\left[\partial\left(\phi \mid \dot{\phi}_{0}\right) / \partial \zeta\right]_{\xi=1}=0, \quad \rho>c .
$$

It is therefore seen that our form of solution does indeed satisfy the boundary condition outside the disks.

On the disks, i.e., for $\sigma<1$ the reduction of these integrals to hypergeometric series would not constitute a particular advantage, were it not for the fact that these series can all be summed and reduced to Jacobi polynomials. ${ }^{7}$ The result for the normal derivative is therefore, for $\sigma<1$,

$$
\begin{align*}
&\left(\frac{\partial\left(\phi \mid \phi_{0}\right)}{\partial \zeta}\right)_{\zeta=1}=\frac{1}{2 \pi \epsilon} \sum_{m=0}^{\infty} 2^{2 m} \frac{(m-1)!}{(2 m-1)!} A_{2 m} \\
& \times\left(\frac{d}{d \tau}\right)^{m}\left[\tau^{m}(1-\tau)^{2 m-1 / 2}\right] \tag{13}
\end{align*}
$$

where $\tau=\sigma^{2}$. For $m=0$, unity should be substituted for the quotient of the two factorials. The ratio of Eq. (13) to Eq. (14) is plotted in Fig. 3.
To calculate the total charge, or for the current problem, the reciprocal resistance, the normal derivative has to be integrated over the disk surface. Because of the appearance of the $m$ fold derivative with respect to $\tau=\sigma^{2}$, it is immediately seen that the contributions of all series terms with $m>0$ vanish. The result is

$$
\begin{equation*}
\int_{0}^{1} \sigma d \sigma\left(\frac{\partial\left(\phi / \phi_{0}\right)}{\partial \zeta}\right)_{\zeta=1}=\frac{1}{2 \pi \epsilon} A_{0} . \tag{14}
\end{equation*}
$$

## 7. THE PROBLEM OF IMPERFECT INFINITE ELECTRODES

## Case I: A Single Plate

The family of inverse problems to those just solved presents interesting aspects. We consider first the case of a single infinite plate with a circular hole in it in a partially conducting medium, the hole being closed by a nonconductor. Here, the boundary conditions are

$$
\begin{aligned}
\phi & =0, \quad \rho>c, \quad z=0 \\
\partial \phi / \partial z & =0, \quad \rho<c, \quad z=0
\end{aligned}
$$
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Fig. 3. The surface density of charge on either disk of the two-disk problem.

We introduce

$$
\phi=-k z+\omega
$$

Then the new function $\omega$ fulfills the boundary conditions

$$
\begin{aligned}
\omega & =0, & & \rho>c, \quad z=0 \\
(\partial \omega / \partial z) & =+k, & & \rho<c, \quad z=0
\end{aligned}
$$

This time, we propose to find the function $\partial \omega / \partial z$, and to make it satisfy the condition outside automatically. We assume that

$$
\frac{\partial \omega}{\partial z}=\frac{2}{\pi} \int_{0}^{\infty} d \lambda e^{-\lambda z} J_{0}(\rho \lambda) A(\lambda)
$$

with the new Ansatz that

$$
A(\lambda)=\lambda \int_{0}^{c} \sin \lambda \xi f(\xi) d \xi .
$$

Once again we rename $\rho$ as $\eta$, and now operate on both sides with a new choice of operator, namely:

$$
\frac{1}{\rho} \frac{d}{d \rho} \int_{0}^{\rho} \eta d \eta\left(\rho^{2}-\eta^{2}\right)^{\frac{1}{2}}
$$

Then

$$
\begin{aligned}
& k \rho=\frac{2}{\pi \rho} \frac{d}{d \rho} \int_{0}^{\rho} \eta d \eta\left(\rho^{2}-\eta^{2}\right)^{\frac{1}{2}} \\
& \times \int_{0}^{\infty} \lambda d \lambda J_{0}(\lambda \eta) \int_{0}^{c} \sin \lambda \xi f(\xi) d \xi .
\end{aligned}
$$

The integral over $\eta$ can be performed by use of the discontinuous integrals of Weber and Schafheitlin. It yields
$k \rho=\frac{2}{\pi \rho} \frac{d}{d \rho} \int_{0}^{\infty} \lambda d \lambda\left(\left(\frac{1}{2} \pi\right)^{\frac{1}{2}} \frac{\rho^{\frac{3}{2}}}{\lambda^{\frac{3}{2}}} J_{\frac{3}{2}}(\rho \lambda)\right) \int_{0}^{c} \sin \lambda \xi f(\xi) d \xi$.

The $\lambda$ integral, after interchanging with $\boldsymbol{\xi}$ integration, can be reduced to

$$
\frac{\rho^{\frac{\pi}{2}}}{\xi^{\frac{1}{2}}} \int_{0}^{\infty} d \lambda J_{\frac{3}{2}}(\rho \lambda) J_{\frac{1}{2}}(\xi \lambda)
$$

and this is one of the generalized Dirichlet factors whose value is 1 or 0 according as $\xi<\rho$ or $\xi>\rho$. Therefore, the equation reduces to

$$
k \rho=\frac{1}{\rho} \frac{d}{d \rho} \int_{0}^{\rho} \xi f(\xi) d \xi
$$

the solution of which is $f(\xi)=k \xi$. When this is returned to the equation for $A(\lambda)$, the $\xi$ integration can be performed, yielding

$$
\partial \omega / \partial z=\left(\frac{1}{2} \pi\right)^{\frac{1}{2}} c^{\frac{3}{2}} k \int_{0}^{\infty} e^{-\lambda z} J_{0}(\rho \lambda) J_{\frac{3}{2}}(\lambda c) \lambda^{\frac{1}{2}} d \lambda
$$

Hence

$$
\omega=-\left(\frac{1}{2} \pi\right)^{\frac{1}{2}} c^{\frac{3}{2}} k \int_{0}^{\infty} e^{-\lambda z} J_{0}(\rho \lambda) J_{\frac{s}{2}}(\lambda c) \frac{d \lambda}{\lambda^{\frac{1}{2}}},
$$

and it can be shown that this integral does indeed have the desired property that it is zero for $\rho>c, z=0$.

## Case II. Two Plates

The second case is that of two electrodes with opposite holes closed with a nonconductor. Here, the generalization employed in moving from the one-disk problem to the two-disk problem can be carried out again. We again imagine an infinite set of image plates so charged that our problem repeats between each pair of plates. As in the previous case, we note the need for a uniform field in the case of infinite plates, and let

$$
\phi=-k z+\omega .
$$

Then the boundary conditions are

$$
\begin{equation*}
z=a, \quad \rho<c, \quad(\partial \phi / \partial z)=0, \quad(\partial \omega / \partial z)=k \tag{15a}
\end{equation*}
$$

$z=-a, \quad \rho<c, \quad(\partial \phi / \partial z)=0, \quad(\partial \omega / \partial z)=k$,

$$
\begin{equation*}
z=a, \quad \rho>c, \quad \phi=\phi_{0}, \quad \omega=\phi_{0}+k a \tag{15b}
\end{equation*}
$$

$z=-a, \quad \rho>c, \quad \phi=-\phi_{0}, \quad \omega=-\phi_{0}-k a$.

If now we choose $\phi_{0}=-k / a$, then $\omega=0$ at $z= \pm a$.
An examination of the possibilities shows that the solution of the Laplace equation which fits the need
to have the function be antisymmetrical, and zero at $z= \pm a$, while its derivative is symmetrical over the region $-a \leq z \leq a$ is

$$
\begin{equation*}
\frac{\partial \omega}{\partial z}=\frac{2}{\pi} \int_{0}^{\infty} d \lambda \frac{\cosh \lambda z}{\sinh \lambda a} J_{0}(\rho \lambda) A(\lambda) \tag{16}
\end{equation*}
$$

and

$$
\omega=\frac{2}{\pi} \int_{0}^{\infty} \frac{d \lambda}{\lambda} \frac{\sinh \lambda z}{\sinh \lambda a} J_{0}(\rho \lambda) A(\lambda)
$$

Following the method of the single plate case, we search for an equation for $A(\lambda)$ which will satisfy (15a) and (15b). This leads to the integral equation

$$
f(\rho)+\frac{4}{\pi} \int_{0}^{a} d \xi f(\xi) K_{2}(\rho \xi)=-k \rho
$$

where

$$
K_{2}(\rho \xi)=\int_{0}^{\infty} d \lambda \frac{\sin \lambda \rho \sin \lambda \xi}{e^{2 a \lambda}-1}
$$

is again a symmetric kernel with properties analogous to those of the two-disk kernel.

Once more, with the introduction of the dimensionless variables used before, the integral equation can be solved in terms of Legendre polynomials, this time of odd order. Letting

$$
F(x)=\sum_{0}^{\infty} B_{2 m+1} P_{2 m+1}(x)
$$

one finally obtains the formal solution

$$
\begin{aligned}
\omega(\rho, z)=\left(\frac{2 c}{\pi}\right)^{\frac{1}{2}} k \sum_{m=0}^{\infty} & (-1)^{m} B_{2 m+1} \\
& \times \int_{0}^{\infty} \frac{d \lambda}{\lambda^{\frac{1}{2}}} \frac{\sinh \lambda z}{\sinh \lambda a} J_{0}(\lambda \rho) J_{2 m+\frac{3}{2}}(\lambda c) .
\end{aligned}
$$

When $z= \pm a$, the integral over $\lambda$ is a discontinuous function for all $m$, which has a zero value for $\rho>c$, so that the boundary conditions (15c) and (15d) are fulfilled identically.

## 8. CONCLUSION

The application of this method to hydrodynamical problems of interest such as counterflowing liquids that might be present in heat exchangers or reaction cells is evident. Our method has certain points in common with a paper by Sommerfeld ${ }^{8}$ in which he employs a series of discontinuous integrals as the starting point for the solution of the problem of an oscillating disk.
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#### Abstract

The problem of small oscillations about a state of steady motion of a Lagrangian system is considered. Upper and lower bounds for the growth rates of unstable systems are obtained; sufficient conditions for instability are given for finite dimensional systems; an existence theorem for stable modes for systems with an infinite number of degrees of freedom is presented (valid when the operators are completely continuous in Hilbert space); and finally the orthogonality and completeness properties of the modes of stable finite dimensional systems are discussed.


## I. INTRODUCTION

LAGRANGIAN formulations of the equations of motion have been given for a wide class of hydrodynamic and plasma systems, ${ }^{1-3}$ as well as for classical mechanical systems with a finite number of degrees of freedom. ${ }^{4-7}$ The problem of the stability of stationary states of such systems often leads to an equation of the form ${ }^{4-10}$

$$
H_{1} \ddot{\eta}+2 A_{1} \dot{\eta}+H_{2} \eta=0 .
$$

Assuming a time dependence $\exp (i \omega t)$, one obtains the following eigenvalue problem ${ }^{4-10}$ :

$$
\begin{equation*}
\omega^{2} H_{1} \eta-2 \omega i A_{1} \eta-H_{2} \eta=0, \tag{1}
\end{equation*}
$$

where $H_{1}$ and $H_{2}$ are linear Hermitian operators (usually real) defined on some complex linear vector space $E, A_{1}$ is a linear anti-Hermitian operator (usually real or pure imaginary) on $E, H_{1}$ is positive definite, and the eigenvector $\eta$ corresponding to the eigenvalue $\omega$ is a nonzero member of $E$.

The most comprehensive discussions of the solutions of Eq. (1) (for nontrivial $A_{1}$ ) appear to be due to Routh ${ }^{4-6}$ and Whittaker. ${ }^{7}$ Both authors were concerned only with finite dimensional systems and relied heavily on the theory of determinants; Routh derived a number of eigenvalue properties for positive

[^167]or negative definite operators (in particular, both he and Whittaker demonstrated stability for $H_{1}$ and $H_{2}$ positive definite), and gave a necessary and sufficient condition for stability (the Routh-Hurwitz criterion) valid for real $H_{1}, A_{1}$, and $H_{2}$; Whittaker obtained the general solution for $H_{1}$ and $H_{2}$ positive definite by directly integrating the equations of motion in Hamiltonian form. The problem seems to have received little further attention, outside of discussions of marginal stability ${ }^{8,9}$ and forced oscillations. ${ }^{11}$ In this paper we present a number of new results, many of which are valid when $E$ is a Hilbert space, and extend some of Routh's results for finite dimensional space to Hilbert space. In particular, in Sec. II we obtain upper and lower bounds for complex eigenvalues; sufficient conditions for instability are given in Sec. III, valid for finite dimensional systems; Sec. IV consists of an existence theorem for real eigenvalues and corresponding eigenfunctions for completely continuous operators in Hilbert space; and Sec. V concerns itself with orthogonality relations and completeness properties of the eigenvectors for $H_{2}$ positive definite.

## II. BOUNDS FOR COMPLEX EIGENVALUES

In this section we derive upper and lower bounds for the real and imaginary parts of an eigenvalue $\omega$, assuming that $\operatorname{Im} \omega \neq 0$. It proves to be convenient to assume that $H_{1}=I$. Indeed, if $H_{1}$ is a bounded positive definite linear Hermitian operator with a bounded inverse $H_{1}^{-1}$, then Eq. (1) can be cast into the form

$$
\begin{equation*}
\left(\omega^{2} I-2 i \omega A-H\right) \xi=0, \tag{2}
\end{equation*}
$$

where $A \equiv S A_{1} S, H \equiv S H_{2} S, \xi \equiv S^{-1} \eta$, and $S \equiv$ $\left(H_{1}^{-1}\right)^{\frac{1}{2}}, S^{-1}=\left(H_{1}\right)^{\frac{1}{2}}$. The operator $S$ is Hermitian, so that $i A$ and $H$ are Hermitian if $i A_{1}$ and $H_{2}$ are

[^168]Hermitian. We restrict our attention to Eq. (2), and assume throughout that $H$ and $i A$ are linear Hermitian operators defined on a linear vector space $E$ with a complex inner product $(f, g)$ defined for all $f$ and $g$ in $E$. Further assumptions are introduced as required.
A sufficient (but not necessary) condition for all the eigenvalues $\omega$ of Eq. (2) to be real is that $H$ be nonnegative definite. ${ }^{4-10}$ Indeed, suppose that Eq. (2) holds. Forming the inner product of (2) with $\xi$ and solving for $\omega$ we obtain

$$
\begin{equation*}
\omega=\frac{(\xi, i A \xi)}{(\xi, \xi)} \pm\left\{\left[\frac{(\xi, i A \xi)}{(\xi, \xi)}\right]^{2}+\frac{(\xi, H \xi)}{(\xi, \xi)}\right\}^{\frac{1}{2}} . \tag{3}
\end{equation*}
$$

The operators are Hermitian, so that the inner products are real. Defining $\omega_{1} \equiv \operatorname{Re} \omega, \omega_{2} \equiv \operatorname{Im} \omega$, Eq. (3) and $\omega_{2} \neq 0$ then imply

$$
\begin{align*}
\omega_{1} & =(\xi, i A \xi) /(\xi, \xi),  \tag{4}\\
|\omega|^{2} & =\omega_{1}^{2}+\omega_{2}^{2}=-(\xi, H \xi) /(\xi, \xi) . \tag{5}
\end{align*}
$$

Therefore, for $\omega_{2} \neq 0$

$$
\begin{equation*}
|\omega|^{2} \leq-\lambda_{0}, \quad \lambda_{0} \equiv \inf _{E} \frac{(\zeta, H \zeta)}{(\zeta, \zeta)} \tag{6}
\end{equation*}
$$

The complex eigenvalues of Eq. (2) all lie in a circle of radius $\left|\lambda_{0}\right|^{\frac{1}{2}}$ centered at the origin of the complex $\omega$ plane. Assuming that $\lambda_{0}$ is an eigenvalue of Eq. (2) for $A=0$ (this will be the case, for example, if $E$ is a Hilbert space and $H$ is completely continuous), we see that the introduction of a nonzero $A$ into Eq. (2) does not increase the maximum growth rate of the system. In fact, we show that $\omega_{2}$ tends to zero as

$$
\inf _{E} \frac{(A \zeta, A \zeta)}{(\zeta, \zeta)}
$$

approaches infinity. Suppose that Eq. (2) holds, so that $H_{\omega} \xi=0$, where $H_{\omega} \equiv \omega^{2} I-2 \omega i A-H$. Then

$$
\begin{equation*}
\left\{H_{\omega}^{2}+2[2 \omega i A+H] H_{\omega}\right\} \xi=0 \tag{7}
\end{equation*}
$$

or

$$
\begin{equation*}
\left\{\omega^{4} I+4 \omega^{2} A^{2}-2 \omega[H i A+i A H]-H^{2}\right\} \xi=0 . \tag{8}
\end{equation*}
$$

Taking the inner product with $\xi$, and equating the real and imaginary parts of the resulting expression equal to zero, we obtain

$$
\begin{gather*}
\left\{\left[\omega_{1}^{2}-\omega_{2}^{2}\right]^{2}-4 \omega_{1}^{2} \omega_{2}^{2}\right\}(\xi, \xi)+4\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\xi, A^{2} \xi\right) \\
-2 \omega_{1}(\xi,[H i A+i A H] \xi)-\left(\xi, H^{2} \xi\right)=0,  \tag{9}\\
\omega_{2}\left\{2 \omega_{1}\left(\omega_{1}^{2}-\omega_{2}^{2}\right)(\xi, \xi)+4 \omega_{1}\left(\xi, A^{2} \xi\right)\right. \\
-(\xi,[H i A+i A H] \xi)\}=0 . \tag{10}
\end{gather*}
$$

Assuming $\omega_{2} \neq 0$, and eliminating $(\xi,[H i A+i A H] \xi)$ from Eq. (9) by means of (10), we find

$$
\begin{align*}
&|\omega|^{2}\left\{\omega_{2}^{2}-3 \omega_{1}^{2}+4(A \xi, A \xi) /(\xi, \xi)\right\} \\
&-\left(\xi, H^{2 \xi}\right) /(\xi, \xi)=0 . \tag{11}
\end{align*}
$$

Equation (11) is quadratic in $\omega_{2}^{2}$, and the only non-
negative root of (11) gives

$$
\begin{equation*}
\omega_{2}^{2}=\left[y^{2}+\left(\xi, H^{2} \xi\right) /(\xi, \xi)\right]^{\frac{1}{2}}-y-\omega_{1}^{2}, \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
y \equiv 2\left\{(A \xi, A \xi) /(\xi, \xi)-\omega_{1}^{2}\right\} \tag{13}
\end{equation*}
$$

Equation (4) and the Cauchy-Schwarz inequality imply that $y \geq 0$. The following results can now be easily established:

Theorem I: Assume that Eq. (2) holds and that $\omega_{2} \neq 0$. Then the following inequalities hold:

$$
\begin{gather*}
\omega_{1}^{2} \leq\|A\|^{2},  \tag{14}\\
{\left[4\|A\|^{4}+\mu_{H}\right]^{\frac{1}{2}}-2\|A\|^{2} \leq|\omega|^{2} \leq\|H\|^{2} / \mu_{A},}  \tag{15}\\
-\lambda_{0}^{-1} \mu_{H}-4\|A\|^{2} \leq \omega_{2}^{2} \leq\left[x^{2}+\|H\|^{2}\right]^{\frac{1}{2}}-x \tag{16}
\end{gather*}
$$

where

$$
\begin{gathered}
x \equiv 2\left(\mu_{A}+\hat{\lambda}_{0}\right), \quad \mu_{A} \equiv \inf _{E} \frac{(A \zeta, A \zeta)}{(\zeta, \zeta)}, \\
\mu_{H} \equiv \inf _{E} \frac{(H \zeta, H \zeta)}{(\zeta, \zeta)}
\end{gathered}
$$

Proof: Equation (14) is obtained by applying the Cauchy-Schwarz inequality to Eq. (4). Equation (12) gives
$|\omega|^{2}=\left[y^{2}+\left(\xi, H^{2} \xi\right) /(\xi, \xi)\right]^{\frac{1}{2}}-y \geq\left[y^{2}+\mu_{H}\right]^{\frac{1}{2}}-y$.
For $\mu_{H}$ fixed, the last term of (17) is a monotone decreasing function of $y$; therefore since $y \leq 2\|A\|^{2}$ by Eq. (13), we obtain the left-hand side of Eq. (15). Equation (4) and the Cauchy-Schwarz inequality imply $\omega_{1}^{2} \leq(A \xi, A \xi) /(\xi, \xi)$. Equation (11) then gives $\mu_{A}|\omega|^{2} \leq\|H\|^{2}$, which is the right-hand side of Eq. (15).
From Eqs. (11) and (6) we obtain
$\omega_{2}^{2}=\left[\left(\xi, H^{2} \xi\right) /(\xi, \xi)\right]|\omega|^{-2}+3 \omega_{1}^{2}-4[(A \xi, A \xi) /(\xi, \xi)]$ $\geq-\lambda_{0}^{-1} \mu_{H}-4\|A\|^{2}$.
Equation (12) leads to

$$
\begin{equation*}
\omega_{2}^{2} \leq\left[y^{2}+\|H\|^{2}\right]^{\frac{1}{2}}-y . \tag{18}
\end{equation*}
$$

The right-hand side is a monotone decreasing function of $y$, so that, since Eq. (6) and (13) imply $x \leq y$, we obtain

$$
\begin{equation*}
\omega_{2}^{2} \leq\left[x^{2}+\|H\|^{2}\right]^{\frac{1}{2}}-x \tag{20}
\end{equation*}
$$

This completes the proof of Theorem I.

## Corollary: Suppose that

$$
\delta \equiv \inf _{E} \frac{(\zeta,-H \zeta)}{(\zeta, \zeta)}>0
$$

i.e., $H$ is negative definite. Then if $\delta \mu_{A}>\|H\|^{2}$, all the eigenvalues $\omega$ are real.
Proof: Let $\delta \mu_{A}>\|H\|^{2}$, and suppose that there exists an eigenvalue $\omega=\omega_{1}+i \omega_{2}$ with $\omega_{2} \neq 0$.

Equation (5) implies $|\omega|^{2} \geq \delta$, and Eq. (15) then yields $\|H\|^{2} \geq \delta \mu_{A}$, which is a contradiction.

Equation (16) can be used to infer the existence of a complex eigenvalue $\omega\left(\omega_{2} \neq 0\right)$ if $\lambda_{0}<0, \lambda_{0}$ is an eigenvalue of $H$, and if $\omega$ depends continuously on the operator $A$, for fixed $H$. Indeed, if we replace $A$ by $\epsilon A$ in Eq. (2), and suppose that $\omega(\epsilon)$ is a continuous curve in the complex $\omega$ plane for $0 \leq \epsilon \leq 1$ (this certainly is the case if $E$ is a finite dimensional Euclidean space), then it follows at once from Eq. (16) that if $\|A\|^{2}<-\mu_{H} / 4 \lambda_{0}$, we have $\omega_{2} \neq 0$, $0 \leq \epsilon \leq 1$. Under these circumstances, a somewhat sharper condition can be given. Suppose that $\omega(\epsilon)=$ $\omega_{1}(\epsilon)+i \omega_{2}(\epsilon)$ became real for some $\epsilon$ in $[0,1]$, and let $\epsilon_{0}$ be the smallest such $\epsilon$. Then $\omega_{2}^{2}(0)=-\lambda_{0}$, $\epsilon_{0}>0, \omega\left(\epsilon_{0}\right)=\omega_{1}\left(\epsilon_{0}\right), \omega_{2}\left(\epsilon_{0}\right)=0$, and $\omega_{2}(\epsilon) \neq 0$ for $0 \leq \epsilon<\epsilon_{0}$. Due to the assumed continuity of $\omega(\epsilon)$, Eq. (11) must hold with $A$ replaced by $\tilde{A} \equiv \epsilon_{0} A$, $\omega_{1}=\omega_{1}\left(\epsilon_{0}\right)$, and $\omega_{2}=0$, so that

$$
\begin{equation*}
\omega_{1}^{2}=\frac{2}{3} \frac{(\tilde{A} \xi, \tilde{A} \xi)}{(\xi, \xi)} \pm\left\{\left[\frac{2(\tilde{A} \xi, \tilde{A} \xi)}{3(\xi, \xi)}\right]^{2}-\frac{\left(\xi, H^{2} \xi\right)}{3(\xi, \xi)}\right\}^{\frac{1}{2}} . \tag{21}
\end{equation*}
$$

A real solution for $\omega_{1}^{2}$ is possible only if

$$
\left[\frac{2}{3}\|\tilde{A}\|^{2}\right]^{2} \geq \frac{1}{3} \mu_{H} .
$$

Hence

$$
\begin{equation*}
\|A\|^{4}<\frac{3}{4} \mu_{H} \tag{22}
\end{equation*}
$$

implies $\omega_{2} \neq 0$.

## III. SUFFICIENT CONDITIONS FOR INSTABILITY FOR FINITE DIMENSIONAL SYSTEMS

We restrict our attention in this section to the case where $E$ is an $n$-dimensional unitary space. We begin with the following result:

Theorem II: Let $P, i A$, and $H$ be $n \times n$ Hermitian matrices. Then the coefficients of the polynomial

$$
\begin{equation*}
P_{2 n}(x) \equiv \operatorname{det}\left(x^{2} P-2 x i A-H\right) \tag{23}
\end{equation*}
$$

are all real and the eigenvalues $\omega$ of the system

$$
\begin{equation*}
\left(\omega^{2} P-2 \omega i A-H\right) \xi=0 \tag{24}
\end{equation*}
$$

occur in complex conjugate pairs.
Proof: $\omega$ is an eigenvalue of Eq. (24) if and only if $\omega$ is a root of the $2 n$ th-degree polynomial $P_{2 n}(x)$ defined by Eq. (23). Using a bar to denote complex conjugation, and a superscript $T$ to denote the transpose, we have

$$
\begin{align*}
\overline{P_{2 n}(x)} & =\operatorname{det}\left(\bar{x}^{2} P+2 \bar{x} i \bar{A}-\bar{H}\right) \\
& =\operatorname{det}\left(\bar{x}^{2} \bar{P}^{T}+2 \bar{x} i \bar{A}^{T}-\bar{H}^{T}\right) \\
& =\operatorname{det}\left(\bar{x}^{2} P-2 \bar{x} i A-H\right)=P_{2 n}(\bar{x}) \tag{25}
\end{align*}
$$

since $P, i A$, and $H$ are all Hermitian. Thus $P_{2 n}(\omega)=0$ implies $P_{2 n}(\bar{\omega})=0$.

Theorem III: Let $i A$ and $H$ be $n \times n$ Hermitian matrices, and suppose that $\lambda_{0}<0$ and $\|A\|^{4}<\frac{1}{3} 3 \mu_{H}$. Then the system described by Eq. (2) is unstable.

Proof: Theorem II implies that the eigenvalues $\omega$ of Eq. (2) occur in complex conjugate pairs, and must be roots of the polynomial

$$
P_{2 n}(x) \equiv \operatorname{det}\left(x^{2} I-2 x i A-H\right)
$$

But the roots of $P_{2 n}(x)$ are continuous functions of the elements of $A$; the theorem then follows at once from the last paragraph of Sec. I.

It proves to be convenient for the following theorem to assume that the matrix $H$ is diagonal. This may be done without loss of generality; indeed, referring to Eq. (1), it is well known that for $H_{1}$ and $H_{2}$ Hermitian and $H_{1}$ positive definite, there exists a nonsingular transformation $S$ such that $S^{*} H_{1} S=I$ and $S^{*} H_{2} S=$ $H$, where $H$ is diagonal ( $S^{*}$ is the adjoint of $S$ ). Furthermore, $S$ is real if $H_{1}$ and $H_{2}$ are real. Equation (1) can then be cast into the form of Eq. (2), where $A=S^{*} A_{1} S, H=S^{*} H_{2} S$, and $\xi=S^{-1} \eta$. Clearly $i A_{1}$ Hermitian implies that $i A$ is also Hermitian.

Theorem IV: Let $A$ be a real antisymmetric $n \times n$ matrix and $H$ be diagonal with (real) eigenvalues $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$. Suppose that $\prod_{k=1}^{n} \lambda_{k}<0$ (i.e., $H$ has an odd number of negative eigenvalues, and no eigenvalue is zero). Then the system described by Eq. (2) is unstable, possessing (at least) the complex eigenvalues $\pm i \omega_{2}$ where $\omega_{2}$ satisfies the inequality

$$
\begin{equation*}
\left[x^{2}+\|H\|^{2}\right]^{\frac{1}{2}}-x \geq \omega_{2}^{2} \geq\left[4\|A\|^{4}+\mu_{H}\right]^{\frac{1}{2}}-2\|A\|_{0}^{2} \tag{26}
\end{equation*}
$$

where all quantities are as defined in Theorem I.
Proof: The polynomial $P_{2 n}(\omega)$ defined by Eq. (23) takes the following form, for $P=I$ and $H$ diagonal:

$$
\begin{align*}
& P_{2 n}(\omega) \\
& =\left[\begin{array}{ccccc}
\omega^{2}-\lambda_{1} & -2 i \omega a_{12} & -2 i \omega a_{13} & \cdots & -2 i \omega a_{1 n} \\
2 i \omega a_{12} & \omega^{2}-\lambda_{2} & -2 i \omega a_{23} & \cdots & -2 i \omega a_{2 n} \\
2 i \omega a_{13} & 2 i \omega a_{23} & \omega^{2}-\lambda_{3} & \cdots & -2 i \omega a_{3 n} \\
\cdot & & & & \\
\cdot & & & \cdots & \omega^{2}-\lambda_{n}
\end{array}\right], \tag{27}
\end{align*}
$$

where the $a_{i j}$ are the elements of the real antisymmetric matrix $A, a_{i j}=-a_{i i}$, and $\lambda_{k}(k=1,2, \cdots, n)$ are the eigenvalues of $H$. Clearly $P_{2 n}(\omega)=P_{2 n}(-\omega)$, since the value of the determinant is unchanged if rows and columns are interchanged, so that $P_{2 n}(\omega)$ is a
polynomial of degree $n$ in $\omega^{2}$. Therefore

$$
P_{2 n}(\omega)=\prod_{k=1}^{n}\left(\omega^{2}-\Omega_{k}\right)
$$

and since

$$
P_{2 n}(0)=\prod_{k=1}^{n}\left(-\lambda_{k}\right)
$$

we have

$$
\begin{equation*}
\prod_{k=1}^{n} \Omega_{k}=\prod_{k=1}^{n} \lambda_{k}<0 \tag{28}
\end{equation*}
$$

Let $C$ denote the set of all integers $k$ such that $\operatorname{Im} \Omega_{k} \neq 0(1 \leq k \leq n)$. From Eq. (25), $\overline{P_{2 n}(\omega)}=$ $P_{2 n}(\bar{\omega})$, so that $C$ can be decomposed into disjoint sets of pairs of integers $\{p, q\}$ such that $\Omega_{p}=\bar{\Omega}_{q}$ and $C=\bigcup\{p, q\}$. Therefore $\prod_{k \text { in } C} \Omega_{k}>0$, if $C$ is nonempty. Equation (28) then implies the existence of a real $\Omega_{k}<0$. Therefore $P_{2 n}(\omega)$ has roots $\pm i\left(-\Omega_{k}\right)^{\frac{1}{2}}$. Equation (26) follows immediately from Eqs. (15) and (16).

This result shows that if we confine our attention to real operators, there exist systems unstable for $A=0$ which cannot be stabilized by the introduction of a nonzero $A$, no matter how large. However, by Theorem I, the growth rate may be made arbitrarily small by taking $\mu_{A}$ sufficiently large. Note that there is no conflict between Theorem IV and the Corollary to Theorem I , as $\mu_{A}=0$ for a real antisymmetric $n \times n$ matrix for odd $n$.

## IV. AN EXISTENCE THEOREM

We now turn our attention to the case where iA and $H$ are completely continuous Hermitian operators defined on a Hilbert space $E$, and present an existence theorem for stable solutions to Eq. (2), valid whenever $H$ admits of one or more positive eigenvalues.

We have seen in Sec. II that Eq. (2) can possess an unstable mode ( $\operatorname{Im} \omega<0$ ) only if the system described by Eq. (2) with $A \equiv 0$ is itself unstable; furthermore, the maximum growth rate of unstable modes of Eq. (2) for $A \neq 0$ never exceeds that for the system with $A \equiv 0$, and can be made arbitrarily small (or zero) provided $A$ is sufficiently "large" [i.e.,

$$
\inf _{E} \frac{(A \zeta, A \zeta)}{(\zeta, \zeta)}
$$

is sufficiently large]. The operator $A$ can therefore be thought of as a stabilizing influence. We now demonstrate that $A$ also preserves stable modes with real eigenfrequencies. [For $E$ finite dimensional, we can state that Eq. (2) with $A \neq 0$ has at least the same number of stable modes as does Eq. (2) with $A \equiv 0$.] For every positive eigenvalue $\lambda$ of $H$, the system $\left(\omega^{2} I-H\right) \zeta=0$ admits of two modes, with eigenfrequencies $\pm \lambda^{\frac{1}{2}}$; for each such positive $\lambda$ (counted
as often as its degeneracy) we can guarantee the existence of two stable modes of Eq. (2) for $A \neq 0$-one with $\omega>0$, the other with $\omega<0$.

Theorem $V$ : Let $H$ and $i A$ be completely continuous Hermitian operators on the Hilbert space $E$. Let $H$ have $N$ positive eigenvalues

$$
\lambda_{1} \geq \lambda_{2} \geq \lambda_{3} \geq \cdots \geq \lambda_{N}>0
$$

with associated eigenvectors $\eta_{j}(j=1,2, \cdots, N)$, ( $\eta_{j}, \eta_{k}$ ) $=\delta_{j k}$. Then Eq. (2) admits of $N$ real positive eigenvalues $\omega_{j}^{+}(j=1,2, \cdots, N)$ (with corresponding eigenvectors $\xi_{j}^{+}$) and $N$ real negative eigenvalues $\omega_{j}^{-}$ (with corresponding eigenvectors $\xi_{j}^{-}$). ${ }^{12}$ If $\omega_{j}^{ \pm}=\omega_{k}^{ \pm}$ for $j \neq k$, then $\left(\xi_{j}^{ \pm}, \xi_{k}^{ \pm}\right)=0$.

Proof: Since $i A$ and $H$ are completely continuous Hermitian operators, $K_{\omega} \equiv H+2 \omega i A$ is a completely continuous Hermitian operator on $E$ for each $\omega$ on the real line. For each such $\omega, \omega \neq 0$, we define

$$
\begin{equation*}
F_{1}(\omega) \equiv \frac{1}{\omega^{2}} \sup _{E} \frac{\left(\zeta, K_{\omega} \zeta\right)}{(\zeta, \zeta)} \tag{29}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\left|F_{1}(\omega)\right| \leq \frac{1}{\omega^{2}}\left\|K_{\omega}\right\| \leq \frac{\|H\|}{\omega^{2}}+2 \frac{\|A\|}{|\omega|} \tag{30}
\end{equation*}
$$

so that $F_{1}(\omega) \rightarrow 0$ as $\omega \rightarrow \pm \infty$.
Now $H \eta_{1}=\lambda_{1} \eta_{1}, \lambda_{1}>0$, so that
$\left(\eta_{1}, K_{\omega} \eta_{1}\right) /\left(\eta_{1}, \eta_{1}\right)=\lambda_{1}+2 \omega\left(\eta_{1}, i A \eta_{1}\right) /\left(\eta_{1}, \eta_{1}\right)$

$$
\begin{equation*}
\geq \lambda_{1}-|\omega| 2\|A\| \tag{31}
\end{equation*}
$$

Thus

$$
\begin{equation*}
F_{1}(\omega) \geq\left(1 / \omega^{2}\right)\left(\frac{1}{2} \lambda_{1}\right) \quad \text { for } \quad|\omega|<\lambda_{1} /(4\|A\|) \tag{32}
\end{equation*}
$$

We now show that $F_{1}(\omega)$ is continuous on $(-\infty, 0)$ and $(0, \infty)$. For future reference we define

$$
\begin{align*}
G_{n}(\omega) \equiv & \inf _{\substack{\phi_{j} \in E \\
j=1,2, \cdots, n-1}}\left\{\sup _{\substack{\left(\zeta, \phi_{j}\right)=0 \\
j=1,2, \cdots, n-1}} \frac{\left(\zeta, K_{\omega} \zeta\right)}{(\zeta, \zeta)}\right\} \\
& -\infty<\omega<\infty \quad n=1,2,3, \cdots \tag{33}
\end{align*}
$$

and we have $\left|G_{n}(\omega)\right| \leq\left\|K_{\omega}\right\|$. In particular, $F_{1}(\omega)=$ $\omega^{-2} G_{1}(\omega)$. Since $K_{\omega+\Delta}=K_{\omega}+2 \Delta i A$, Eq. (33) yields

$$
\begin{aligned}
& G_{n}(\omega \pm \Delta) \\
&=\inf _{\substack{\phi_{j} \in E \\
j=1,2, \cdots, n-1}}\left\{\sup _{\substack{\left(\zeta, \phi_{j}\right)=0 \\
j=1,2, \cdots, n-1}}\left[\frac{\left(\zeta, K_{\omega} \zeta\right)}{(\zeta, \zeta)} \pm 2 \Delta \frac{(\zeta, i A \zeta)}{(\zeta, \zeta)}\right]\right\} \\
& \leq \inf _{j=1,2, \cdots, n-1}^{\phi_{j} \in E,}\left\{\sup _{\substack{\left(\zeta, \phi_{j}\right)=0 \\
j=1,2, \cdots, n-1}} \frac{\left(\zeta, K_{\omega} \zeta\right)}{(\zeta, \zeta)}\right\}+2|\Delta|\|A\|
\end{aligned}
$$

so that

$$
\begin{equation*}
G_{n}(\omega \pm \Delta) \leq G_{n}(\omega)+2|\Delta|\|A\| \tag{34}
\end{equation*}
$$

[^169]Replacing $\omega$ by $\omega \mp \Delta$ in Eq. (34), there results

$$
\begin{equation*}
G_{n}(\omega) \leq G_{n}(\omega \mp \Delta)+2|\Delta|\|A\| . \tag{35}
\end{equation*}
$$

Equations (34) and (35) imply

$$
\begin{equation*}
\left|G_{n}(\omega+\Delta)-G_{n}(\omega)\right| \leq 2|\Delta|\|A\| \tag{36}
\end{equation*}
$$

so that $G_{n}(\omega)$ is a continuous function of $\omega$ on ( $-\infty, \infty$ ) for all $n$. Therefore $F_{1}(\omega)$ is continuous on $(-\infty, 0)$ and $(0, \infty)$, so that by Eqs. (30) and (32), there exist $a_{1}>0$ and $b_{1}<0$ such that $F_{1}\left(a_{1}\right)=$ $F_{1}\left(b_{1}\right)=\frac{1}{2}$, and $F_{1}(\omega) \geq \frac{1}{2}$ for

$$
\omega \in S_{1} \equiv\left(0, a_{1}\right) \cup\left(b_{1}, 0\right)
$$

Since $K_{\omega}$ is completely continuous and Hermitian, there exists $\xi_{1}(\omega) \in E$ such that $\left\|\xi_{1}(\omega)\right\|=1$ and

$$
\begin{equation*}
\omega^{2} F_{1}(\omega) \xi_{1}(\omega)=K_{\omega} \xi_{1}(\omega) \tag{37}
\end{equation*}
$$

for all $\omega \in S_{1}$. By Eq. (32), there exists $\omega_{1}^{+} \in\left(0, a_{1}\right)$ and $\omega_{1}^{-} \in\left(b_{1}, 0\right)$ such that $F_{1}\left(\omega_{1}^{ \pm}\right)=1$. Hence

$$
\begin{equation*}
\left[\left(\omega_{1}^{ \pm}\right)^{2} I-2 \omega_{1}^{ \pm} i A-H\right] \xi_{1}^{ \pm}=0, \tag{38}
\end{equation*}
$$

where $\xi_{1}^{ \pm} \equiv \xi_{1}\left(\omega_{1}^{ \pm}\right)$.
Let

$$
\begin{equation*}
F_{2}(\omega) \equiv \frac{1}{\omega^{2}} \sup _{\left(\zeta, \zeta_{1}\right)=0} \frac{\left(\zeta, K_{\omega} \zeta\right)}{(\zeta, \zeta)}, \quad \omega \in S_{1} . \tag{39}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
F_{2}(\omega) \leq F_{1}(\omega), \quad \omega \in S_{1} \tag{40}
\end{equation*}
$$

and in particular,

$$
\begin{equation*}
F_{2}\left(\omega_{1}^{ \pm}\right) \leq F_{1}\left(\omega_{1}^{ \pm}\right)=1 . \tag{41}
\end{equation*}
$$

Now $H \eta_{j}=\lambda_{j} \eta_{j}, j=1,2 ; \lambda_{1} \geq \lambda_{2}>0 ;\left(\eta_{j}, \eta_{k}\right)=$ $\delta_{j k}$. Then for any vector $x,\|x\|>0$, in the linear manifold $M_{2}$ spanned by $\eta_{1}$ and $\eta_{2}$, we have

$$
(x, H x) /(x, x) \geq \lambda_{2}>0
$$

Given $\xi_{1}(\omega) \omega \in S_{1}$, there exists $x_{1}(\omega) \in M_{2}$ such that $\left\|x_{1}\right\|=1$ and $\left(x_{1}, \xi_{1}\right)=0$. Therefore

$$
\begin{equation*}
\left(x_{1}, K_{\omega} x_{1}\right) \geq \lambda_{2}-2|\omega|\|A\| \geq \lambda_{2} / 2>0 \tag{42}
\end{equation*}
$$

for $|\omega| \leq \lambda_{2} / 4\|A\|$, so that

$$
\begin{equation*}
F_{2}(\omega) \geq \lambda_{2} / 2 \omega^{2} \quad \text { for } \quad|\omega| \leq \frac{\lambda_{2}}{4\|A\|} \tag{43}
\end{equation*}
$$

We shortly show that $\omega^{2} F_{2}(\omega)=G_{2}(\omega)$ on $S_{1}$, so that $F_{2}(\omega)$ is continuous on $S_{1}$. Thus there exist real numbers $a_{2}$ and $b_{2}$ such that $0<a_{2} \leq a_{1}, 0>b_{2} \geq b_{1}$, $F_{2}\left(a_{2}\right)=F_{2}\left(b_{2}\right)=\frac{1}{2}, F_{2}(\omega) \geq \frac{1}{2}$ for $\omega \in S_{2} \equiv\left(b_{2}, 0\right) \cup$ $\left(0, a_{2}\right)$. Note that $S_{2} \subset S_{1}$. For every $\omega \in S_{2}$, since $K_{\omega}$ is a completely continuous Hermitian operator, there exists $\xi_{2}(\omega) \in E,\left\|\xi_{2}\right\|=1$, satisfying

$$
\begin{equation*}
\omega^{2} F_{2}(\omega) \xi_{2}=K_{\omega} \xi_{2}, \quad\left(\xi_{2}, \xi_{1}\right)=0 . \tag{44}
\end{equation*}
$$

By the continuity of $F_{2}(\omega)$ on $S_{2}$, and Eqs. (40) and (43), there exists $\omega_{2}^{+} \in\left(0, a_{2}\right)$ and $\omega_{2}^{-} \in\left(b_{2}, 0\right)$ such
that $\omega_{1}^{+} \geq \omega_{2}^{+}>0, \omega_{1}^{-} \leq \omega_{2}^{-}<0$, and $F_{2}\left(\omega_{2}^{ \pm}\right)=1$, so that

$$
\begin{equation*}
\left[\left(\omega_{2}^{ \pm}\right)^{2} I-2 \omega_{2}^{ \pm} i A-H\right] \xi_{2}^{ \pm}=0 \tag{45}
\end{equation*}
$$

where $\xi_{2}^{ \pm} \equiv \xi_{2}\left(\omega_{2}^{ \pm}\right)$. Note that by construction, $\omega_{2}^{ \pm}=\omega_{1}^{ \pm}$implies that $\left(\xi_{2}^{ \pm}, \xi_{1}^{ \pm}\right)=0$.
Suppose now that we have constructed $2 p(p<N)$ eigenvalues $\omega_{1}^{+} \geq \omega_{2}^{+} \geq \cdots \geq \omega_{v}^{+}>0, \omega_{1}^{-} \leq \omega_{2}^{-} \leq$ $\cdots \leq \omega_{p}^{-}<0$ and eigenvectors $\xi_{k}^{ \pm}, k=1,2, \cdots, p$, so that we have for $n=1,2, \cdots, p$ :

$$
\begin{gather*}
F_{n}(\omega)=\frac{1}{\omega^{2}} \sup _{\substack{\left(\xi_{1}, \xi_{k},=0 \\
k\right.}} \frac{\left(\zeta, K_{\omega-1} \zeta\right)}{(\zeta, \zeta)}, \omega \in S_{n-1},  \tag{46}\\
\omega^{2} F_{n}(\omega) \xi_{n}(\omega)=K_{\omega} \xi_{n}, \quad \omega \in S_{n} \tag{47}
\end{gather*}
$$

$S_{n} \equiv\left(0, a_{n}\right) \cup\left(b_{n}, 0\right) ; 0<a_{p} \leq a_{p-1} \leq \cdots \leq a_{1}<$ $a_{0}=\infty ;-\infty=b_{0}<b_{1} \leq \cdots \leq b_{p-1} \leq b_{p}<0$; $F_{n}\left(a_{n}\right)=F_{n}\left(b_{n}\right)=\frac{1}{2} ; F_{n}(\omega) \geq \frac{1}{2}$ for $\omega \in S_{n} ; F_{n}(\omega) \leq$ $F_{n-1}(\omega)$ on $S_{n-1}$;

$$
\lim _{\omega \rightarrow 0} F_{n}(\omega)=\infty ;
$$

$F_{n}(\omega)$ continuous on $S_{n-1} ;\left(\xi_{l}, \xi_{m}\right)=\delta_{l m} ; F_{n}\left(\omega_{n}^{ \pm}\right)=$ 1 ; and $\xi_{n}^{ \pm}=\xi_{n}\left(\omega_{n}^{ \pm}\right)$. Then we define

$$
\begin{equation*}
F_{p+1}(\omega) \equiv \frac{1}{\omega^{2}} \sup _{\substack{\left(\zeta, \xi_{k}\right\rangle=0 \\ k=1,2, \cdots, p}} \frac{\left(\zeta, K_{\omega} \zeta\right)}{(\zeta, \zeta)}, \quad \omega \in S_{p} \tag{48}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
F_{p+1}(\omega) \leq F_{p}(\omega), \quad \omega \in S_{p} \tag{49}
\end{equation*}
$$

Let $M_{p+1}$ be the linear manifold spanned by $\left\{\eta_{1}\right.$, $\left.\eta_{2}, \cdots, \eta_{p+1}\right\}$. Then for any $x \in M_{p+1},\|x\|>0$, we have $(x, H x) /(x, x) \geq \lambda_{p+1}>0$. Given the $p$ orthonormal vectors $\xi_{1}(\omega), \xi_{2}(\omega), \cdots, \xi_{p}(\omega)$, there exists $x_{p}(\omega) \in M_{p+1}$ such that $\left\|x_{p}\right\|=1$ and $\left(x_{p}, \xi_{k}\right)=0$, $k=1,2, \cdots, p$. Therefore

$$
\begin{align*}
F_{p+1}(\omega) \geq\left(1 / \omega^{2}\right)\left\{\left(x_{p}, H x_{\mathfrak{p}}\right)-\right. & 2|\omega|\|A\|\} \\
& \geq \lambda_{p+1} / 2 \omega^{2}>0 \tag{50}
\end{align*}
$$

for $|\omega| \leq \lambda_{p+1} / 4\|A\|$. Assume for the moment that $\omega^{2} F_{p+1}(\omega)=G_{p+1}(\omega)$ on $S_{p}$, so that $F_{p+1}(\omega)$ is continuous on $S_{p}$. Then there exist real numbers $a_{p+1}$ and $b_{p+1}$ such that $0<a_{p+1} \leq a_{p}, b_{p} \leq b_{p+1}<0$, $F_{p+1}\left(a_{p+1}\right)=F_{p+1}\left(b_{p+1}\right)=\frac{1}{2}$, and $F_{p+1}(\omega) \geq \frac{1}{2}$ for $\omega \in S_{p+1} \equiv\left(b_{p+1}, 0\right) \cup\left(0, a_{p+1}\right)$. For each $\omega \in S_{p+1}$, $K_{\omega}$ is a completely continuous Hermitian operator, so that there exists $\xi_{p+1}(\omega) \in E,\left\|\xi_{p+1}\right\|=1$, satisfying $\omega^{2} F_{p+1}(\omega) \xi_{p+1}=K_{\omega} \xi_{p+1},\left(\xi_{p+1}, \xi_{m}\right)=0$,

$$
\begin{equation*}
m=1,2, \cdots, p \tag{51}
\end{equation*}
$$

Continuity of $F_{p+1}(\omega)$ on $S_{p}$ and Eqs. (49) and (50) imply that there exist $\omega_{p+1}^{+} \in\left(0, a_{p+1}\right)$ and $\omega_{p+1}^{-} \in$ $\left(b_{p+1}, 0\right)$ such that $\omega_{p}^{+} \geq \omega_{p+1}^{+}>0, \omega_{p}^{-} \leq \omega_{p+1}^{-}<0$, and $F_{p+1}\left(\omega_{p+1}^{ \pm}\right)=1$, so that

$$
\begin{equation*}
\left[\left(\omega_{p+1}^{ \pm}\right)^{2} I-2 \omega_{p+1}^{ \pm} i A-H\right]_{2}^{ \pm}=0 \tag{52}
\end{equation*}
$$

where $\xi_{\bar{p}+1}^{ \pm} \equiv \xi_{p+1}\left(\omega_{p+1}^{ \pm}\right)$.

It remains to show that $\omega^{2} F_{n}(\omega)=G_{n}(\omega)$ on $S_{n-1}$. Clearly Eqs. (33) and (46) imply that $G_{n}(\omega) \leq \omega^{2} F_{n}(\omega)$ on $S_{n-1}$, so that it suffices to show that $G_{n}(\omega) \geq$ $\omega^{2} F_{n}(\omega)$ for $\omega \in S_{n-1}$. Now for any $n-1$ vectors $\phi_{1}, \phi_{2}, \cdots, \phi_{n-1}$ in $E$,
$\sup _{\substack{(\zeta, \phi, j=0 \\ j=1,2, \ldots, n-1}} \frac{\left(\zeta, K_{\omega} \zeta\right)}{(\zeta, \zeta)} \geq \sup _{\substack{(\zeta, 5 j, j) \\ j=1,2, \cdots, \cdots, n-1}} \frac{\left(\zeta, K_{\omega} \zeta\right)}{(\zeta, \zeta)}=\omega^{2} F_{n}(\omega)$,

$$
\begin{equation*}
\omega \in S_{n-1} \tag{53}
\end{equation*}
$$

Indeed, let $\zeta \in E$ such that $\|\zeta\|=1$ and $\left(\zeta, \xi_{k}\right)=0$, $k=1,2, \cdots, n-1$. By construction, the $\xi_{k}(k=$ $1,2, \cdots, n-1$ ) are orthonormal eigenvectors of $K_{\omega}$ (for each fixed $\omega$ ) and ( $\zeta, K_{\omega} \zeta$ ) $\leq\left(\xi_{k}, K_{\omega} \xi_{k}\right), k=$ $1,2, \cdots, n-1$, since $\left(\zeta, \xi_{k}\right)=0, k=1,2, \cdots$, $n-1$. The linear manifold spanned by the $n$ orthonormal vectors $\xi_{0} \equiv \zeta, \xi_{1}, \cdots, \xi_{n-1}$ is $n$ dimensional, so that there exist constants $\alpha_{k}(k=0,1, \cdots, n-1)$ such that $y \equiv \sum_{k=0}^{n-1} \alpha_{k} \xi_{k}$ satisfies $\|y\|^{2}=\sum_{k=0}^{n-1}\left|\alpha_{k}\right|^{2}=$ 1 and $\left(y, \phi_{k}\right)=0, k=1,2, \cdots, n-1$. Then

$$
\begin{aligned}
\left(y, K_{\omega} y\right) & =\sum_{k, l=0}^{n-1} \bar{\alpha}_{k} \alpha_{l}\left(\xi_{k}, K_{\omega} \xi_{l}\right)=\sum_{k=0}^{n-1}\left(\xi_{k}, K_{\omega} \xi_{k}\right)\left|\alpha_{k}\right|^{2} \\
& \geq\left(\zeta, K_{w} \zeta\right) \sum_{k=0}^{n-1}\left|\alpha_{k}\right|^{2}=\left(\zeta, K_{\omega} \zeta\right) .
\end{aligned}
$$

Hence Eq. (53) holds, and $G_{n}(\omega) \geq \omega^{2} F_{n}(\omega), \omega \in$ $S_{n-1}$, follows at once. This completes the proof of the theorem.

## V. ORTHOGONALITY AND COMPLETENESS RELATIONS FOR STABLE FINITEDIMENSIONAL SYSTEMS

We now consider the orthogonality and completeness properties of the eigenvectors of Eq. (2), restricting our attention primarily to the case where $H$ is positive definite and $E$ is a finite-dimensional unitary space.
The time-dependent counterpart of Eq. (2) is

$$
\begin{equation*}
\ddot{\eta}+2 A \dot{\eta}+H \eta=0 . \tag{54}
\end{equation*}
$$

This second-order differential equation allows the initial displacement $\eta_{0}$ and velocity $\dot{\eta}_{0}$ to be arbitrarily prescribed vectors in $E$. Thus, if the set of eigenvectors $\left\{\xi_{n}\right\}$ of Eq. (2) is sufficiently large, the most general solution of Eq. (54) would be given by (assuming that $A \eta=0$ and $H \eta=0$ implies $\eta=0$ )

$$
\begin{equation*}
\eta(t)=\sum_{n} \alpha_{n} \xi_{n} e^{i \omega_{n} t} \tag{55}
\end{equation*}
$$

with

$$
\begin{align*}
\eta_{0} & =\sum_{n} \alpha_{n} \xi_{n}  \tag{56}\\
-i \dot{\eta}_{0} & =\sum_{n} \alpha_{n} \omega_{n} \xi_{n} \tag{57}
\end{align*}
$$

where the $\alpha_{n}$ are constants, determined by $\eta_{0}$ and $\dot{\eta}_{0}$. Equations (56) and (57) lead us to the following
definition: We say that a set of eigenvectors $\left\{\boldsymbol{\xi}_{n}\right\}$ of Eq. (2) is complete if for any two vectors $\eta_{0}$ and $-i \dot{\eta}_{0}$ in $E$, there exist constants $\alpha_{n}$ such that Eqs. (56) and (57) hold. In the circumstance that $H$ is positive definite and $E$ is an $N$-dimensional unitary space $E_{N}$, we show that
(1) there exists a complete set of $2 N$ eigenvectors $\left\{\xi_{n}\right\}_{n=1}^{2 N}$;
(2) the coefficients $\alpha_{n}$ are given by

$$
\begin{equation*}
\alpha_{n}=\frac{\omega_{n}\left(\xi_{n},-i \dot{\eta}_{0}\right)+\left(\xi_{n}, H \eta_{0}\right)}{\omega_{n}^{2}\left(\xi_{n}, \xi_{n}\right)+\left(\xi_{n}, H \xi_{n}\right)} \tag{58}
\end{equation*}
$$

(3)
(4)

$$
\begin{align*}
& \left(\dot{\eta}_{0}, \dot{\eta}_{0}\right)+\left(\eta_{0}, H \eta_{0}\right) \\
& \quad=\sum_{n=1}^{2 N}\left|\alpha_{n}\right|^{2}\left\{\omega_{n}^{2}\left(\xi_{n}, \xi_{n}\right)+\left(\xi_{n}, H \xi_{n}\right)\right\} ;  \tag{59}\\
& \quad\left\{\xi_{n}\right\}_{n=1}^{2 N}=\left\{\xi_{n}^{+}\right\}_{n=1}^{N} \cup\left\{\xi_{n}\right\}_{n=1}^{N},
\end{align*}
$$

where $\xi_{n}^{+}$is an eigenvector with positive eigenvalue $\omega_{n}^{+}, \xi_{n}^{-}$is an eigenvector with negative eigenvalue $\omega_{n}^{-}$, and each of the sets $\left\{\xi_{n}^{ \pm}\right\}_{n=1}^{N}$ spans $E_{N}$;
(5) for each of the sets $\left\{\xi_{n}^{ \pm}\right\}_{n=1}^{N}$, there exists a linear operator $Q^{ \pm}$and an inner product (, $)^{ \pm}$defined on $E_{N}$ with the following properties: $Q^{+}$is a positive-definite Hermitian operator with respect to $(,)^{+} ; Q^{-}$is a negative definite Hermitian operator with respect to (, $)^{-} ; Q^{+} \xi_{n}^{+}=\omega_{n}^{+} \xi_{n}^{+}, Q^{-} \xi_{n}^{-}=\omega_{n}^{-} \xi_{n}^{-}$ $(n=1,2, \cdots, N)$; and $\left(\xi_{l}^{+}, \xi_{m}^{+}\right)^{+}=0=\left(\xi_{l}^{-}, \xi_{m}^{-}\right)^{-}$for $m \neq l$.

In establishing the results to follow, we assume throughout that $H$ and $i A$ are linear Hermitian operators defined on a linear vector space $E$ with a complex inner product $(f, g)$ defined for all $f$ and $g$ in $E$.

Lemma I: Let $\omega_{k}$ and $\omega_{\imath}$ be eigenvalues of Eq. (2) with corresponding eigenvectors $\xi_{k}$ and $\xi_{l}$. Then $\bar{\omega}_{k} \neq \omega_{l}$ implies

$$
\begin{gather*}
\bar{\omega}_{k} \omega_{l}\left(\xi_{k}, \xi_{l}\right)+\left(\xi_{k}, H \xi_{l}\right)=0,  \tag{60}\\
\left(\bar{\omega}_{k}+\omega_{l}\right)\left(\xi_{k}, \xi_{l}\right)-2\left(\xi_{k}, i A \xi_{l}\right)=0 . \tag{61}
\end{gather*}
$$

Proof: We have

$$
\begin{align*}
& \omega_{l}^{2}\left(\xi_{k}, \xi_{l}\right)-2 \omega_{l}\left(\xi_{k}, i A \xi_{l}\right)-\left(\xi_{k}, H \xi_{l}\right)=0,  \tag{62}\\
& \omega_{k}^{2}\left(\xi_{l}, \xi_{k}\right)-2 \omega_{k}\left(\xi_{l}, i A \xi_{k}\right)-\left(\xi_{l}, H \xi_{k}\right)=0 . \tag{63}
\end{align*}
$$

Subtracting the complex conjugate of Eq. (63) from Eq. (62), and using the fact that $H$ and $i A$ are Hermitian, we obtain
$\left(\omega_{l}-\bar{\omega}_{k}\right)\left[\left(\bar{\omega}_{k}+\omega_{l}\right)\left(\xi_{k}, \xi_{l}\right)-2\left(\xi_{k}, i A \xi_{l}\right)\right]=0$.
$\bar{\omega}_{k} \neq \omega_{l}$ therefore implies Eq. (61). Equation (60) now follows by substituting $\left(\xi_{k}, i A \xi_{l}\right)=\frac{1}{2}\left(\bar{\omega}_{k}+\omega_{l}\right) \times$ ( $\xi_{k}, \xi_{l}$ ) into the complex conjugate of Eq. (63).

When $H \geq 0$, the eigenvalues of Eq. (2) are all real, so that Eqs. (60) and (61) hold (with $\bar{\omega}_{k}=\omega_{k}$ ) whenever $\omega_{k} \neq \omega_{l}$. If we are given any set of eigenvectors $\left\{\xi_{k}\right\}$, Eq. (60) holds for $k \neq l$ provided $\omega_{k}$ $\neq \omega_{l}$. If the $\left\{\xi_{k}\right\}$ contains a subset of $p$ linearly independent eigenvectors all having eigenvalue $\omega_{k}$, one can always take linear combinations of these so as to form a new set of $p$ linearly independent eigenvectors (with eigenvalue $\omega_{k}$ ) which themselves satisfy Eq. (60) for $k \neq l$ (see Lemma II). Thus for $H \geq 0$, given any set of eigenvectors $\left\{\xi_{k}^{\prime}\right\}$, we can construct from them (if necessary) a new set of eigenvectors $\left\{\xi_{k}\right\}$ such that Eq. (60) holds for $k \neq l$ and which possesses for each $\omega_{k}$ the same number of linearly independent eigenvectors.

Lemma II: Let $E$ be a Hilbert space and $M(\omega)$ be the linear subspace spanned by $p$ linearly independent eigenvectors of Eq. (2) having the eigenvalue $\omega$. Then there exists $p$ orthonormal vectors $\xi_{k}(k=1,2, \cdots, p)$ in $M(\omega)$ such that

$$
\begin{equation*}
|\omega|^{2}\left(\xi_{l}, \xi_{m}\right)+\left(\xi_{l}, H \xi_{m}\right)=0, \quad l \neq m . \tag{65}
\end{equation*}
$$

Each $\xi_{k}$ is an eigenvector of Eq. (2) with eigenvalue $\omega$.
Proof: By hypothesis, $M(\omega)$ is a $p$-dimensional unitary space, and every nonzero vector in $M(\omega)$ is an eigenvector of Eq. (2) with eigenvalue $\omega$. Let $P$ be the projection onto $M(\omega)$, i.e., $P \xi$ is the projection of $\xi$ onto $M(\omega)$ for all $\xi$ in $E$. Then $\tilde{H} \equiv P H P$ is Hermitian (since $P$ is Hermitian) and maps $M(\omega)$ into itself. Therefore there exist $p$ vectors $\xi_{k}(k=1$, $2, \cdots, p)$ in $M(\omega)$ satisfying

$$
\begin{array}{cl}
\tilde{H} \xi_{k}=\lambda_{k} \xi_{k}, & k=1,2, \cdots, p \\
\left(\xi_{l}, \xi_{m}\right)=\delta_{l m}, & l, m=1,2, \cdots, p \tag{67}
\end{array}
$$

where $\lambda_{k}$ is a real constant and $\delta_{l m}$ is the Kronecker delta. Therefore $l \neq m$ implies

$$
\begin{align*}
|\omega|^{2}\left(\xi_{l}, \xi_{m}\right)+\left(\xi_{l}, H \xi_{m}\right) & =\left(P \xi_{l}, H P \xi_{m}\right)=\left(\xi_{l}, \tilde{H} \xi_{m}\right) \\
& =\lambda_{m}\left(\xi_{l}, \xi_{m}\right)=0 \tag{68}
\end{align*}
$$

Suppose that $H$ is positive definite on $E$, so that all the eigenvalues $\omega_{k}$ of Eq. (2) are real and nonzero. We then make the following definitions.

Definition 1: A set of eigenvectors $\left\{\xi_{k}\right\}_{k=1}^{n}$ of Eq. (2) is said to be canonical if, for all $k, l=1,2, \cdots, n$

$$
\begin{equation*}
\omega_{k} \omega_{l}\left(\xi_{k}, \xi_{l}\right)+\left(\xi_{k}, H \xi_{l}\right)=\epsilon_{k} \delta_{k l} \tag{69}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon_{k} \equiv \omega_{k}^{2}\left(\xi_{k}, \xi_{k}\right)+\left(\xi_{k}, H \xi_{k}\right)>0, \quad k=1,2, \cdots, n \tag{70}
\end{equation*}
$$

Definition 2: Let $\left\{\xi_{k}\right\}_{k=1}^{n}$ be a canonical set of eigenvectors of Eq. (2), and let $x$ and $\dot{x}$ be any two vectors in $E$. The generalized Fourier coefficient $\alpha_{k}[\dot{x}, x]$ is
defined by

$$
\begin{equation*}
\alpha_{k}[\dot{x}, x] \equiv\left\{\omega_{k}\left(\xi_{k}, \dot{x}\right)+\left(\xi_{k}, H x\right)\right\} \epsilon_{k}^{-1} \tag{71}
\end{equation*}
$$

The next theorem shows that our generalized Fourier coefficients play much the same role in the representation of the two vectors $x$ and $\dot{x}$ by sums of canonical eigenvectors of the form of Eqs. (56) and (57) as do the ordinary Fourier coefficients in the approximation of a vector by a sum of orthonormal vectors.

Theorem VI: Let $H$ be positive definite on $E$, $\left\{\xi_{k}\right\}_{k=1}^{n}$ be a canonical set of eigenvectors of Eq. (2), and $\dot{x}$ and $x$ be any two vectors in $E$. Let $\left\{\beta_{k}\right\}_{k=1}^{n}$ be any $n$ complex numbers. Then

$$
\begin{align*}
\| \dot{x}- & \sum_{1}^{n} \beta_{k} \omega_{k} \xi_{k}\left\|^{2}+\right\| x-\sum_{1}^{n} \beta_{k} \xi_{k} \|_{H}^{2} \\
= & \left\|\dot{x}-\sum_{1}^{n} \alpha_{k} \omega_{k} \xi_{k}\right\|^{2}+\left\|x-\sum_{1}^{n} \alpha_{k} \xi_{k}\right\|_{H}^{2} \\
& +\left\|\sum_{1}^{n}\left(\alpha_{k}-\beta_{k}\right) \omega_{k} \xi_{k}\right\|^{2}+\left\|\sum_{1}^{n}\left(\alpha_{k}-\beta_{k}\right) \xi_{k}\right\|_{H}^{2} \\
\geq & \left\|\dot{x}-\sum_{1}^{n} \alpha_{k} \omega_{k} \xi_{k}\right\|^{2}+\left\|x-\sum_{1}^{n} \alpha_{k} \xi_{k}\right\|_{H}^{2} \\
& =(\dot{x}, \dot{x})+(x, H x)-\sum_{1}^{n}\left|\alpha_{k}\right|^{2} \epsilon_{k}, \tag{72}
\end{align*}
$$

where the $\alpha_{k}$ are defined by Eq. (71) and $\|x\|_{H}^{2} \equiv$ ( $x, H x$ ).

## Proof: Let

$$
\begin{aligned}
& \dot{f} \equiv \dot{x}-\sum_{1}^{n} \alpha_{k} \omega_{k} \xi_{k}, \quad f \equiv x-\sum_{1}^{n} \alpha_{k} \xi_{k}, \\
& \dot{g} \equiv \sum_{1}^{n}\left(\alpha_{k}-\beta_{k}\right) \omega_{k} \xi_{k}, \quad g \equiv \sum_{1}^{n}\left(\alpha_{k}-\beta_{k}\right) \xi_{k},
\end{aligned}
$$

then

$$
\dot{x}-\sum_{1}^{n} \beta_{k} \omega_{k} \xi_{k}=f^{\prime}+\dot{g}, \quad x-\sum_{1}^{n} \beta_{k} \xi_{k}=f+g
$$ so that

$$
\begin{aligned}
&\left\|\dot{x}-\sum_{1}^{n} \beta_{k} \omega_{k} \xi_{k}\right\|^{2}+\left\|x-\sum_{1}^{n} \beta_{k} \xi_{k}\right\|_{H}^{2} \\
&=\left(f, f^{2}\right)+(f, H f)+(\dot{g}, \dot{g}) \\
&+(g, H g)+2 \operatorname{Re}\{(f, \dot{g})+(f, H g)\} .
\end{aligned}
$$

But

$$
\begin{aligned}
(f, \dot{g})+ & (f, H g) \\
= & \left(\dot{x}-\sum_{1}^{n} \alpha_{k} \omega_{k} \xi_{k}, \sum_{1}^{n}\left(\alpha_{l}-\beta_{l}\right) \omega_{l} \xi_{l}\right) \\
& +\left(x-\sum_{1}^{n} \alpha_{k} \xi_{k}, H\left[\sum_{1}^{n}\left(\alpha_{l}-\beta_{l}\right) \xi_{l}\right]\right) \\
= & \sum_{1}^{n}\left(\alpha_{l}-\beta_{l}\right)\left\{\omega_{l}\left(\dot{x}, \xi_{l}\right)+\left(x, H \xi_{l}\right)\right\} \\
& -\sum_{k_{l}, l}^{n} \bar{\alpha}_{k}\left(\alpha_{l}-\beta_{l}\right)\left\{\omega_{k} \omega_{l}\left(\xi_{k}, \xi_{l}\right)+\left(\xi_{k}, H \xi_{l}\right)\right\} \\
= & \sum_{1}^{n}\left(\alpha_{l}-\beta_{l}\right) \bar{\alpha}_{l} \epsilon_{l}-\sum_{1}^{n} \bar{\alpha}_{l}\left(\alpha_{l}-\beta_{l}\right) \epsilon_{l}=0,
\end{aligned}
$$

where we have used Eqs. (69)-(71). Now

$$
\begin{aligned}
\| \dot{x}- & \sum_{1}^{n} \alpha_{k} \omega_{k} \xi_{k}\left\|^{2}+\right\| x-\sum_{1}^{n} \alpha_{k} \xi_{k} \|_{H}^{2} \\
= & (\dot{x}, \dot{x})+(x, H x)-\sum_{1}^{n} \alpha_{k}\left\{\omega_{k}\left(\dot{x}, \xi_{k}\right)+\left(x, H \xi_{k}\right)\right\} \\
& -\sum_{1}^{n} \bar{\alpha}_{k}\left\{\omega_{k}\left(\xi_{k}, \dot{x}\right)+\left(\xi_{k}, H x\right)\right\} \\
& +\sum_{k, l=1}^{n} \bar{\alpha}_{k} \alpha_{l}\left\{\omega_{k} \omega_{l}\left(\xi_{k}, \xi_{l}\right)+\left(\xi_{k}, H \xi_{l}\right)\right\} \\
= & (\dot{x}, \dot{x})+(x, H x)-2 \sum_{1}^{n}\left|\alpha_{k}\right|^{2} \epsilon_{k}+\sum_{1}^{n}\left|\alpha_{k}\right|^{2} \epsilon_{k} \\
= & (\dot{x}, \dot{x})+(x, H x)-\sum_{1}^{n}\left|\alpha_{k}\right|^{2} \epsilon_{k} .
\end{aligned}
$$

This completes the proof of Theorem VI.
Note that the last line of Eq. (72) gives a Bessel inequality for the $\alpha_{k}$, viz.,

$$
\begin{equation*}
(\dot{x}, \dot{x})+(x, H x) \geq \sum_{k}\left|\alpha_{k}\right|^{2} \epsilon_{k} . \tag{73}
\end{equation*}
$$

Furthermore, we see that a denumerable canonical set of eigenvectors $\left\{\xi_{k}\right\}$ is complete if and only if the equality sign holds in Eq. (73) for arbitrary $x$ and $\dot{x}$ in the Hilbert space $E$, for $H$ bounded and positive definite, with a bounded inverse $H^{-1}$.

Lemma III: Let $\omega_{l}(l=1,2, \cdots, n)$ be $n$ eigenvalues of Eq. (2) with corresponding eigenvectors $\xi_{l}(l=1,2, \cdots, n)$, where the $n$ vectors $\xi_{l}$ are linearly independent. Suppose that $\Omega$ is an eigenvalue of Eq. (2) with eigenvector $\zeta$, where $\zeta=\sum_{l=1}^{n} a_{l} \xi_{l} \neq 0$. Then $\Omega$ and $\omega_{l}(l=1,2, \cdots, n)$ are all roots of the real polynomial $P_{2 n}(x)$ of degree $2 n$ defined by

$$
\begin{equation*}
P_{2 n}(x) \equiv \operatorname{det} F(x) \tag{74}
\end{equation*}
$$

where $F(x)$ is the $n \times n$ matrix given by

$$
\begin{equation*}
F(x) \equiv x^{2} G-2 x i A^{\prime}-H^{\prime} \tag{75}
\end{equation*}
$$

with $\quad G_{k l} \equiv\left(\xi_{k}, \xi_{l}\right), \quad A_{k l}^{\prime} \equiv\left(\xi_{k}, A \xi_{l}\right), \quad$ and $\quad H_{k l}^{\prime} \equiv$ $\left(\xi_{k}, H \xi_{l}\right)$. The matrices $G, i A^{\prime}$, and $H^{\prime}$ are all Hermitian, and $G$ is positive definite. Furthermore, if $H$ is positive definite, then $P_{2 n}(x)$ has precisely $n$ positive and $n$ negative roots.
Proof: The matrices $G, i A^{\prime}$, and $H^{\prime}$ are clearly Hermitian since $i A$ and $H$ are Hermitian. For any column vector $\beta$ with components $b_{i}(i=1,2, \cdots, n)$ we have $(\eta, \eta)=\langle\beta, G \beta\rangle$, where $\eta \equiv \sum_{k=1}^{n} b_{k} \xi_{k}$ and $\langle\alpha, \beta\rangle \equiv \sum_{k=1}^{n} \tilde{a}_{k} b_{k}$ (the usual inner product in $E_{n}$ ). The $\xi_{k}(k=1,2, \cdots, n)$ are linearly independent, so that $\eta=0$ if and only if $\beta=0$. Thus $G$ is positive definite. The polynomial $P_{2 n}(x)$ is clearly of degree
$2 n$ in $x$, and is real by Theorem II. Now
$F_{k l}\left(\omega_{l}\right)=\left(\xi_{k},\left\{\omega_{l}^{2} I-2 \omega_{l} i A-H\right\} \xi_{l}\right)=0$,

$$
\begin{equation*}
k=1,2, \cdots, n \tag{76}
\end{equation*}
$$

so that

$$
\begin{equation*}
P_{2 n}\left(\omega_{\imath}\right)=0, \quad l=1,2, \cdots, n \tag{77}
\end{equation*}
$$

Suppose that $\Omega$ is an eigenvalue of Eq. (2) with eigenvector $\zeta=\sum_{l=1}^{n} a_{l} \xi_{l} \neq 0$. Then the column vector $\alpha$ with components $a_{k}(k=1,2, \cdots, n)$ is nonzero (the $\xi_{l}$ are linearly independent) and

$$
\begin{align*}
& \left(\xi_{k},\left\{\Omega^{2} I-2 \Omega i A-H\right\} \zeta\right) \\
& \quad=\sum_{l=1}^{n} a_{l}\left\{\Omega^{2}\left(\xi_{k}, \xi_{l}\right)-2 \Omega\left(\xi_{k}, i A \xi_{l}\right)-\left(\xi_{k}, H \xi_{l}\right)\right\}=0 \tag{78}
\end{align*}
$$

for $k=1,2, \cdots, n$, i.e., $F(\Omega) \alpha=0$. Thus $\alpha \neq 0$ implies $P_{2 n}(\Omega)=0$.

Finally, suppose $H>0$, so that $H^{\prime}>0$. We define

$$
\begin{equation*}
P_{2 n}(\epsilon ; x) \equiv \operatorname{det} F_{\epsilon}(x), \quad 0 \leq \epsilon \leq 1, \tag{79}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\varepsilon}(x) \equiv x^{2} G-2 \epsilon x i A^{\prime}-H^{\prime}, \tag{80}
\end{equation*}
$$

so that $P_{2 n}(1 ; x)=P_{2 n}(x)$ and $F_{1}(x)=F(x)$. Now each root of $P_{2 n}(\epsilon ; x)$ is an eigenvalue of the system

$$
\begin{equation*}
F_{\epsilon}(x) \eta=0 \tag{81}
\end{equation*}
$$

with a nonzero eigenvector $\eta$. Therefore $H^{\prime}>0$ and Eqs. (3)-(6) imply that all the roots of $P_{2 n}(\epsilon ; x)$ are real and nonzero for all real $\epsilon$. Since the roots of $P_{2 n}(\epsilon ; x)$ are continuous functions of $\epsilon, 0 \leq \epsilon \leq 1$, the number of positive and negative roots of $P_{2 n}(\epsilon ; x)$ must be independent of $\epsilon, 0 \leq \epsilon \leq 1$. But $P_{2 n}(0 ; x)$ has precisely $n$ positive and $n$ negative roots, and the proof is complete.

Lemma IV: Suppose $H$ is positive definite. Then any set of eigenvectors $\left\{\xi_{k}\right\}_{k=1}^{n}$ of Eq. (2) with distinct positive (negative) eigenvalues $\omega_{k}$ (i.e., $\omega_{k} \neq \omega_{l}$ for $l \neq k$ ) is linearly independent.

Proof: We begin by demonstrating that if the $\left\{\xi_{k}\right\}_{k=1}$ are $q$ linearly independent eigenvectors of Eq. (2) having distinct positive (negative) eigenvalues $\omega_{k}$, then the set $\left\{\xi_{k}\right\}_{k=1}^{q+1}$ is also linearly independent, where $\xi_{q+1}$ is an eigenvector of Eq. (2) with positive (negative) eigenvalue $\omega_{q+1}$, and $\omega_{q+1} \neq \omega_{k}, k=1,2, \cdots, q$. Indeed, if the set $\left\{\xi_{k}\right\}_{k=1}^{g+1}$ were linearly dependent, we would have $P_{2 q}\left(\omega_{q+1}\right)=0$ [see Eq. (74)] by Lemma III, so that $P_{2 q}(x)$ would have at least $q+1$ distinct positive (negative) roots. But this is impossible, as $H$ is positive definite (see Lemma III). Thus $\left\{\xi_{k}\right\}_{k=1}$ linearly independent implies that $\left.\left\{\xi_{k}\right\}\right\}_{=1}^{+1}$ is also linearly independent. Since one eigenvector constitutes a
linearly independent set, Lemma IV follows by induction.

Theorem VII: Let $H$ be positive definite, and $\left\{\xi_{k}\right\}_{k=1}^{n}$ be a canonical set of eigenvectors of Eq. (2) with positive (negative) eigenvalues. Then the set $\left\{\xi_{k}\right\}_{k=1}^{n}$ is linearly independent.
Proof: We denote the distinct elements of the set of eigenvalues corresponding to the eigenvectors $\xi_{k}$ $(k=1,2, \cdots, n)$ by $\omega_{1}, \omega_{2}, \cdots, \omega_{L}$, where $L \leq n$ ( $\omega_{k} \neq \omega_{l}$ for $k \neq l$ ). Let $S\left(\omega_{l}\right)$ be the subset of $\left\{\xi_{k}\right\}_{k=1}^{n}$ containing precisely those eigenvectors possessing the eigenvalue $\omega_{l}$. We relabel the $\xi_{k}$ as $\xi_{j}^{(l)}$ where $\xi_{j}^{(l)} \in\left(S \omega_{l}\right)$ and $j=1,2, \cdots, m_{l} \leq n$. We have $\left\{\xi_{k}\right\}_{k=1}^{n}=\bigcup_{l=1}^{L} S\left(\omega_{l}\right)$, Lemma IV implies $S\left(\omega_{l}\right) \cap$ $S\left(\omega_{k}\right)=\phi$ for $k \neq l$, and $n=\sum_{l=1}^{L} m_{l}$. Now suppose $\left\{\xi_{k}\right\}_{k=1}^{n}$ is linearly dependent, so that

$$
\begin{equation*}
\sum_{l=1}^{L} \sum_{j=1}^{m_{l}} a_{j}^{(l)} \xi_{j}^{(l)}=0 \tag{82}
\end{equation*}
$$

for some $a_{q}^{(p)} \neq 0$. Let $\phi_{l} \equiv \sum_{j=1}^{m_{l}} a_{j}^{(l)} \xi_{j}^{(l)}, l=1,2$, $\cdots, L$, so that $\phi_{l}$ is an eigenvector of Eq. (2) with eigenvalue $\omega_{l}$ if $\phi_{l} \neq 0$. Since the set $\left\{\xi_{k}\right\}_{k=1}^{n}$ is canonical, $a_{q}^{(p)} \neq 0$ implies $\phi_{p} \neq 0$. [Note that Eq. (69) states that if $\xi_{k}$ and $\xi_{l}$ both have the eigenvalue $\omega$, then $\left(\xi_{k},\left[\omega^{2} I+H\right] \xi_{l}\right)=0$ for $k \neq l$.] Equation (82), which takes the form

$$
\sum_{l=1}^{L} \phi_{l}=0
$$

contradicts Lemma IV. Thus $\left\{\xi_{k}\right\}_{k=1}^{n}$ is linearly independent.

Theorem VIII: Let $H$ be positive definite and $E=$ $E_{N}$ (an $N$-dimensional unitary space). Then there exists a canonical set $C$ of $2 N$ eigenvectors of Eq. (2); $C=\left\{\xi_{k}^{+}\right\}_{k=1}^{N} \cup\left\{\xi_{k}^{-}\right\}_{k=1}^{N}$, where $\xi_{k}^{+}$is an eigenvector with positive eigenvalue, $\xi_{k}^{-}$has a negative eigenvalue, and each of the sets $\left\{\xi_{k}^{ \pm}\right\}_{k=1}^{N}$ spans $E_{N}$.

Proof: The existence of $C$ is an immediate consequence of Theorem V and Lemma II. Theorem VII implies that the sets $\left\{\xi_{k}^{ \pm}\right\}_{k=1}^{N}$ are each linearly independent and therefore span $E_{N}$.

Theorem $I X$ : Let $H$ be positive definite on $E=E_{N}$, and $\left\{\xi_{k}^{+}\right\}_{k=1}^{N}$ and $\left\{\xi_{k}^{-}\right\}_{k=1}^{N}$ be the sets of eigenvectors of Eq. (2) (with corresponding eigenvalues $\omega_{k}^{+}, \omega_{k}^{-}$) introduced in Theorem VIII. Then there exist linear operators $Q^{+}$and $Q^{-}$defined on $E_{N}$ and inner products (,$)^{+}$and (, $)^{-}$with the following properties:
(1) $Q^{+}$is Hermitian positive definite with respect to the inner product $(,)^{+} ; Q^{-}$is Hermitian negative
definite with respect to $(,)^{-}$.
(2) $Q^{ \pm} \xi_{k}^{ \pm}=\omega_{k}^{ \pm} \xi_{k}^{ \pm} \quad k=1,2, \cdots, N$.
(3) $\left(\xi_{k}^{+}, \xi_{l}^{+}\right)^{+}=0=\left(\xi_{k}^{-}, \xi_{l}^{-}\right)^{-}$for $k \neq l$.

Proof: Since $\left\{\xi_{k}^{ \pm}\right\}_{k=1}^{N}$ is linearly independent and spans $E_{N}$, the following expressions uniquely define the linear operators $Q^{+}$and $Q^{-}$on $E_{N}$ :

$$
\begin{align*}
Q^{+}\left\{\sum_{1}^{N} a_{k} \xi_{k}^{+}\right\} & \equiv \sum_{1}^{N} a_{k} \omega_{k}^{+} \xi_{k}^{+}, \\
Q^{-}\left\{\sum_{1}^{N} a_{k} \xi_{k}\right\} & \equiv \sum_{1}^{N} a_{k} \omega_{k}^{-} \xi_{k}^{-} . \tag{83}
\end{align*}
$$

In particular, we have $Q^{ \pm} \xi_{k}^{ \pm}=\omega_{k}^{ \pm} \xi_{k}^{ \pm}$. We define, for all $\zeta, \eta \in E_{N}$,

$$
\begin{align*}
& (\zeta, \eta)^{+} \equiv\left(Q^{+} \zeta, Q^{+} \eta\right)+(\zeta, H \eta) \\
& (\zeta, \eta)^{-} \equiv\left(Q^{-} \zeta, Q^{-} \eta\right)+(\zeta, H \eta) \tag{84}
\end{align*}
$$

and it is clear that $(,)^{ \pm}$possesses all the requirements of an inner product. Now

$$
\begin{align*}
\left(\xi_{k}^{ \pm}, \xi_{l}^{ \pm}\right)^{ \pm} & =\left(Q^{ \pm} \xi_{k}^{ \pm}, Q^{ \pm} \xi_{l}^{ \pm}\right)+\left(\xi_{k}^{ \pm}, H \xi_{l}^{ \pm}\right) \\
& =\omega_{k}^{ \pm} \omega_{l}^{ \pm}\left(\xi_{k}^{ \pm}, \xi_{l}^{ \pm}\right)+\left(\xi_{k}^{ \pm}, H \xi_{l}^{ \pm}\right)=\epsilon_{k}^{ \pm} \delta_{k l} \tag{85}
\end{align*}
$$

[ $\epsilon_{k}$ is defined by Eq. (70)] since the sets $\left\{\xi_{k}^{ \pm}\right\}_{k=1}^{N}$ are canonical. Finally, for any two vectors

$$
\zeta=\sum_{k=1}^{N} a_{k}^{ \pm} \xi_{k}^{ \pm}, \quad \eta=\sum_{l=1}^{N} b_{l}^{ \pm} \xi_{l}^{ \pm}
$$

in $E_{N}$, we have

$$
\begin{align*}
\left(\zeta, Q^{ \pm} \eta\right)^{ \pm} & =\sum_{k, l=1}^{N} a_{k}^{ \pm} b_{l}^{ \pm} \omega_{l}^{ \pm}\left(\xi_{k}^{ \pm}, \xi_{l}^{ \pm}\right)^{ \pm}=\sum_{k=1}^{N} a_{k}^{ \pm} b_{k}^{ \pm} \omega_{k}^{ \pm} \epsilon_{k}^{ \pm} \\
& =\sum_{k, l=1}^{N} \omega_{k}^{ \pm} a_{k}^{ \pm} b_{l}^{ \pm}\left(\xi_{k}^{ \pm}, \xi_{l}^{ \pm}\right)^{ \pm}=\left(Q^{ \pm} \zeta, \eta\right)^{ \pm},  \tag{86}\\
& \left(\zeta, Q^{ \pm} \zeta\right)^{ \pm}=\sum_{k=1}^{N} \epsilon_{k}^{ \pm} \omega_{k}^{ \pm}\left|a_{k}^{ \pm}\right|^{2} \tag{87}
\end{align*}
$$

which proves statement (1).
Theorem $X$ : Let $H$ be positive definite on $E=E_{N}$, and let $C$ be the canonical set of eigenvectors of Eq. (2) introduced in Theorem VIII. Then $C$ is complete, and we have

$$
\begin{array}{r}
\dot{x}=\sum_{k=1}^{N}\left\{\alpha_{k}^{+} \omega_{k}^{+} \xi_{k}^{+}+\alpha_{k}^{-} \omega_{k}^{-} \xi_{k}^{-}\right\}, \quad x=\sum_{k=1}^{N}\left\{\alpha_{k}^{+} \xi_{k}^{+}+\alpha_{k}^{-} \xi_{k}^{-}\right\} \\
(\dot{x}, \dot{x})+(x, H x)=\sum_{1}^{N}\left\{\left|\alpha_{k}^{+}\right|^{2} \epsilon_{k}^{+}+\left|\alpha_{k}^{-}\right|^{2} \epsilon_{k}^{-}\right\}, \tag{88}
\end{array}
$$

for all $x, \dot{x}$ in $E_{N}$, where

$$
\begin{align*}
& \alpha_{k}^{ \pm}=\left\{\omega_{k}^{ \pm}\left(\xi_{k}^{ \pm}, \dot{x}\right)+\left(\xi_{k}^{ \pm}, H x\right)\right\}\left[\epsilon_{k}^{ \pm}\right]^{-1}, \\
& \epsilon_{k}^{ \pm}=\left[\omega_{k}^{ \pm}\right]^{2}\left(\xi_{k}^{ \pm}, \xi_{k}^{ \pm}\right)+\left(\xi_{k}^{ \pm}, H \xi_{k}^{ \pm}\right) . \tag{90}
\end{align*}
$$

Proof: We begin by noting that Eqs. (88) and the fact that $C$ is canonical imply that the $\alpha_{k}^{\frac{7}{k}}$ are necessarily given by Eqs. (90), i.e., the $\alpha_{k}^{ \pm}$are uniquely determined. Indeed, if we insert Eqs. (88) into the
quantity $\left(\omega_{k}^{ \pm} \xi_{k}^{ \pm}, \dot{x}\right)+\left(\xi_{k}^{ \pm}, H x\right)$, Eqs. (69) and (70) lead immediately to Eqs. (90). It therefore suffices (by Theorem IX) to demonstrate the existence of the vectors $y^{+}\left(=\sum_{1}^{N} \alpha_{k}^{+} \xi_{k}^{+}\right)$and $y^{-}\left(=\sum_{1}^{N} \alpha_{k}^{-} \xi_{k}^{-}\right)$satisfying the simultaneous equations

$$
\begin{equation*}
y^{+}+y^{-}=x, \quad Q^{+} y^{+}+Q^{-} y^{-}=\dot{x} \tag{91}
\end{equation*}
$$

Equations (91) possess the unique solution

$$
\begin{equation*}
y^{+}=K^{-1}\left[\dot{x}-Q^{-} x\right], \quad y^{-}=K^{-1}\left[Q^{+} x-\dot{x}\right] \tag{92}
\end{equation*}
$$

provided $K^{-1}$ exists, where $K \equiv Q^{+}-Q^{-}$. We complete the proof by showing that $K y=0$ implies $y=0$. Suppose $K y=0$. There exist $2 N$ constants $\gamma_{k}^{ \pm}$such that $y=\sum_{1}^{N} \gamma_{k}^{+} \xi_{k}^{+}=-\sum_{1}^{N} \gamma_{k}^{-} \xi_{k}^{-}$by Theorem VIII, so that $K y=0$ leads to

$$
\begin{align*}
& 0=\sum_{1}^{N}\left\{\gamma_{k}^{+} \omega_{k}^{+} \xi_{k}^{+}+\gamma_{k}^{-} \omega_{k}^{-} \xi_{k}^{-}\right\}, \\
& 0=\sum_{1}^{N}\left\{\gamma_{k}^{+} \xi_{k}^{+}+\gamma_{k}^{-} \xi_{k}^{-}\right\} . \tag{93}
\end{align*}
$$

Equations (93) are of the form of Eqs. (88) with $\dot{x}=0, x=0, \alpha_{k}^{ \pm}=\gamma_{k}^{ \pm}$, so that the $\gamma_{k}^{ \pm}$are uniquely given by Eqs. (90), i.e., $\gamma_{k}^{ \pm}=0$ for all $k$, and $y=0$.

Note added in proof: The extension of many of the results obtained in this section to positive completely continuous Hermitian operators $H$ in Hilbert space has been obtained by reducing Eq. (2) to a linear eigenvalue problem in the Hilbert space $E \times E$. This analysis will be presented in a forthcoming paper.
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Fig. 1. Triangle diagram for lowestorder vertex correction. The cross denotes an external potential or interaction.
arising from the common but overly optimistic belief that exchange corrections are not really important. Partly, it is due to the somewhat increased mathematical complexity of the evaluation. In particular, unlike the bubble diagram, the integration now depends explicitly on the particular form of the interaction. The increased complexity, however, turns out to be fairly minor when one makes use of dispersion relation techniques and a partial wave analysis of the interaction.
In the work below, with the aid of these techniques, the evaluation of the triangle diagram of Fig: 1 is carried through to the point of one-dimensional integrations over a closed domain of integration, for all momentum and energy transfers.
To increase the region of validity of the result somewhat beyond that of ordinary perturbation theory, we have allowed the two-body interaction $v$ to be an arbitrary nonlocal, but still instantaneous, potential. As in the perturbation case, we assume that v is real and symmetric in momentum space, though the symmetry property is not actually used.

In the static long wavelength limit, the results for the vertex correction agree with those obtained earlier from the use of a Ward's identity. ${ }^{5}$

## 2. EVALUATION OF $\tilde{\Gamma}$ IN LOWEST ORDER

The diagram for the lowest-order vertex correction, $\gamma$, is shown in Fig. 1. According to the Feynman rules, we can write $\gamma$ in the form

$$
\begin{align*}
& \qquad \begin{array}{l}
\gamma(p, q) \equiv \tilde{\Gamma}-1=c i \int d^{4} k G_{0}\left(k_{-}\right) G_{0}\left(k_{+}\right) v(\mathbf{p}, \mathbf{k}), \\
\qquad \\
\text { where }
\end{array} \begin{array}{l}
c(2 \pi)^{-4} \\
k_{ \pm} \equiv k \pm \frac{1}{2} q
\end{array} \tag{1}
\end{align*}
$$

and $G_{0}$ is the free propagator,

$$
\begin{equation*}
G_{0}=\left[k_{0}-k^{2} /(2 m)+i \epsilon \operatorname{sgn}\left(|\mathbf{k}|-k_{F}\right)\right]^{-1} \tag{3}
\end{equation*}
$$

The invariance of $\gamma$ under time reversal is expressed by the symmetry property, evident from (1)

$$
\begin{equation*}
\gamma(p,-q)=\gamma(p,+q) \tag{4}
\end{equation*}
$$

Provided only that $v$ is instantaneous $\gamma$ is independent of $E \equiv p_{0}$. For rotationally invariant $v, \gamma$ then depends on only four variables which we take to

[^174]be the quantities $|\mathbf{q}|,|\mathbf{p}|, x_{p q} \equiv \cos (\mathbf{p}, \mathbf{q})$, and $w \equiv q_{0}$. Instead of $w$ it is more convenient to deal with the ratio $u \equiv w|\mathbf{q}|$ since the vertex function is not uniquely defined in the $q \rightarrow 0, w \rightarrow 0$ limit unless the ratio $u$ is also specified.
In the following, we obtain explicit results, with no remaining nontrivial integrations, for several cases: the $q=0$ limit for all $u$ and for arbitrary interaction $v$; corrections to this of order $q^{2}$ and, for the special case of the delta function interaction, results for all $q$ and $u$. In the case of the general interaction away from $q=0$, the reduction is carried to the point of one-dimensional integrals over a closed interval. These integrals can easily be evaluated numerically once the form of the interaction is specified.

It turns out that the calculation is simplified by employing a formal dispersion relation technique with respect to the energy-transfer variable $w$ or $u$, considered as a complex variable. Thus, we first evaluate the simpler quantity $\operatorname{Im} \gamma(u)$ and then express $\operatorname{Re} \gamma(u)$ in terms of this result by a Cauchy principalvalue integral. As might be expected we need to know $\operatorname{Im} \gamma$ only "on the energy shell," when $w$ is equal to the energy of intermediate particle-hole pairs with the momenta ( $\mathbf{k}_{-}, \mathbf{k}_{+}$).

Our reduction also utilizes a "partial wave" expansion of $v(\mathbf{p}, \mathbf{k})$ in Legendre polynomials in the variable $x_{p k} \equiv \cos (\mathbf{p}, \mathbf{k})$. In the static $q \rightarrow 0$ limit only the $s$-wave term contributes to the result.

We begin the evaluation of (1) by performing the $k_{0}$ integration, closing the contour of integration in the upper half of the complex $k_{0}$ plane. We then obtain two terms, a time-reversed pair, one proportional to $\theta\left(k_{F}-k_{-}\right) \theta\left(k_{+}-k_{F}\right)$ due to a pole at $\left(k_{-}\right)_{0}=T\left(k_{-}\right)+i \epsilon$, the other proportional to $\theta\left(k_{F}-k_{+}\right) \theta\left(k_{-}-k_{F}\right)$ due to a pole at $\left(k_{+}\right)_{0}=$ $T\left(k_{+}\right)+i \epsilon$. Here $T(k)=k^{2} / 2 m$. The result is

$$
\begin{gather*}
\gamma=\gamma^{+}+\gamma^{-}  \tag{5a}\\
\gamma^{-}(p, q)=\gamma^{+}(p,-q) \tag{5b}
\end{gather*}
$$

where explicitly

$$
\begin{equation*}
\gamma^{+}=2 \pi i^{2} c \int d^{3} k v(\mathbf{p}, \mathbf{k}) \frac{\theta\left(1-k_{-}\right) \theta\left(k_{+}-1\right)}{w-\mathbf{q} \cdot \mathbf{k}+2 i \epsilon} \tag{6}
\end{equation*}
$$

with the units

$$
\begin{equation*}
\hbar=m=k_{F}=1 \tag{7}
\end{equation*}
$$

The imaginary part of this expression is somewhat easier to evaluate than the real part. We wish to take advantage of this situation by using a KramersKronig type of dispersion relation to express the real part in terms of the imaginary part. Let us observe, however, that $\gamma^{+}$and $\gamma^{-}$have different analytic properties as a function of $w$ or $u$ regarded as a complex variable: the former is analytic in the upper
half-plane, the latter in the lower half-plane. Thus, we must treat $\gamma^{+}$and $\gamma^{-}$separately as far as the dispersion relations are concerned.

From the preceding discussion, we can write for real $u$

$$
\begin{align*}
& \operatorname{Im} \gamma^{+}(u)=f^{ \pm}(u) \theta( \pm u)  \tag{8}\\
& \operatorname{Re} \gamma^{+}(u)=+\frac{1}{\pi} \int_{0}^{\infty} \frac{d u^{\prime} f^{+}\left(u^{\prime}\right)}{u^{\prime}-u}  \tag{9a}\\
& \operatorname{Re} \gamma^{-}(u)=-\frac{1}{\pi} \int_{-\infty}^{0} \frac{d u^{\prime} f^{-}\left(u^{\prime}\right)}{u^{\prime}-u} \tag{9b}
\end{align*}
$$

Equation (8) expresses the fact that $\gamma^{+}$and $\gamma^{-}$are also the positive and negative frequency parts of $\gamma$. In the integrals in (9), principal values are understood.

From (6), $\operatorname{Im} \gamma^{+}$has the value
$\operatorname{Im} \gamma^{+}=2 \pi^{2} c \int d^{3} k v(\mathbf{p}, \mathbf{k}) \theta\left(1-k_{-}\right)$

$$
\begin{equation*}
\times \theta\left(k_{+}-1\right) \delta(w-\mathbf{q} \cdot \mathbf{k}) \tag{10}
\end{equation*}
$$

Note that, in agreement with (8), this is nonvanishing only for

$$
\begin{equation*}
w=\mathbf{q} \cdot \mathbf{k}=T\left(k_{+}\right)-T\left(k_{-}\right) \geq 0 \tag{11}
\end{equation*}
$$

In order to facilitate the evaluation of $\gamma$, it is convenient to expand it in Legendre polynominals of the cosine of the angle between $p$ and $q$,

$$
\begin{equation*}
\gamma=\sum_{l=0}^{\infty} \gamma_{l} P_{l}\left(x_{p_{q}}\right) \tag{12}
\end{equation*}
$$

and similarly for $f$.
For this purpose we introduce the corresponding expansion coefficients $v_{l}$ according to

$$
\begin{equation*}
v(\mathbf{p}, \mathbf{k})=\sum_{l=0}^{\infty} v_{l}(p, k) P_{l}\left(x_{p k}\right) \tag{13}
\end{equation*}
$$

As far as the angular $k$ integration is concerned we can now make the replacement

$$
\begin{equation*}
P_{l}\left(x_{p k}\right) \rightarrow P_{l}\left(x_{p q}\right) P_{l}\left(x_{q k}\right) \tag{14}
\end{equation*}
$$

This yields the desired expansion (12). The angular $k$-integration is now trivial due to the delta function in (10). We obtain for $f_{l}$ the expression

$$
\begin{equation*}
f_{l}^{+}=2 \pi^{3} c \frac{1}{q} \int_{1-w-q^{2} / 4}^{1+w-q^{2} / 4} d\left(k^{2}\right) v_{l}(p, k) P_{l}(u / k) \theta\left(k^{2}-u^{2}\right) \tag{15}
\end{equation*}
$$

and from (5b), for negative $u$

$$
\begin{equation*}
f_{l}^{-}(q, u)=(-1)^{l} f_{l}^{+}(q,-u) \tag{16}
\end{equation*}
$$

where now $q \equiv|q|$.
This last relation allows us to express $\gamma_{l}$ in terms of $f_{l}^{+}$alone through the dispersion relations (9). These take different forms according to whether $l$ is even or odd,
for even $l$ :

$$
\begin{align*}
& \operatorname{Im} \gamma_{l}(u)=f_{l}^{+}(|u|)  \tag{17a}\\
& \operatorname{Re} \gamma_{l}(u)=\frac{2}{\pi} \int_{0}^{\infty} f_{l}^{+}\left(u^{\prime}\right) \frac{u^{\prime} d u^{\prime}}{u^{\prime 2}-u^{2}} \tag{18a}
\end{align*}
$$

for odd $l$ :

$$
\begin{align*}
\operatorname{Im} \gamma_{l}(u) & =f_{l}^{+}(|u|) \epsilon(u)  \tag{17b}\\
\operatorname{Re} \gamma_{l}(u) & =\frac{2 u}{\pi} \int_{0}^{\infty} f_{l}^{+}\left(u^{\prime}\right) \frac{d u^{\prime}}{u^{\prime 2}-u^{2}} \tag{18b}
\end{align*}
$$

where $\epsilon(u)=\theta(u)-\theta(-u)$. The slash through the integral sign indicates that the principal value must be taken.

## 3. THE LIMIT $q \rightarrow \mathbf{0}$

It is useful at this point to consider special cases in which exact final results can be obtained analytically without too much effort. One of these is the important limiting case $q \rightarrow 0$ with $u$ held finite, the long wavelength or semi-classical limit.

In connection with the $q \rightarrow 0$ limit, we first note that $f_{l}^{+}$, given in (15), is finite in this limit: as $\mathbf{q} \rightarrow 0$, the upper and lower integration limits coincide (since $w=q u$ ) preventing a divergence due to the factor $q^{-1}$. To show this more explicitly it is convenient to eliminate the $k$ integration in favor of a parametric $z$ integration through the substitution

$$
\begin{equation*}
k^{2}=1+q u z-\frac{1}{4} q^{2} \tag{19}
\end{equation*}
$$

We then obtain, from (15)

$$
\begin{equation*}
f_{l}^{+}=2 \pi^{3} c u \int_{-1}^{1} d z v_{l}(p, k) P_{l}(u / k) \theta\left(k^{2}-u^{2}\right) \tag{20}
\end{equation*}
$$

In the limit $\mathbf{q} \rightarrow 0$, the function $k$ may be replaced by unity:

$$
\begin{align*}
\operatorname{Lim}_{\mathbf{q} \rightarrow 0} f_{l}^{+}(\mathbf{q}, u) & \equiv f_{l}^{+}(0, u) \\
& =4 \pi^{3} c u v_{l}(p, 1) P_{l}(u) \theta\left(1-u^{2}\right) \tag{21}
\end{align*}
$$

We see that $\operatorname{Im} \gamma$ vanishes in the static limit, $u \rightarrow 0$, and also if the absolute value of $u$ is greater than unity.

From (21) we can obtain $\operatorname{Re} \gamma$ via the dispersion relations (18). The $u^{\prime}$ integration is trivial for any fixed value of $l$. Let us concentrate attention on the $l=0$ term.

We obtain then in the $q \rightarrow 0$ limit

$$
\begin{equation*}
\operatorname{Re} \gamma_{0}(0, u ; p)=4 \pi^{3} c v_{0}(p, 1) I(u) \tag{22}
\end{equation*}
$$

where
$I(u)=\frac{2}{\pi} \int_{0}^{1} \frac{u^{\prime 2} d u^{\prime}}{u^{\prime 2}-u^{2}}=\frac{2}{\pi}\left[1-\frac{1}{2} u \ln \left|\frac{1+u}{1-u}\right|\right]$.
Let us note that $I$ has an integrable, logarithmic singularity at $u=1$.

We see that $\operatorname{Re} \gamma$ vanishes for $u \rightarrow \infty$ as it should but not in the static limit, $u \rightarrow 0$. In the static limit, (22) yields

$$
\begin{equation*}
\gamma_{0}(0,0, p)=\frac{1}{2 \pi^{2}} v_{0}(p, 1) \tag{24}
\end{equation*}
$$

One easily verifies that, due to the orthogonality properties of the Legendre polynomials, only the $l=0$
term contributes to $\operatorname{Re} \gamma$ in the $q, u \rightarrow 0$ limit. Equation (24) agrees with the value of $\gamma(0,0 ; p)$ obtained earlier on the basis of gauge invariance. ${ }^{5}$

## 4. DELTA-FUNCTION INTERACTION

There is at least one form of interaction $v$ simple enough to allow us to evaluate the vertex correction $\gamma$ exactly for all $q$ and $u$. This is the case of a deltafunction interaction with strength $a$.

$$
\begin{equation*}
v(\mathbf{p}, \mathbf{k})=a \tag{25}
\end{equation*}
$$

or

$$
\begin{equation*}
v\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=a \delta^{3}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) . \tag{26}
\end{equation*}
$$

Clearly $v(\mathbf{p}, \mathbf{k})$ has only an $l=0$ component, $v=v_{0}$.
When we substitute (25) for $v$ into (20) we obtain

$$
\begin{equation*}
\operatorname{Im} \gamma_{\delta}=2 \pi^{3} c a u \int_{-1}^{1} d z \theta\left(1+q u z-\frac{1}{4} q^{2}-u^{2}\right) \tag{27}
\end{equation*}
$$

where $\gamma_{\delta}$ is the value of $\gamma$ for the delta-function interaction (25).

The $z$ integration is trivial and yields the result
$\operatorname{Im} \gamma_{\delta}=\left\{\begin{array}{l}(4 \pi)^{-1} a|u|, \quad|u|+\frac{1}{2} q<1, \\ (8 \pi)^{-1} a \frac{1}{q}\left[\left(1-\left(|u|-\frac{1}{2} q\right)^{2}\right],\right. \\ \\ 0, \\ 0,|u|-\frac{1}{2} q\left|<1<|u|+\frac{1}{2} q,\right. \\ \\ \quad| | u\left|-\frac{1}{2} q\right|>1 .\end{array}\right.$
To calculate $\operatorname{Re} \gamma$ we employ the dispersion relation (18a). After carrying out the elementary $u^{\prime}$ integration we obtain

$$
\begin{align*}
\operatorname{Re} \gamma_{\delta}= & \left(4 \pi^{2}\right)^{-1} a\left\{1+\frac{1}{2 q}\left[1-\left(u+\frac{1}{2} q\right)^{2}\right]\right. \\
& \times \ln \left|\frac{1+\frac{1}{2} q+u}{1-\frac{1}{2} q-u}\right|+\frac{1}{2 q}\left[1-\left(u-\frac{1}{2} q\right)^{2}\right] \\
& \left.\times \ln \left|\frac{1+\frac{1}{2} q-u}{1-\frac{1}{2} q+u}\right|\right\} . \tag{29}
\end{align*}
$$

The result (28) and (29) for $\gamma_{\delta}$ has a familiar mathematical appearance. Aside from a numerical factor, it agrees precisely in form with the well-known value of the polarization loop. This is hardly surprising since for a delta-function interaction the dotted line of the vertex diagram is effectively collapsed to a point (in position space). Thus, it is clear that for a delta-function interaction the lowest-order polarization correction, $a \pi$, should have the same value as the proper vertex correction except for a factor of -2 arising from the exchange nature of the vertex correction:

$$
\begin{equation*}
a \pi=-2 \gamma_{\mathrm{d}}, \tag{30}
\end{equation*}
$$

which is indeed true.

## 5. GENERAL FORM OF INTERACTION

Equation (18) cannot be explicitly evaluated for all $q$ and $u$ for the general interaction, $v$. One can,
however, further reduce the expression for $\operatorname{Re} \gamma$ by eliminating one of the two remaining integrations.

According to (18) and (20) we can write $\operatorname{Re} \gamma$ in the form

$$
\begin{align*}
\operatorname{Re} \gamma_{l}= & 2 \pi^{2} c \int_{0}^{\infty} d u^{\prime}\left[\frac{1}{u^{\prime}-u}+(-1)^{l} \frac{1}{u^{\prime}+u}\right] \\
& \times \int_{-1}^{+1} u^{\prime} d z\left\{v_{l}(p, \bar{k}) P_{l}\left(u^{\prime} / \bar{k}\right) \theta\left(\bar{k}^{2}-u^{\prime 2}\right)\right\} \tag{31}
\end{align*}
$$

where

$$
\begin{equation*}
k^{2} \equiv 1+q u^{\prime} z-\frac{1}{4} q^{2} \geq 0 \tag{32}
\end{equation*}
$$

We make the substitution of variables $z \rightarrow y$, where

$$
\begin{equation*}
y \equiv u^{\prime} z-\frac{1}{2} q . \tag{33}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
k^{2}=1+q y+{ }_{4}^{4} q^{2} \tag{34}
\end{equation*}
$$

where $k$ is now independent of the variable $u^{\prime}$. Interchanging the order of integration in (31) we obtain

$$
\begin{equation*}
\operatorname{Re} \gamma_{l}=2 \pi^{2} c \int_{-1}^{+1} v_{l}(p, \bar{k}) F_{l}(y) d y \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{l}(y)=\oint_{\left|u+\frac{1}{2} q\right|}^{k} d u^{\prime} P_{l}\left(u^{\prime} \mid k\right)\left[\frac{1}{u^{\prime}-u}+(-1)^{\frac{l}{}} \frac{1}{u^{\prime}+u}\right] \tag{36}
\end{equation*}
$$

From (34) we see that

$$
\begin{equation*}
k(y= \pm 1)=\left| \pm 1+\frac{1}{2} q\right| \tag{37}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
F_{l}( \pm 1)=0 \tag{38}
\end{equation*}
$$

The integration for $F_{l}(y)$ is trivial for any value of $l$. Therefore only one nontrivial integration remains, as in the case of $\operatorname{Im} \gamma$.

For $l=0, F_{l}$ has the value

$$
\begin{equation*}
F_{0}(y)=2 \ln \left|\frac{k^{2}-u^{2}}{\left(y+\frac{1}{2} q\right)^{2}-u^{2}}\right| . \tag{39}
\end{equation*}
$$

We can easily verify that the previous results for the $\mathbf{q} \rightarrow 0$ limit and the delta-function interaction follow from (35) and (39). In the static limit, one finds for the coefficient of the $q^{2}$ term the following result, which agrees with (29) for the case of the delta-function interaction

$$
\begin{align*}
& \gamma_{0}(q, 0, p)-\gamma(0,0, p)=\frac{1}{2 \pi^{2}} a(p) q^{2}+0\left(>q^{2}\right),  \tag{40}\\
& 2 a(p)=-\frac{1}{3} v_{0}(p, 1)-\frac{2}{9} v_{0}^{(1)}(p, 1)+\frac{1}{18} v_{0}^{(2)}(p, 1), \tag{41}
\end{align*}
$$

where

$$
\begin{equation*}
v^{(n)}(p, 1) \equiv \operatorname{Lim}_{k \rightarrow 1}\left(d^{n} / d k^{n}\right) v(p, k) \tag{42}
\end{equation*}
$$

In general, the expansion of $\gamma$ in powers of $q$ involves higher-order derivatives of the various $v_{l}(p, k)$ at the Fermi surface, $k=1$. In the static limit, $u=0$, one sees from (18), (19), and (20) that only even powers of $q$ and even values of $l$ can occur.
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#### Abstract

As a preliminary step in a program aimed at developing the Racah algebra of an arbitrary compact simple Lie group $L$, this paper gives a unified review with various extensions of the work of Biedenharn, Speiser, and others on the relationship between the internal and external multiplicity structures of $L$, the former being that of the weights of the representations of $L$, the latter being that of the terms of the Clebsch-Gordan series of $L$.


## 1. INTRODUCTION

IN view of the present preoccupation of particle and other physicists with symmetry groups of various types, it is undoubtedly desirable that the Racah algebra of such groups be developed as extensively as is the Racah algebra of $S U_{2}$, i.e., the familiar quantum theory of angular momentum. If $L$ denotes a compact simple Lie group, then, as stressed by Wigner, Racah and Biedenharn, ${ }^{1}$ a variety of problems have to be solved before the Racah algebra of $L$ can be systematically investigated. The first problem, which is closely related to the labeling of the irreducible representations (IR's) of $L$, is the construction of the invariants or Casimir operators of $L$. This problem has already been solved. ${ }^{2}$ The second problem concerns the determination of operators whose eigenvalues yield a complete characterization of the states of the IR's of $L$. A given IR of $L$ is specified by its eigenvalues of the invariants of $L$, or else equivalently and more usually, by the components of its highest weight. From this highest weight all the weights of the IR can be directly deduced. ${ }^{3}$ However, the weights other than the highest are not in general simple but rather of multiplicity greater than one. In this context, we speak of the internal multiplicity structure (of the

[^175]IR's) of $L$. The various states belonging to the multiple weights are to be distinguished by the operators mentioned above and we refer to the problem of determining these operators as the internal labeling problem. The third problem is that of the ClebschGordan series and coefficients of $L$. Its solution involves the explicit reduction of direct products of IR's of $L$. Most of the difficulties here stem from the fact that such products are not in general simply reducible; i.e., the repeated occurrence of IR's in a direct product is possible. We refer to the multiplicity structure of the reductions of direct products of IR's of $L$ as the external multiplicity structure of $L$. Associated with it there is an external labeling problem, that of determining operators whose eigenvalues can distinguish the multiple occurrences of IR's of $L$ in reductions of direct products.

At present the internal multiplicity structure of any compact simple Lie group is either known ${ }^{4}$ or at least accessible from Kostant's formula, ${ }^{5}$ but the internal labeling problem has been solved only for unitary groups ${ }^{8}$ and orthogonal groups. ${ }^{7}$ An implicit determination of the external multiplicity structure is contained in the formulas of Steinberg and Straumann, ${ }^{8}$ while more explicit knowledge can be obtained by a rather wide variety of methods, for example, by using tensorial methods ${ }^{9}$ or by using Speiser's

[^176]method, ${ }^{10}$ or else, in the case of unitary groups, by using Young diagrams. ${ }^{11}$ So far no published work of a general nature on the external labeling problem is available, although it has been solved in the case of $S U_{3}$ by Moshinsky. ${ }^{12}$ Finally, as far as Clebsch-Gordan coefficients are concerned, progress of a general nature has been made by Derome and Sharpe, ${ }^{13}$ who recognize the existence of the external multiplicity problem but perform their investigation without considering any special solution of it. Explicit work on coefficients for situations in which the external multiplicity question enters nontrivially has already been performed in special cases, especially the case of $S U_{3} .{ }^{14}$

The present paper is designed to serve as an introduction to a program aimed at solving both the internal and external labeling problems for arbitrary compact simple Lie groups. The idea of this approach is first to solve the external labeling problem explicitly and then to proceed to a solution of the internal labeling problem by exploiting the intimate relationship between the internal and external multiplicity structures. We have constructed the operatorspolarized Casimir operators-which solve the external multiplicity problem for the classical groups. ${ }^{15}$ The present paper is a unified review which contains, however, some new results and new proofs and which places emphasis suitably for later parts of our program on the work of Biedenharn, Speiser, and others (whose contributions are cited below) on the relation-

[^177]ship of the internal and external multiplicity structures of an arbitrary compact simple Lie group $L$. In Sec. 2, we state and prove the following lemma which we call Biedenharn's lemma. The lemma was first given by Kostant ${ }^{16}$ and was later rediscovered by Biedenharn, ${ }^{16}$ who was the first to realize its value for physical applications.

Lemma: Let $R$ and $R^{\prime}$ be two IR's of a compact simple Lie group $L$ with highest weights $\Lambda$ and $\Lambda^{\prime}$, respectively. Let $m$ with multiplicity $\gamma_{m}$ denote the weights of $R$. If $\Lambda^{\prime}$ is so much higher than $\Lambda$ that $\Lambda^{\prime}+m$ is a dominant weight of $L$ for each $m \in R$, then in the reduction of $R \times R^{\prime}$ the IR of $L$ of highest weight $\Lambda^{\prime}+m$ occurs exactly $\gamma_{m}$ times for each $m \in R$.

Despite the restriction of the type of direct product $R \times R^{\prime}$ to which this lemma applies, this is the fundamental result for our purposes, as is explained below. We have proved it very simply using only general properties of an arbitrary compact simple Lie group. In Sec. 3, we obtain necessary and sufficient conditions on $\Lambda^{\prime}$ for fixed $\Lambda$, for each compact simple Lie group, which ensure that $\Lambda^{\prime}+m$ is dominant for each $m \in R$. The content of Secs. 2 and 3 has been discussed in detail by Mukunda and Pandit, ${ }^{9}$ and by Preziosi, Simone, and Vitale ${ }^{17}$ in the case of $S U_{3}$. These discussions given by these authors use specific details of $S U_{3}$ representation theory and these results are obtained much less directly than ours are here. Later Vitale ${ }^{18}$ extended the discussion of Preziosi, Simone, and Vitale to the other rank two Lie groups. Also, Nussinov ${ }^{19}$ has obtained results agreeing with those of $\operatorname{Sec} .3$ for $S U_{n}$, and very recently Zaccaria ${ }^{20}$ has done likewise for the classical groups. Our results were obtained independently of those of Zaccaria; since our approach is purely algebraic and in the spirit of the rest of our paper, whereas Zaccaria has used intuitive geometrical notions, we feel justified in presenting our method in detail. In Sec. 4 we state and prove the generalization of Biedenharn's lemma to the case of a general direct product $R \times R^{\prime}$. In

[^178]view of the facts (a) that the form of our result has been given already by Racah, ${ }^{3}$ and (b) that it is essentially an algebraic statement of the result underlying Speiser's geometrical method ${ }^{10,3}$ for reducing direct products, we refer to the generalization of Biedenharn's lemma as the Racah-Speiser lemma. The first available discussions of Speiser's method to be found in the literature were those of Antoine ${ }^{21}$ and deSwart ${ }^{14}$ both of which deal with the case of $S U_{3}$. Some details regarding the application of Speiser's geometrical method to other cases are given by Speiser himself. In view of the difficulty of applying geometrical techniques in spaces of more than two (even three!) dimensions, the desirability of the algebraic statement should be apparent. Finally, it should be mentioned that the work of Sec. IV-D of the paper by Behrends, Dreitlein, Fronsdal, and Lee ${ }^{22}$ is essentially equivalent to Speiser's method.

Sections 2-4 contain the basic results of the relationship between the external and internal multiplicity structures of an arbitrary compact simple Lie group. We conclude this Introduction by explaining our view that it is Biedenharn's lemma rather than the RacahSpeiser lemma which has the more fundamental significance. The view stems from the fact that we hope to proceed to the development of the Racah algebra of an arbitrary compact simple Lie group $L$ and in particular to define a complete set of ClebschGordan coefficients of $L$ as matrix elements of a complete set of irreducible tensor operators. We thus regard such operators as fundamental entities in the Racah algebra of $L$ and explain how Biedenharn's lemma rather than the Racah-Speiser lemma is exploited in classifying them. The basic irreducible tensor operators of $L$ possess, in addition to the representation labels and internal labels which specify their transformation properties under $L$, external labels which specify the changes they induce on the representation labels of states of IR's of $L$. Let $\left|R^{\prime} i^{\prime} m^{\prime}\right\rangle$ be a state of the irreducible representation $R^{\prime}$ of $L$ with highest weight $\Lambda^{\prime}$, with weights $m^{\prime}$ and eigenvalues $i^{\prime}$ of the operators which solve the internal multiplicity problem for $L$. Let $T_{j q}^{R}$ be an irreducible tensor operator which transforms like $|R j q\rangle$ under $L$. If $\Lambda^{\prime}$ is high enough with respect to $\Lambda$ then $T_{j q}^{R}$ can, according to Biedenharn's lemma, induce on $\left|R^{\prime} i^{\prime} m^{\prime}\right\rangle$ any or all of the changes

$$
R^{\prime} \rightarrow R^{\prime \prime}=R^{\prime}+m,
$$

where $m$ is a weight of $R$, on the representation labels

[^179]$R^{\prime}$ of the state $\left|R^{\prime} i^{\prime} m^{\prime}\right\rangle$. Let us then define for each weight $m$ of $R$, tensor operators $T_{m, j q}^{R}$ which induce only the change $R^{\prime} \rightarrow R^{\prime \prime}+m$, i.e., such that the reduced matrix elements
$$
\left\langle\boldsymbol{R}^{\prime \prime}\left\|\boldsymbol{T}_{m}^{R}\right\| \boldsymbol{R}^{\prime}\right\rangle
$$
vanish unless $R^{\prime \prime}=R^{\prime}+m$. By the lemma again there are $\gamma_{m}$ independent such operators for each $m \in R$ since $R^{\prime}+m$ occurs $\gamma_{m}$ times in $R \otimes R^{\prime}$, so that in all there are $\operatorname{dim} R$ independent components $T_{m, j q}^{R}$ for fixed $R, j, q$. Thus Biedenharn's lemma-giving us the $m$ label-is of vital significance in the classification of tensor operators of $L$. Of course, our discussion has related only to $\Lambda^{\prime}$ "high enough" with respect to $\Lambda$; i.e., it applies only when $T_{m, j q}^{R}$ acts on states $\left|\Lambda^{\prime} i^{\prime} m^{\prime}\right\rangle$ of high enough $\Lambda^{\prime}$. If $\Lambda^{\prime \prime}$ is not high enough, the situation of Sec. 4 obtains and for any given allowed set of values $R^{\prime}, i^{\prime}, m^{\prime}, R, j, q, i^{\prime \prime}$ there are less than $\operatorname{dim} R$ nonvanishing matrix elements,
$$
\left\langle R^{\prime}+m \quad i^{\prime \prime} \quad m^{\prime \prime}=m^{\prime}+q\right| T_{m, j q}^{R}\left|R^{\prime} i^{\prime} m^{\prime} .\right\rangle
$$

Information as to how many and which ones these are is contained implicitly and somewhat awkwardly in the Racah-Speiser lemma. This, however, does not concern us here. The point is that it is not that any of the $\operatorname{dim} R$ independent tensor components $T_{m, j q}^{R}$ with fixed $R, j, q$ are identically zero, but simply that some of them annihilate certain states $\left|R^{\prime} i^{\prime} m^{\prime}\right\rangle$ whose highest weights are not high enough. ${ }^{23}$ In other words, Biedenharn's lemma features significantly in the classification of the $\operatorname{dim} R$ independent tensor operators $T_{m, j q}^{R}$ with fixed $R, j, q$, and the RacahSpeiser lemma simply describes edge effects of minor importance regarding the vanishing of certain matrix elements of such operators. It is for this reason that we have not only stated and proved Biedenharn's lemma, which is after all no more than a special case of the Racah-Speiser lemma, but also stressed it over and above the general discussion. The simplicity and vital significance of the lemma could easily be lost within the complication of the general treatment. It should also be mentioned that the philosophy expounded here is in obvious agreement with that of Biedenharn. Further, it might be convenient to illustrate the argument by means of the case of $S \mathrm{~S}_{2}$. In familiar notation, if $j^{\prime} \geq j$, then the tensor operator $t_{m}^{j}$ has nonvanishing matrix elements

$$
\left\langle j^{\prime \prime} m^{\prime}+m\right| t_{m}^{j}\left|j^{\prime} m^{\prime}\right\rangle
$$

for $j^{\prime \prime}=j^{\prime}+\Delta, \Delta=-j,-j+1, \cdots, j$, since the Clebsch-Gordan series of $\mathrm{SU}_{2}$ can be written as

$$
\begin{aligned}
D^{j^{\prime}} \times D^{j} & =D^{j^{\prime+j}}+D^{j^{\prime}+j-1}+\cdots+D^{j^{\prime-j}} \\
& =\sum_{\Delta=-j}^{j} D^{j+\Delta},
\end{aligned}
$$

[^180]which is an explicit statement of Biedenharn's lemma. Accordingly, we may define, for fixed $j m, \operatorname{dim} D^{j}=$ $(2 j+1)$ tensor components $t_{\Delta_{m}}^{j}$ such that
$$
\left\langle j^{\prime \prime} m^{\prime}+m\right| t_{\Delta m}^{j}\left|j^{\prime} m^{\prime}\right\rangle
$$
vanishes unless $j^{\prime \prime}=j^{\prime}+\Delta$. The set $t_{\Delta m}^{j_{m}}, j=0, \frac{1}{2}$, $1 \cdots,-j \leq \Delta, m \leq j$, is a complete set of tensor operators, whose matrix elements yield all ClebschGordan coefficients of $S U_{2}$. If $j^{\prime}<j$, i.e., if $j^{\prime}=$ $j-p, 0<p \leq j$, then
\[

$$
\begin{aligned}
D^{j^{\prime}} \times D^{j} & =D^{j+j^{\prime}}+\cdots+D^{j-j^{\prime}} \\
& =\sum_{\Delta=-j+2 p}^{j} D^{j^{\prime}+\Delta},
\end{aligned}
$$
\]

with

$$
-j<-j+2 p \leq j
$$

and

$$
\left\langle j^{\prime \prime} m^{\prime}+m\right| t_{\Delta m}^{j}\left|j^{\prime} m^{\prime}\right\rangle
$$

vanishes for $j^{\prime \prime}=j^{\prime}+\Delta$ with $-j \leq \Delta<-j+2 p$. Clearly this does not imply the identical vanishing of any component $t_{\Delta m}^{j}$ and does not carry any relevance to the tensor operator classification question. Tensors of the type $t_{\Delta m}^{j}$ occur in Schwinger's theory of angular momentum ${ }^{24}$ and will be discussed in a forthcoming paper by one of the authors. ${ }^{25}$

## 2. BIEDENHARN'S LEMMA FOR AN ARBITRARY COMPACT SIMPLE LIE GROUP

In this section we establish Biedenharn's lemma for an arbitrary compact simple Lie group $L$ and discuss its geometrical interpretation.

We precede a statement of Biedenharn's lemma with a convenient definition. Let $R$ and $R^{\prime}$ be the IR's of $L$ with highest weights $\Lambda$ and $\Lambda^{\prime}$. We say that $R^{\prime}$ dominates $R$ if $\left(\Lambda^{\prime}+m\right)$ is a dominant weight of $L$ for each weight $m$ of $L$.

Biedenharn's lemma: Let $R$ and $R^{\prime}$ denote two IR's of a compact simple Lie group $L$. Let $\Lambda$ and $\Lambda^{\prime}$ be the highest weights of $R$ and $R^{\prime}$, and let $m$ of multiplicity $\gamma_{m}$ denote the various weights of $R$. If $R^{\prime}$ dominates $R$, then in the reduction of the direct product representation $R \times R^{\prime}$ of $L$ :
(a) only those IR's of $L$ with highest weight $\Lambda^{\prime}+m$ occur,
(b) the IR of highest weight $\Lambda^{\prime}+m$ occurs $\gamma_{m}$ times.

Proof: We have two distinct but equivalent formulas for the character $\chi^{R}(\phi)$ of any IR of $L$. One of these is

$$
\begin{equation*}
\chi^{R}(\phi)=\sum_{m} \gamma_{m} \exp [i(m, \phi)], \tag{2.1}
\end{equation*}
$$

[^181]which follows directly from the definition of the character.

The other is the Weyl character formula ${ }^{26}$

$$
\begin{align*}
\chi^{R}(\phi) & =\chi^{\Lambda}(\phi) / x^{0}(\phi) \\
\chi^{\Lambda}(\phi) & =\sum_{S} \delta_{S} \exp \{i[S(\Lambda+\delta), \phi]\} \tag{2.2}
\end{align*}
$$

Here the superscript zero refers to the identity IR of $L$ whose highest (and only) weight is zero. Also $S$ denotes an element of the Weyl group of $L$, and $\delta_{S}= \pm 1$ according to whether an even or odd number of Weyl reflections are needed to obtain $S$, and $\delta$ is half the sum of the positive roots of $L$. The crucial point of our proof of Biedenharn's lemma is to use (2.1) for $R$ and (2.2) for $R^{\prime}$ in forming the character of the direct product $R \times R^{\prime}$. More precisely, from the general theory of characters, we have

$$
\begin{align*}
\chi^{R \times R^{\prime}}(\phi)= & \chi^{R}(\phi) \chi^{R^{\prime}}(\phi) \\
= & \sum_{m} \gamma_{m} \exp [i(m, \phi)] \\
& \times \sum_{S} \delta_{S} \exp \left\{i\left[S\left(\Lambda^{\prime}+\delta\right), \phi\right]\right\} / x^{0}(\phi) \\
= & \sum_{S} \delta_{S} \sum_{m} \gamma_{m} \\
& \times \exp \left\{i\left[S\left(\Lambda^{\prime}+\delta\right)+m, \phi\right]\right\} / x^{0}(\phi) . \tag{2.3}
\end{align*}
$$

But, since the weight diagram, including multiplicities, of any IR of $L$ is invariant under any element $S$ of the Weyl group of $L$ and since the sum $\sum_{m}$ runs over all distinct weights $m$ of $R$, we have

$$
\begin{align*}
\sum_{m} \gamma_{m} \exp & {\left[i\left(S\left(\Lambda^{\prime}+\delta\right)+m, \phi\right)\right] } \\
& =\sum_{m} \gamma_{m} \exp \left\{i\left[S\left(\Lambda^{\prime}+\delta\right)+S m, \phi\right]\right\} \tag{2.4}
\end{align*}
$$

for each $S$ separately. Inserting this into (2.3) and using

$$
\begin{equation*}
S a+S b=S(a+b) \tag{2.5}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& \chi^{R \times R^{\prime}}(\phi) \\
& \quad=\sum_{m} \delta_{S} \sum_{S} \gamma_{m} \exp \left\{i\left[S\left(\Lambda^{\prime}+\delta+m\right), \phi\right]\right\} / x^{0}(\phi) \\
& \quad=\sum_{m} \gamma_{m}\left\{\sum_{S} \delta_{S} \exp \left\{i\left[S\left(\Lambda^{\prime}+\delta+m\right), \phi\right]\right\} / x^{0}(\phi)\right\} . \tag{2.6}
\end{align*}
$$

It is at this point that the condition that $R^{\prime}$ dominates $R$ enters. When the condition is satisfied, we can immediately write
$\sum_{S} \delta_{S} \exp \left\{i\left[S\left(\Lambda^{\prime}+\delta+m\right), \phi\right]\right\} / x^{0}(\phi)=\chi^{R\left(\Lambda^{\prime}+m\right)}(\phi)$,

[^182]where $R\left(\Lambda^{\prime}+m\right)$ is the IR of $L$ with the highest weight $\Lambda^{\prime}+m$, for all $m$. Then (2.6) and (2.7) yield
$$
\chi^{R \times R^{\prime}}(\phi)=\sum_{m} \gamma_{m} \chi^{R\left(\Lambda^{\prime}+m\right)}(\phi)
$$

Hence by the general theory of characters, the reduction of $R \times R^{\prime}$ contains only those IR's of $L$ with characters $\chi^{R\left(\Lambda^{\prime}+m\right)}$ and these with multiplicities $\gamma_{m}$. This establishes the lemma. Note that the condition that $R^{\prime}$ dominates $R$ is a necessary as well as sufficient condition for the validity of the lemma, since, if $\Lambda^{\prime}+m$ is not a dominant weight of $L$, it cannot be the highest weight of any $\operatorname{IR}$ of $L$ and $\chi^{R\left(\Lambda^{\prime}+m\right)}$ is a meaningless expression.

The geometrical interpretation of Biedenharn's lemma in weight space is fairly obvious. Let the point of weight space which corresponds to the highest weight of any irreducible representation $R$ of $L$ be called the site of $R$. To find which IR's of $L$ are contained in $R \times R^{\prime}$ and with what multiplicity, we begin by drawing the weight diagram of $R$, i.e., we plot the weights of $R$ together with an indication of their multiplicities in weight space. We refer to the origin of weight space which may or may not correspond to a weight of $R$ as the center of the weight diagram of $R$. Now, if we translate the weight diagram of $R$ rigidly and without rotation until its center lies at the site of some representation $R^{\prime}$ which dominates $R$, then the weights of the translated weight diagram lie at the sites of the IR's of $L$ contained in $R \times R^{\prime}$, each IR occurring a number of times equal to the multiplicity of the weight of $L$ which it has at its site after translation. It is to be stressed that this geometrical picture is not identical to that obtained by direct specialization to the case when $R^{\prime}$ dominates $R$ of the geometrical method of Speiser for reducing $R \times R^{\prime}$. In fact the picture just described is simpler. It defines the site of any IR of $L$ in weight space to be the point which corresponds to its highest weight, whereas in Speiser's method the site of $R$ is defined to be the point $\Lambda+\delta$ in weight space. Apart from this simplification, which clearly does not affect the result, our picture agrees with that obtained from Speiser's method. Of course, Speiser's definition must be adopted in the general case of $R \times R^{\prime}$ and our simplification applies only when $R^{\prime}$ dominates $R$. However, it is in keeping with our general philosophy (which regards the case in which $R^{\prime}$ dominates $R$ as being of paramount importance) to find it worthwhile to use the simplified definition of site in this case. Further use of the general definition of site would be one aspect, somewhat innocent, of how the complicated detail of the general case can obscure the simplicity of the important case in which $R^{\prime}$ dominates $R$. All this should in no way
be construed as criticism of the excellent work of Speiser. It rather reflects our different motivation: Speiser's being to reduce general direct products, ours to proceed toward the Racah algebra of $L$.

We conclude this section with some simple illustrations. For $S U_{2}$, if we refer to IR's by means of their $j$ value, so that the $\operatorname{IR} j$ has weights $m=-j,-j+1$, $\cdots, j$, then Biedenharn's lemma applies to $j \times j^{\prime}$ with $j^{\prime} \geq j$, in which case the Clebsch-Gordan series

$$
j \times j^{\prime}=\left(j^{\prime}+j\right)+\left(j^{\prime}+j-1\right)+\cdots+\left(j^{\prime}-j\right)
$$

can be written as

$$
j \times j^{\prime}=\sum_{\Delta=-j}^{j}\left(j^{\prime}+\Delta\right)
$$

explicitly illustrating the lemma. For $S U_{3}$, reduction of the general product ${ }^{27}(\lambda, \mu) \times\left(\lambda^{\prime}, \mu^{\prime}\right)$ has been studied by many authors. ${ }^{28}$ The conditions that ( $\lambda^{\prime}, \mu^{\prime}$ ) dominate ( $\lambda, \mu$ ) are satisfied if and only if $\lambda^{\prime}, \mu^{\prime} \geq \lambda+\mu^{29}$ Since the highest weight of any $(\alpha, \beta)$ is $\left[\frac{1}{2}(\alpha+\beta), \frac{1}{3}(\alpha-\beta)\right]$, the product $(\lambda, \mu) \times$ ( $\lambda^{\prime}, \mu^{\prime}$ ) with $\lambda^{\prime}, \mu^{\prime} \geq \lambda+\mu$ can be seen from Biedenharn's lemma to contain ( $\lambda^{\prime \prime}, \mu^{\prime \prime}$ ) with

$$
\begin{align*}
& \lambda^{\prime \prime}=\lambda^{\prime}+\left(M+\frac{3}{2} Y\right), \\
& \mu^{\prime \prime}=\mu^{\prime}+\left(M-\frac{3}{2} Y\right), \tag{2.9}
\end{align*}
$$

a number of times equal to the multiplicity of the weight ( $M, Y$ ) of $(\lambda, \mu)$ for each weight of $(\lambda, \mu)$. Mukunda and Pandit have obtained this result by applying tensor methods to the direct product in question, while Preziosi et al. have obtained an equivalent one by Young diagram manipulation. While no very convenient formula exists for the multiplicity of ( $M, Y$ ) in ( $\lambda, \mu$ ), in any special case this can be readily inferred as follows. The $\operatorname{IR}(\lambda, \mu)$ contains those pairs of ( $I, Y$ ) eigenvalues given by ${ }^{30}$

$$
\begin{aligned}
& I=\frac{1}{2}(f-g) \\
& Y=f+g-\frac{2}{3}(\lambda+2 \mu)
\end{aligned}
$$

for $f, g$ integers with ranges $\lambda+\mu \geq f \geq \mu \geq g \geq 0$, and each pair of eigenvalues ( $I, Y$ ) is associated with $(2 I+1)$ states $|\lambda \mu I M Y\rangle$, with $-I \leq M \leq Y$. For example, the quark IR $(1,0)$ contains the simple weights $\left(\frac{1}{2}, \frac{1}{3}\right),\left(-\frac{1}{2}, \frac{1}{3}\right)$, and $\left(0,-\frac{2}{3}\right)$, and (2.9) tells us that, as long as $\lambda, \mu \geq 1$, we have $(1,0) \times(\lambda, \mu)=$ $(\lambda+1, \mu)+(\lambda, \mu-1)+(\lambda-1, \mu+1)$, a well-known

[^183]result. ${ }^{31}$ In the case of the octet $(1,1)$ the simple weights are $\left( \pm \frac{1}{2}, 1\right),\left( \pm \frac{1}{2},-1\right)$, and $( \pm 1,0)$, and there is one double weight $(0,0)$. From this (2.9) tells us that, as long as $\lambda, \mu \geq 2$, we have ${ }^{32}$
\[

$$
\begin{aligned}
(1,1) \times(\lambda, \mu)= & (\lambda+2, \mu-1)+(\lambda+1, \mu-2) \\
& +(\lambda-1, \mu+2)+(\lambda-2, \mu+1) \\
& +(\lambda+1, \mu+1)+(\lambda-1, \mu-1) \\
& +2(\lambda, \mu) .
\end{aligned}
$$
\]

Kuriyan et al. ${ }^{14}$ have not only used this result in their tabulation of $S U_{3}$ Clebsch-Gordan coefficients for $(\lambda, \mu) \times(1,1)$, but also have actually sharpened it by placing the two orthogonal sets of coefficients connecting $(\lambda, \mu) \times(1,1)$ to $(\lambda, \mu)$ in $1: 1$ correspondence with the $I=1$ and $I=0$ states of weight $(0,0)$ in the IR $(1,1)$. While the actual correspondence is made in a somewhat ad hoc manner, such a correspondence is expected to emerge as a general feature in the study of CG coefficients of $S U_{3}$ or indeed mutatis mutandis of any other group.

## 3. EXPLICIT CONDITIONS FOR THE VALIDITY OF BIEDENHARN'S LEMMA

In the preceding section we derived Biedenharn's lemma which relates to a direct product representation $R \times R^{\prime}$ of a compact simple Lie group $L$ in which $R^{\prime}$ dominates $R$. More precisely, the necessary and sufficient condition for Biedenharn's lemma to be valid is that $\Lambda^{\prime}+m$ must be a dominant weight of $L$ for all weights $m$ of $R$, where $\Lambda^{\prime}$ is the highest weight of $R^{\prime}$. It is clearly of interest to express this condition in more explicit form.

We first recall ${ }^{33}$ that if $L$ is rank $l$, any IR of $L$ can be denoted by

$$
\left\{\lambda_{1}, \cdots, \lambda_{l}\right\}
$$

and realized as the leading ${ }^{34}$ IR in the reduction of the direct product

$$
\begin{array}{ll}
\begin{array}{l}
D_{1} \times D_{1} \times \cdots D_{1} \times D_{2} \times D_{2} \times \cdots D_{2} \times \cdots \\
\mid \leftarrow \lambda_{1} \text { factors } \rightarrow 1 \\
\mid \leftarrow \lambda_{2} \text { factors } \rightarrow \mid \\
\\
D_{l} \times D_{l} \times \cdots D_{l} \\
\mid \leftarrow \lambda_{l} \text { factors } \rightarrow \mid
\end{array}
\end{array}
$$

where $D_{k}(k=1,2 \cdots l)$ are the fundamental IR's of $L$. Thus the irreducible representation $R \equiv\left\{\lambda_{1}, \cdots, \lambda_{l}\right\}$ of $L$ has highest weight

$$
\begin{aligned}
\Lambda & \equiv \Lambda\left(\lambda_{1}, \cdots, \lambda_{l}\right) \\
& =\sum_{k=1}^{l} \lambda_{k} \Lambda^{(k)},
\end{aligned}
$$

[^184]where $\Lambda^{(k)}$ is the highest weight of $D_{k}$, and the highest weight $\Lambda^{\prime}$ of $R^{\prime} \equiv\left\{\lambda_{1}^{\prime}, \cdots, \lambda_{\lambda}^{\prime}\right\}$
$$
\Lambda^{\prime}=\sum_{k=1}^{l} \lambda_{k}^{\prime} \Lambda^{(k)}
$$

It is our purpose in this section to express the condition that $\Lambda^{\prime}+m$ be a dominant weight of $L$ for each weight $m$ of $R$ as an explicit statement in terms of $\lambda_{k}, \lambda_{k}^{\prime},(k=1, \cdots, l)$ for all of the classical groups and $G_{2}$. Our results are collected into the accompanying table.

As a preliminary we state and prove Lemma A.
Lemma A: Any weight $m$ of the IR of $L$ with highest weight $\Lambda$ can be written in the form

$$
\begin{equation*}
m=\Lambda-\sum_{\alpha} c_{\alpha} r(\alpha), \tag{3.1}
\end{equation*}
$$

where the $r(\alpha)$ are the positive roots of $L$ and the $c_{\alpha}$ are nonnegative integers.

Proof: In any IR, the highest weight state $|\Lambda\rangle$ is the only state such that ${ }^{35}$

$$
E_{\alpha}|\Lambda\rangle=0, \quad \text { for all positive } \alpha
$$

Hence given any state $|m\rangle$, either $m=\Lambda$ or else there is at least one $E_{\alpha}$ with positive $\alpha$ such that

$$
|m+r(\alpha)\rangle=E_{a}|m\rangle .
$$

Similarly either $m+r(\beta)=\Lambda$, or else there is at least one $E_{\beta}$ with positive $\beta$ such that

$$
|m+r(\alpha)+r(\beta)\rangle=E_{\beta}|m+r(\alpha)\rangle=E_{\beta} E_{\alpha}|m\rangle .
$$

If we proceed in this way, the fact that all IR's are of finite dimension implies that we eventually reach

$$
|m+r(\alpha)+r(\beta)+\cdots r(\gamma)\rangle=E_{\gamma} \cdots E_{\beta} E_{\alpha}|m\rangle
$$

such that

$$
E_{\delta}|m+r(\alpha)+r(\beta)+\cdots+r(\gamma)\rangle=0
$$

for all $E_{\delta}$ with positive $\delta$. In this case, we have

$$
\begin{equation*}
\Lambda=m+r(\alpha)+r(\beta)+\cdots+r(\gamma) \tag{3.2}
\end{equation*}
$$

and since any given $r(\tau)$ can occur on the right $c_{\tau}$ times, $c_{\tau}=0,1,2, \cdots$, we see that (3.2) is equivalent to the statement (3.1) of the lemma.

We now study the four families of classical groups one at a time. ${ }^{36}$
$S U_{n}(n=l+1)$ : For this group, the positive roots are the $n$-component vectors $r(i j), n \geq i>j \geq 1$, with ath components

$$
\begin{equation*}
r_{a}(i j)=\delta_{i a}-\delta_{j a} \tag{3.3}
\end{equation*}
$$

[^185]and similarly $r(i j)$ with $n \geq j>i \geq 1$ gives the negative roots (i.e., pairs of number $i, j, n \geq i>j \geq 1$ play the role of the single label $\alpha$ of Lemma A). The Weyl group of $S U_{n}$ consists of all permutations of the components $W_{i}$ of any $n$-component vector $W$.

From the definition of the Weyl group, it follows that $\Lambda^{\prime}+m$, for any given $m \in R$, is a dominant weight of $S U_{n}$ if and only if

$$
\left(\Lambda^{\prime}+m\right)_{1} \geq\left(\Lambda^{\prime}+m\right)_{2} \geq \cdots \geq\left(\Lambda^{\prime}+m\right)_{n}
$$

or, equivalently, if and only if

$$
\begin{gather*}
\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime} \geq m_{2}-m_{1} \\
\cdot  \tag{3.4}\\
\cdot \\
\Lambda_{n-1}^{\prime}-\Lambda_{n}^{\prime} \geq m_{n}-m_{n-1}
\end{gather*}
$$

Hence the conditions that $\Lambda^{\prime}+m$ be a dominant weight for all $m \in R$ are that $\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime}$ exceed the maximum value of $m_{2}-m_{1}$ as $m$ ranges throughout $R$, and that $\Lambda_{2}^{\prime}-\Lambda_{3}^{\prime}$ exceed $\cdots$ etc. But the fact that the Weyl group permutes the components $m_{i}$ of $m$ implies that $\max \left(m_{i}-m_{j}\right), i>j$, is independent of $i$ and $j$, so that (3.4) may be replaced by

$$
\begin{equation*}
\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime}, \cdots, \Lambda_{n-1}^{\prime}-\Lambda_{n}^{\prime} \geq \max \left(m_{1}-m_{n}\right) \tag{3.5}
\end{equation*}
$$

But now the definition (3.3) of the positive roots yields

$$
r_{1}(i j) \geq 0 \geq r_{n}(i j)
$$

i.e.,

$$
r_{1}(i j)-r_{n}(i j) \geq 0
$$

and Lemma A yields

$$
\begin{aligned}
\Lambda_{1}-\Lambda_{n} & =m_{1}-m_{n}+\sum_{\alpha} c_{\alpha}\left[r_{1}(\alpha)-r_{n}(\alpha)\right] \\
& \geq m_{1}-m_{n}
\end{aligned}
$$

so that the maximum value of $m_{1}-m_{n}$ is attained for $m=\Lambda$. Hence (3.5) can be given as

$$
\begin{equation*}
\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime}, \cdots, \Lambda_{n-1}^{\prime}-\Lambda_{n}^{\prime} \geq \Lambda_{1}-\Lambda_{n} \tag{3.6}
\end{equation*}
$$

These are the required conditions in terms of the highest weights $\Lambda$ and $\Lambda^{\prime}$ of $R$ and $R^{\prime}$. To write them in terms of the numbers $\lambda_{k}, \lambda_{k}^{\prime}(k=1, \cdots, l)$, we use the familiar relations ${ }^{37}$
$\Lambda_{1}-\Lambda_{2}=\lambda_{1}, \quad \Lambda_{2}-\Lambda_{3}=\lambda_{2}, \cdots, \Lambda_{n-1}-\Lambda_{n}=\lambda_{l}$ and the results displayed in the table emerge directly from (3.6).
$O_{2 l+1}$ : For this group, the positive roots are the $l$-component vectors $r(i), 1 \leq i \leq l$, and $r(i j), r^{\prime}(i j)$, $l \geq i>j \geq 1$, with ath components given by

$$
\begin{align*}
r_{a}(i) & =\delta_{a i}, \\
r_{a}(i j) & =\delta_{a i}+\delta_{a j}, \\
r_{a}^{\prime}(i j) & =\delta_{a i}-\delta_{a j}, \tag{3.7}
\end{align*}
$$

[^186]and the Weyl groups consists of all permutations of and changes of sign of the components $W_{i}$ of any $l$-component vector $W$. It now follows that $\Lambda^{\prime}+m$, for any given $m \in R$, is a dominant weight of $O_{2 l+1}$ if and only if
$$
\left(\Lambda^{\prime}+m\right)_{1} \geq\left(\Lambda^{\prime}+m\right)_{2} \geq \cdots \geq\left(\Lambda^{\prime}+m\right)_{l} \geq 0
$$
or, equivalently, if and only if
$$
\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime} \geq m_{2}-m_{1}
$$
\[

$$
\begin{align*}
\Lambda_{l-1}^{\prime}-\Lambda_{l}^{\prime} & \geq m_{l}-m_{l-1}, \\
\Lambda_{l}^{\prime} & \geq-m_{l} . \tag{3.8}
\end{align*}
$$
\]

Validity of (3.8) for all $m \in R$ implies its validity when the quantities on the right sides of these inequalities attain their maximum values in $R$. From the definition of the Weyl group, it is clear that

$$
\begin{aligned}
\max \left(m_{1}-m_{2}\right) & =\max \left(m_{2}-m_{3}\right) \\
& =\cdots \max \left(m_{l}-m_{l-1}\right) \\
& =\max \left(m_{i}+m_{j}\right)=\max \left(m_{1}+m_{2}\right)
\end{aligned}
$$

and

$$
\max \left(-m_{l}\right)=\max m_{i}=\max m_{1} .
$$

Hence, the conditions for validity of (3.8) for all $m \in R$ become

$$
\begin{gather*}
\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime}, \cdots \Lambda_{l-1}^{\prime}-\Lambda_{l}^{\prime} \geq \max \left(m_{1}+m_{2}\right), \\
\Lambda_{l}^{\prime} \geq \max m_{1} . \tag{3.9}
\end{gather*}
$$

Now the definition (3.7) of positive roots $r(\alpha)$ yields

$$
r_{1}(\alpha) \geq 0 \quad \text { and } \quad r_{1}(\alpha)+r_{2}(\alpha) \geq 0
$$

so that, from Lemma $A$, we get

$$
\begin{aligned}
\Lambda_{1} & =m_{1}+\sum_{\alpha} c_{\alpha} r_{1}(\alpha) \geqslant m, \\
\Lambda_{1}+\Lambda_{2} & =m_{1}+m_{2}+\sum_{\alpha} c_{\alpha}\left[r_{1}(\alpha)+r_{2}(\alpha)\right] \\
& \geq m_{1}+m_{2}
\end{aligned}
$$

Hence (3.9) becomes

$$
\begin{equation*}
\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime}, \cdots \Lambda_{l-1}^{\prime}-\Lambda_{l}^{\prime} \geq \Lambda_{1}+\Lambda_{2}, \quad \Lambda_{l}^{\prime} \geq \Lambda_{1} \tag{3.10}
\end{equation*}
$$

To rewrite (3.10) in terms of $\lambda_{k}, \lambda_{k}^{\prime}(k=1, \cdots, l)$ we use the standard relation ${ }^{37,38}$

$$
\begin{equation*}
\Lambda_{1}-\Lambda_{2}=\lambda_{1}, \cdots, \quad \Lambda_{l-1}-\Lambda_{l}=\lambda_{l-1}, \quad \Lambda_{l}=\frac{1}{2} \lambda_{l} \tag{3.11}
\end{equation*}
$$

The results then appear as in the table. The factor $\frac{1}{2}$ in the last part of (3.11) reflects the fact that $l$ th fundamental IR of $O_{2 l+1}$ is a spinor representation with highest weight $\left(\frac{1}{2}, \frac{1}{2} \cdots \frac{1}{2}\right)$.

[^187]$S p_{2 l}$ : In this case the positive roots are the same as for $O_{2 l+1}$ except that $n_{a}(i)=2 \delta_{a i}$. Furthermore the Weyl group of $S p_{2 l}$ is the same as for $O_{2 l+1}$. It therefore follows exactly as for $O_{2 l+1}$ that (3.10) also gives the condition that $\Lambda^{\prime}+m$ is a dominant weight of $S p_{2 l}$ for all $m \in R$. However, the standard relations ${ }^{37,39}$
\[

$$
\begin{equation*}
\Lambda_{1}-\Lambda_{2}=\lambda_{1}, \cdots, \quad \Lambda_{l-1}-\Lambda_{l}=\lambda_{l-1}, \quad \Lambda_{l}=\lambda_{l} \tag{3.12}
\end{equation*}
$$

\]

for $S p_{2 l}$ differ from (3.11) in the absence of the factor $\frac{1}{2}$ in the last equality, so that the final results for $S p_{2 l}$, as displayed in the table, differ from those for $O_{2 l+1}$. The reason for the difference between (3.11) and (3.12), of course, stems from the different nature of the $l$ th fundamental IR's in the two cases, that for $S p_{2 l}$ being a tensor representation of highest weight ( $1,1 \cdots 1$ )
$O_{2 l}$ : For this group, the positive roots are the $l$-component vectors

$$
r(i j), \quad r^{\prime}(i j), \quad l \geq i>j \geq 1
$$

with $a$ th components

$$
\begin{align*}
& r_{a}(i j)=\delta_{i a}+\delta_{j a} \\
& r_{a}(i j)=\delta_{i a}-\delta_{j a} \tag{3.13}
\end{align*}
$$

The Weyl group consists of all permutations and all changes of sign in pairs of the components $W_{i}$ of an $l$-component vector $W$. It follows that $\Lambda^{\prime}+m$, for any given $m \in R$, is a dominant weight of $O_{2 l}$ if and only if

$$
\begin{aligned}
\left(\Lambda^{\prime}+m\right)_{1} \geq & \left(\Lambda^{\prime}+m\right)_{2} \\
& \geq \cdots\left(\Lambda^{\prime}+m\right)_{l-1} \geq\left|\left(\Lambda^{\prime}+m\right)_{l}\right|
\end{aligned}
$$

or, equivalently, if and only if

$$
\begin{gather*}
\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime} \geq m_{2}-m_{1} \\
\cdot \\
\cdot  \tag{3.14}\\
\Lambda_{l-1}^{\prime}-\Lambda_{l}^{\prime} \geq m_{l}-m_{l-1} \\
\Lambda_{l-1}^{\prime}+\Lambda_{l}^{\prime} \geq-m_{l}-m_{l-1}
\end{gather*}
$$

The departure from pattern in the last inequality is to be noted. As before, from the properties of the Weyl group we deduce that, for (3.14) to hold for all $m \in R$, we must have

$$
\begin{gather*}
\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime}, \cdots \Lambda_{l-1}^{\prime}-\Lambda_{l}^{\prime} \geq \max \left(m_{1}+m_{2}\right), \\
\Lambda_{l-1}^{\prime}+\Lambda_{l}^{\prime} \geq \max \left(m_{1}+m_{2}\right) \tag{3.15}
\end{gather*}
$$

Again as before, we can use (3.13) and Lemma A to show that $\max \left(m_{1}+m_{2}\right)$ is attained for $m=M$.

[^188]Table I. Conditions for compact simple Lie groups $L$ of rank $l$ that the $\operatorname{IR}\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \cdots, \lambda_{1}^{\prime}\right)$ dominate the IR $\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{1}\right)$.

| $L$ | Conditions |
| :---: | :---: |
| $S U(n)$ | $\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \cdots \lambda_{l}^{\prime} \geq\left(\lambda_{1}+\lambda_{2}+\cdots+\lambda_{l}\right)$ |
| $(n=l+1)$ |  |
| $O(2 l+1)$ | $\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \lambda_{l-1}^{\prime} \geq \lambda_{1}+2\left(\lambda_{2}+\cdots+\lambda_{l-1}\right)+\lambda_{l}$, |
|  | $\lambda_{l}^{\prime} \geq 2\left(\lambda_{1}+\cdots+\lambda_{l-1}\right)+\lambda_{l}$ |
| $S p(2 l)$ | $\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \lambda_{l-1}^{\prime} \geq \lambda_{1}+2\left(\lambda_{2}+\cdots+\lambda_{l}\right)$, |
|  | $\lambda_{l}^{\prime} \geq \lambda_{1}+\lambda_{2}+\cdots+\lambda_{l}$ |
| $O(2 l)$ | $\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \cdots \lambda_{l}^{\prime}$ |
|  | $\geq \lambda_{1}+2\left(\lambda_{2}+\cdots \lambda_{l-2}\right)+\lambda_{l-1}+\lambda_{l}$ |
|  | $\boldsymbol{\lambda}_{2}^{\prime} \geq 2 \lambda_{1}+3 \lambda_{2}$ |
|  | $\lambda_{2}^{\prime} \geq \lambda_{1}+2 \lambda_{3}$ |
|  |  |

Hence (3.15) reads as

$$
\begin{gather*}
\Lambda_{1}^{\prime}-\Lambda_{2}^{\prime}, \cdots \Lambda_{l-1}^{\prime}-\Lambda_{l}^{\prime} \geq \Lambda_{1}+\Lambda_{2} \\
\Lambda_{l-1}^{\prime}+\Lambda_{l}^{\prime} \geq \Lambda_{1}+\Lambda_{2} . \tag{3.16}
\end{gather*}
$$

These inequalities are translated into terms of $\lambda_{k}$, $\lambda_{k}^{\prime}(k=1, \cdots, l)$ by means of ${ }^{37,40}$

$$
\begin{gather*}
\Lambda_{1}-\Lambda_{2}=\lambda_{1}, \cdots, \Lambda_{l-2}-\Lambda_{l-1}=\lambda_{l-2}, \\
\Lambda_{l-1}-\Lambda_{l}=\lambda_{l}, \quad \Lambda_{l-1}+\Lambda_{l}=\lambda_{l-1}, \tag{3.17}
\end{gather*}
$$

the final results being given in Table I. The inverted order of $\lambda_{l-1}$ and $\lambda_{l}$ in the second line of (3.17) stems from the fact that the fundamental IR's $D^{l-1}$ and $D^{l}$ of $O_{2 l}$ are spinor representations, respectively, with highest weights $\left(\frac{1}{2}, \frac{1}{2} \cdots \frac{1}{2}\right)$ and $\left(\frac{1}{2}, \frac{1}{2} \cdots \frac{1}{2},-\frac{1}{2}\right)$.
$G_{2}: G_{2}$ is a rank two group with positive roots ${ }^{41}$

$$
\begin{equation*}
\left(\frac{1}{2 \sqrt{3}}, 0\right), \quad\left(\frac{\sqrt{3}}{4}, \pm \frac{1}{4}\right), \quad\left(\frac{1}{4 \sqrt{3}}, \pm \frac{1}{4}\right), \quad\left(0, \frac{1}{2}\right) . \tag{3.18}
\end{equation*}
$$

The Weyl group is conveniently specified by saying that, if $W=\left(W_{1}, W_{2}\right)$ is any two component vector, the vectors equivalent to it are

$$
\begin{align*}
& \left( \pm W_{1}, \pm W_{2}\right), \\
& {\left[ \pm \frac{1}{2}\left(W_{1}+\sqrt{3} W_{2}\right), \pm \frac{1}{2}\left(\sqrt{3} W_{1}-W_{2}\right)\right],} \\
& {\left[ \pm \frac{1}{2}\left(W_{1}-\sqrt{3} W_{2}\right), \pm \frac{1}{2}\left(\sqrt{3} W_{1}+W_{2}\right)\right],} \tag{3.19}
\end{align*}
$$

where all possible combinations of sign are to be taken. The vector ( $W_{1}, W_{2}$ ) can be seen from (3.19) to be dominant if and only if

$$
W_{1} \geq \sqrt{3} W_{2} \geq 0
$$

so that $\left(\Lambda^{\prime}+m\right.$ ), for fixed $m \in R$, is a dominant weight of $G_{2}$ if and only if

$$
\begin{equation*}
\Lambda_{1}^{\prime}-\sqrt{3} \Lambda_{2}^{\prime} \geq \sqrt{3} m_{2}-m_{1}, \quad \Lambda_{2}^{\prime} \geq-m_{2} \tag{3.20}
\end{equation*}
$$

[^189]As before, we find that, as $m$ ranges through $R$

$$
\begin{align*}
\max \left(\sqrt{3} m_{2}-m_{1}\right) & =\max m_{1} \\
\max \left(-m_{2}\right) & =\max \frac{1}{2}\left(\sqrt{3} m_{1}+m_{2}\right) \tag{3.21}
\end{align*}
$$

and use (3.18) and Lemma $A$ to prove the maxima on the right are attained for $m=\Lambda$. Hence (3.20) becomes

$$
\begin{align*}
\Lambda_{1}^{\prime}-\sqrt{3} \Lambda_{2}^{\prime} & \geq \Lambda_{1}, \\
\Lambda_{2}^{\prime} & \geq \frac{1}{2}\left(\sqrt{3} \Lambda_{1}+\Lambda_{2}\right) . \tag{3.22}
\end{align*}
$$

This translates into the results displayed in the table when one uses

$$
\begin{align*}
& \Lambda_{1}=(1 / 2 \sqrt{3})\left(\lambda_{1}+\frac{3}{2} \lambda_{2}\right), \\
& \Lambda_{2}=\frac{1}{4} \lambda_{2}, \tag{3.23}
\end{align*}
$$

which follow from the fact the seven-dimensional fundamental IR $D_{1}$ of $G_{2}$ has highest weight $(1 / 2 \sqrt{3})(1,0)$, while the fourteen-dimensional fundamental IR $D_{2}$ has highest weight $\frac{1}{4}(3,1)$.

## 4. THE RACAH-SPEISER LEMMA

In Sec. 2 we stated and proved Biedenharn's lemma relating to a direct product representation $R \times R^{\prime}$ of a compact simple Lie group $L$ when $R^{\prime}$ dominates $R$. In this section we turn to the case of the general product $R \times R^{\prime}$, and prove that this case can be described by the following lemma, which, for reasons given in the Introduction, we call the Racah-Speiser lemma.

Racah-Speiser lemma: Let $L, R, R^{\prime}, \Lambda, \Lambda^{\prime}, m$ and $\gamma_{m}$ be defined as in our statement of Biedenharn's lemma. Let $\Lambda^{\prime}+m_{d}$ denote those weights of the set of weights $\Lambda^{\prime}+m$ which are dominant weights of $L$. In the reduction of the general product representation $R \times R^{\prime}$ of $L$
(a) only those IR's of $L$ of highest weight $\Lambda^{\prime}+m_{d}$ can occur, and
(b) each of these occurs with multiplicity

$$
\begin{equation*}
\Gamma\left(m_{d}\right)=\sum \gamma_{m}(-1)^{n_{m}} \tag{4.1}
\end{equation*}
$$

where the summation $\sum$ extends over all those weights $m$ (including $m_{d}$ itself) for which a succession of Weyl reflections of $\Lambda^{\prime}+m+\delta$ yields $\Lambda^{\prime}+m_{d}+\delta$, and where $n_{m}$ is the number of refiexions required. $\Gamma\left(m_{d}\right)$ may turn out to be zero, but is never negative.
We precede the proof with two lemmas, which we call Lemmas B and C.

Lemma B: Let $m$ be a weight of $R$ and $m^{\prime}$ a weight of $R^{\prime}$. Let $S_{\alpha}$ be the Weyl reflection in the hyperplane perpendicular to the root $r(\alpha)$ of $L$. If $S_{\alpha}$ is such that

$$
\begin{align*}
S_{a} m^{\prime} & \leq m^{\prime} \\
S_{a}\left(m^{\prime}+m\right) & >m^{\prime}+m \tag{4.2}
\end{align*}
$$

then there exists in $R$ a weight $m(\alpha)$ such that

$$
\begin{gather*}
m(\alpha) \geq m, \\
S_{\alpha}\left(m^{\prime}+m\right)=m^{\prime}+r(\alpha)+m(\alpha) . \tag{4.3}
\end{gather*}
$$

Proof of Lemma B: From (4.2), there exists in $R^{\prime}$ and $R$, respectively, the strings of weights ${ }^{42}$

$$
\begin{gather*}
m^{\prime}, m^{\prime}-r(\alpha), \cdots m^{\prime}-q r(\alpha)=S_{a} m^{\prime}, \\
m, m+r(\alpha), \cdots m+p r(\alpha)=S_{a} m, \tag{4.4}
\end{gather*}
$$

with

$$
\begin{equation*}
p>q \geq 0 \tag{4.5}
\end{equation*}
$$

Hence, we have

$$
\begin{aligned}
S_{\alpha}\left(m^{\prime}+m\right) & =S_{\alpha} m^{\prime}+S_{\alpha} m \\
& =m^{\prime}+r(\alpha)+m+(p+q-1) r(\alpha)
\end{aligned}
$$

and from (4.5) it follows that $m(\alpha)$ given by

$$
\begin{equation*}
m(\alpha)=m+(p-q-1) r(\alpha) \tag{4.6}
\end{equation*}
$$

is a weight of $R$ which satisfies (4.3).
In Lemma C, we need to introduce the primitive roots ${ }^{43}$ of $L$. If $L$ is of rank $l$, its primitive roots are a set of $l$ positive roots $r(k)(k=1,2, \cdots, l)$ such that each positive root $r(\alpha)$ can be written in the form

$$
\begin{equation*}
r(\alpha)=\sum_{k=1}^{l} c_{k}(\alpha) r(k) \tag{4.7}
\end{equation*}
$$

where the $c_{k}(\alpha)$ are nonnegative integers. We refer to the Weyl reflection $S_{k}$ in the hyperplane orthogonal to $r_{k}$ as a primitive Weyl reflection. We now state and prove Lemma C.
Lemma C: If any weight vector $W$ of $L$ satisfies

$$
\begin{equation*}
S_{k} W \leq W \tag{4.8}
\end{equation*}
$$

for all $k=1,2 \cdots l$, then $W$ is a dominant weight of $L$.
Proof of Lemma C: We have

$$
\begin{equation*}
S_{k} W=W-\frac{2 W \cdot r(k)}{r(k) \cdot r(k)} r(k), \quad k=1,2, \cdots, l, \tag{4.9}
\end{equation*}
$$

whence, using (4.8) and the positive nature of the $r(k)$, we get

$$
W \cdot r(k) \geq 0, \quad k=1,2, \cdots, l
$$

But then from (4.7) it follows that $W \cdot r(\alpha) \geq 0$ for all $\alpha$, so that $S_{\alpha} W \leq W$ for all $\alpha$; i.e., $W$ is a dominant weight.
Proof of the Racah-Speiser lemma: We recall that in proving Biedenharn's lemma we reached (2.6) without using the assumption that $R^{\prime}$ dominates $R$. Hence Eq. (2.6) is valid even when the assumption is dropped; it is used as a starting point in the present discussion.

[^190]Suppose that for some $m \in R, \Lambda^{\prime}+m$ is not a dominant weight. Then by Lemma C , there exists at least one primitive Weyl reflection $S_{k}$ such that

$$
\begin{equation*}
S_{k}\left(\Lambda^{\prime}+m\right)>\left(\Lambda^{\prime}+m\right) . \tag{4.10}
\end{equation*}
$$

On the other hand, $\Lambda^{\prime}$ is a dominant weight so that

$$
\begin{equation*}
S_{k} \Lambda^{\prime} \leq \Lambda \tag{4.11}
\end{equation*}
$$

However, (4.10) and (4.11) are just the conditions for the validity of Lemma B, and it follows there exists in $R$ a weight $m(k)$ such that

$$
\begin{equation*}
m(k) \geq m ; S_{k}\left(\Lambda^{\prime}+m\right)=\Lambda^{\prime}+m(k)+r(k) . \tag{4.1}
\end{equation*}
$$

We now use the fact that $S_{k}$ is a primitive reflection to write ${ }^{43}$

$$
\begin{equation*}
S_{k} \delta=\delta-r(k), \tag{4.13}
\end{equation*}
$$

where $\delta$ as before is half the sum of the positive roots of $L$.

Now (4.12) and (4.13) may be combined to give for the quantity ( $\Lambda^{\prime}+m+\delta$ ) occurring in (2.6) the result

$$
\begin{equation*}
S_{k}\left(\Lambda^{\prime}+m+\delta\right)=\Lambda^{\prime}+m(k)+\delta \geq \Lambda^{\prime}+m+\delta . \tag{4.14}
\end{equation*}
$$

In other words $S_{k}$ reflects $\Lambda^{\prime}+m+\delta$ into a vector of the form $\Lambda^{\prime}+m^{\prime}+\delta$ at least as positive as $\Lambda^{\prime}+m+\delta$.

Let us rename $k$ as $k_{1}$. If $\Lambda^{\prime}+m\left(k_{1}\right)$ is neither equal to $\Lambda^{\prime}+m$ nor dominant, we can repeat the process and reflect $\Lambda^{\prime}+m\left(k_{1}\right)+\delta$ onto $\Lambda^{\prime}+$ $m\left(k_{2}\right)+\delta$, where $m\left(k_{2}\right) \geq m\left(k_{1}\right)$. It is easy to see that by repeating the process a sufficient number of times, we eventually reach a situation wherein one of two possibilities obtains
(a) $S_{k_{p}}\left(\Lambda^{\prime}+m\left(k_{p-1}\right)+\delta\right)=\Lambda^{\prime}+m\left(k_{p-1}\right)+\delta$,
(b) $\Lambda^{\prime}+m\left(k_{p}\right)$ is a dominant weight of $\Lambda$.

We examine cases (a) and (b) separately.
Case (a): In this case $\Lambda^{\prime}+m\left(k_{p-1}\right)+\delta$ lies in the Weyl hyperplane orthogonal to $r\left(k_{p}\right)$. On the other hand, it is obtained from $\Lambda^{\prime}+m\left(k_{p-2}\right)+\delta$ by means of the Weyl reflection in the hyperplane orthogonal to $r\left(k_{p-1}\right)$. Hence $\Lambda+m\left(k_{p-2}\right)+\delta$ lies in the hyperplane obtained from the Weyl hyperplane orthogonal to $r\left(k_{p}\right)$ by reflection in the Weyl hyperplane orthogonal to $r\left(k_{p-1}\right)$. But the Weyl reflection of a Weyl hyperplane is itself a Weyl hyperplane. Hence $\Lambda^{\prime}+$ $m\left(k_{p-2}\right)+\delta$ lies in a Weyl hyperplane, and we prove by repeating the argument that the original $\Lambda^{\prime}+$ $m+\delta$ does also.

Suppose $\Lambda^{\prime}+m+\delta$ belongs to the Weyl hyper-
plane orthogonal to $r(j)$, say. Then, using the group property of Weyl reflections we get

$$
\begin{aligned}
\sum_{S} \delta_{S} \exp \{i[S & \left.\left.\left(\Lambda^{\prime}+m+\delta\right), \phi\right]\right\} \\
& =\sum_{S} \delta_{S S_{j}} \exp \left\{i\left[S S_{j}\left(\Lambda^{\prime}+m+\delta\right), \phi\right]\right\} \\
& =\sum_{S}\left(-\delta_{S}\right) \exp \left\{i\left[S\left(\Lambda^{\prime}+m+\delta\right), \phi\right]\right\} \\
& =0
\end{aligned}
$$

Hence any term $m \in R$ such that $\Lambda^{\prime}+m+\delta$ lies in a Weyl hyperplane makes zero contribution to, and can hence be omitted from the summation over $m$ in (2.6).

Case (b): In this case, we have

$$
\begin{align*}
\sum_{S} \delta_{S} \exp & \left\{i\left[S\left(\Lambda^{\prime}+m+\delta\right), \phi\right]\right\} \\
= & \sum_{S} \delta_{S S_{k_{1}} \cdots S_{k_{p}}} \exp \left\{i \left[S S_{k_{1}} \cdots S_{k_{p}}\right.\right. \\
& \left.\left.\quad \times\left(\Lambda^{\prime}+m+\delta\right), \phi\right]\right\} \\
= & (-)^{v} \sum_{S} \delta_{S} \exp \left\{i\left[S\left(\Lambda^{\prime}+m\left(k_{n}\right)+\delta\right), \phi\right]\right\} \tag{4.15}
\end{align*}
$$

Now, since $\Lambda^{\prime}+m\left(k_{p}\right)$ is a dominant weight, we can, by (2.2) write the contribution to $\chi^{R \times R^{\prime}}$ from the weight $m$ of $R$ from which we set out as

$$
\begin{equation*}
(-)^{p} \chi^{\left[R N^{\prime}+m\left(k_{p}\right)\right]}(\phi) . \tag{4.16}
\end{equation*}
$$

Substitution of (4.16) into (2.6) gives rise now to the Racah-Speiser lemma. Note, however, that each $m\left(k_{\mathfrak{p}}\right)$ is to be identified with some one of the $m_{d}$ of the above statement of the lemma.

Also the numbers of primitive Weyl reflections is equal modulo two to the number of Weyl reflections of any kind.

Some comments regarding the nature and application of the Racah-Speiser lemma are now given. First, we should emphasize that while IR's that can occur in $R \times R^{\prime}$ are determined by the dominance or nondominance of the $\Lambda^{\prime}+m$, the multiplicity of their occurrence, which can be zero, is determined by the Weyl reflection properties $\Lambda^{\prime}+m+\delta$. Second, we note that in forming the sequence of weights $\Lambda^{\prime}+m+\delta, \Lambda^{\prime}+m\left(k_{i}\right)+\delta, i=1 \cdots p$, it is not necessary to check at each step whether $\Lambda^{\prime}+m\left(k_{i}\right)$ is dominant, but only whether $\Lambda^{\prime}+m\left(k_{i}\right)+\delta$ is dominant. This follows because, after the $m$ 's of case (a) have been dropped, dominance of $\Lambda^{\prime}+m\left(k_{i}\right)$ implies and is implied by dominance of $\Lambda^{\prime}+m\left(k_{i}\right)+$ $\delta$. This observation affords considerable simplification of practical calculation of $\Gamma\left(m_{d}\right)$. Finally, we turn to the question of geometrical significance.

The Racah-Speiser lemma in fact affords an explicit proof of the geometrical rules given by

Speiser ${ }^{3,10}$ for the reduction of $R \times R^{\prime}$. A very clear statement of these rules can be obtained by paralleling the discussion given by deSwart ${ }^{14}$ of the application of Speiser's method to $S U_{3}$. For $S U_{3}$ deSwart starts with a suitable preparation of the weight space of $S U_{3}$ for the performance of the geometrical operations associated with Speiser's method. We describe this preparation as follows.

The highest weight points of the IR's of the rank two group $S U_{3}$ lie on the boundaries of or within that region of $S U_{3}$ weight space, which is bounded by the two lines (Weyl hyperplanes) perpendicular to the primitive roots of $S U_{3}$ and which contains the vector $\delta$ which is half the sum of the positive roots of $S U_{3}$. Call this region the fundamental domain $D_{0}$ of $S U_{3}$ weight space. Define the site ${ }^{44}$ of the irreducible representation $R$ of $S U_{3}$ of highest weight $\Lambda$ to be the point $\Lambda+\delta$ of weight space. The sites of all IR's of $S U_{3}$ lie strictly inside $D_{0}$. We prepare $D_{0}$ by attaching to the site of each $R$ the label $+R$. Any other domain $D$ of $S U_{3}$ weight space is bounded by lines (Weyl hyperplanes) perpendicular to some pair of positive roots of $S U_{3}$. Its points are equivalent under some number $k$ of Weyl reflections to the points of $D_{0}$. We prepare the interior of $D$ by attaching the label $(-)^{k} R$ to the points of $D$ equivalent to the site of $R$ in $D_{0}$. Preparation of weight space is completed by attaching the label 0 to any allowed weight point of $S U_{3}$ lying on a Weyl reflection axis. Now to reduce $R \times R^{\prime}$, we
(a) construct the weight diagram of $R^{\prime}$, which involves not only specification of the $m$ but also the $\gamma_{m}$, and
(b) translate it rigidly without rotation so that its center moves from the origin of weight space to the site of $R^{\prime}$ in $D_{0}$. Then, if $m$ is a weight of $R$ of multiplicity $\gamma_{m}, m$ now lies at a point of weight space labeled by $(-)^{k} R^{\prime \prime}$ or 0 , and corresponding to this $m$ there is a contribution $(-)^{k} \gamma_{m} R^{\prime \prime}$ or 0 to the reduction

[^191]of $R \times R^{\prime}$. Adding the contribution from each $m$ of $R$ leads to the reduction of $R \times R^{\prime}$. This statement has been written so that its generalization to arbitrary compact simple $L$ of rank $l$ is immediate and, this being done, it is surely clear that it corresponds exactly to the Racah-Speiser lemma. We refrain from exhibiting examples due to their availability in the papers of deSwart ${ }^{14}$ and Speiser. ${ }^{3.10}$ Finally, we are indebted to Dr. C. Anderson for pointing out that an equivalent, but in practice somewhat simpler, method of carrying out the construction of this paragraph is to identify the site $R$ with $\Lambda$ (instead of $\Lambda+\delta$ ) and then to carry out the reflections in a set of Weyl planes intersecting at $-\delta$ (instead of 0 ).

We conclude with a final reminder of our idea of the relative importance of the Racah-Speiser lemma and Biedenharn's lemma. We regard the former not so much as a proof of Speiser's rules, but rather as a means of making these rules understandable as edge effects when the simple picture provided by the latter breaks down. Indeed, one hardly needs to know the rules explicitly for the development of the Racah algebra of $L$. One needs Biedenharn's lemma as a vital structural ingredient of the Racah algebra and one uses it as one computes the $C G$ coefficients of $L$ for $R \times R^{\prime}$ with $R^{\prime}$ tacitly assumed to dominate $R$. All that happens if $R^{\prime}$ does not dominate $R$ is that certain sets of the $C G$ coefficients so constructed automatically drop out-one does not need to get rid of them in advance. Thus, the role of the RacahSpeiser lemma is that it gives a simple explanation of why these sets of $C G$ coefficients drop out in the actual calculation. ${ }^{45}$
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#### Abstract

The Chapman-Enskog-Hilbert expansion is a method for describing a gas in the "hydrodynamical stage," beginning from the Boltzmann equation. The present paper is devoted to the analog of this expansion for the problem $\partial p / \partial t+e \partial p / \partial x=p(-e)-p(+e)$, where $e= \pm 1$ and $x \in R^{1}$. Though the situation is vastly simpler than in the Boltzmann case, new and amusing mathematical phenomena are encountered. One studies solutions of $\partial p / \partial t+e \partial p / \partial x=\epsilon^{-1}[p(-e)-p(+e)]$ which are (formal) power series in $\epsilon$ (Hilbert solutions): such a solution solves $\partial p / \partial t=\epsilon^{-1}\left[\left(1+\epsilon^{2} \partial / \partial x^{2}\right)^{2}-1\right] p$ (hydrodynamical equation) and is completely determined by the initial value of $p(-e)+p(+e)$ (Hilbert paradox). Also, every solution of the original problem comes very rapidly close to a Hilbert solution which is actually convergent (hydrodynamical stage).


## 1. INTRODUCTION

CONSIDER a dilute gas of molecules of mass 1 , filling the whole of 3 -dimensional space $R^{3}$, subject to an external field f . The corresponding molecular distribution function $p=p(t, x, v)[t \geq 0$, $\left.x \in R^{3}, v \in R^{3}\right]$ is a solution of Boltzmann's problem:

$$
\begin{equation*}
\frac{\partial p}{\partial t}+v \frac{\partial p}{\partial x}+\mathfrak{f} \frac{\partial p}{\partial v}=B[p \otimes p] \tag{1.1}
\end{equation*}
$$

in which $B$ stands for special quadratic functional of $p$ as a function of $v \in R^{3}$ only. ${ }^{1}$

Chapman-Enskog-Hilbert's development of $p$ describes the so-called hydrodynamical stage. Hilbert's recipe ${ }^{2}$ is, first, to expand $p$ as a formal power series $p_{0}+\epsilon p_{1}+\epsilon^{2} p_{2}+\cdots$, which is required to solve

$$
\begin{equation*}
\frac{\partial p}{\partial t}+v \frac{\partial p}{\partial x}+\mathfrak{f} \frac{\partial p}{\partial v}=\frac{1}{\epsilon} B[p \otimes p], \tag{1.2}
\end{equation*}
$$

and, second, to put $\epsilon=1$, hoping for convergence to an actual solution of (1.1). This is clearly a very radical thing to do. Equation (1.2) means that

$$
\begin{align*}
{\left[\frac{\partial}{\partial t}+v \frac{\partial}{\partial x}+f \frac{\partial}{\partial v}\right] p_{n-1}=} & \sum_{i+j=n} B\left[p_{i} \otimes p_{j}\right] \\
& n \geq 0, \quad p_{-1} \equiv 0, \tag{1.3a}
\end{align*}
$$

especially, for $n=0, B\left[p_{0} \otimes p_{0}\right]=0$, and this turns out to be the same as to say that $p_{0}$ is a (local) Maxwellian function $\left[c_{1} \exp \left(-c_{2}|v-u|^{2}\right)\right]$ depending upon 5 unknown functions of $(t, x) \in[0, \infty) \times R^{3}$ : the

[^193]
## 5 hydrodynamical moments

$$
\int v^{n} p_{0} d v \quad(n=0,1,2)
$$

At the stage $n \geq 1$, it is required to solve

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+v \frac{\partial}{\partial x}+\mathfrak{f} \frac{\partial}{\partial v}\right] p_{n-1}-\sum_{i \leq i<n} B\left[p_{i} \otimes p_{n-i}\right]=C\left[p_{n}\right] \tag{1.3b}
\end{equation*}
$$

for $p_{n}$ with $C[f] \equiv B\left[f \otimes p_{0}\right]+B\left[p_{0} \otimes f\right] . C$ turns out to be a nice integral operator with null space comprising the 5 functions $v^{n}(n=0,1,2)$, and to continue the recipe, it is necessary to meet the terms of the Fredholm alternative by making the left side of (1.3b) perpendicular to this null space. Doing this for $n=1$ gives the Eulerian hydrodynamical equations for the 5 hydrodynamical moments of $p_{0}$; for $n=2$, it gives the Navier-Stokes equations for the hydrodynamical moments of $p_{0}+p_{1}$; etc. The curious thing about this expansion is that the formal power series for $p$ is completely determined by the initial values of its 5 hydrodynamical moments $\int v^{n} p d v(n=0,1,2) .^{3}$ Ford and Uhlenbeck ${ }^{4}$ call this the Hilbert paradox. This seemingly accidental feature of the recipe is highly satisfactory, as it substantiates, in part, the following possibly over-optimistic diagram (Fig. 1) of what is going on. For any solution $p$ of Boltzmann's problem with initial data $f$, there is (or should be) a Hilbert solution $p^{0}$ with initial data $f^{0}$ which is closest to $p$, i.e., for which $p-p^{0}$ becomes small most rapidly. $f^{0}$ should be a projection of $f$, and this projection should commute with the Boltzmann streaming so that $p^{0}$ is the same projection of $p$.
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## DIAGRAM



Hilbert's paradox implies the existence of a (very complicated) functional expressing $f^{0}$ by means of its 5 hydrodynamical moments [Chapman-Enskog development]. This functional should also commute with the Boltzmann streaming so that $p^{0}$ stands in the same relationship to its hydrodynamical moments. Hilbert's paradox also implies the existence of a self-contained parabolic problem governing the hydrodynamical state $\int v^{n} p^{0}(n \leq 2)$.

Except for the existence of formal power series solutions of (1.2) exhibiting the Hilbert paradox and the (formal) computation of the Chapman-Enskog development, we think it is fair to say that all this is up in the air and very difficult to verify.

The purpose of this paper is to verify this picture in a very simple case, replacing (1.1) by

$$
\begin{align*}
\frac{\partial p}{\partial t}+e \frac{\partial p}{\partial x}=D[p] & \equiv p(-e)-p(+e)  \tag{1.4a}\\
\lim _{t \not 0} p & =f \tag{1.4b}
\end{align*}
$$

with $t \geq 0, x \in R^{1}, e= \pm 1$, and nice data $f$; this is the same as the telegraph equation

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} p+2 \frac{\partial}{\partial t} p=\frac{\partial^{2}}{\partial x^{2}} p \tag{1.5a}
\end{equation*}
$$

with initial data (1.4b) and

$$
\begin{equation*}
\lim _{t \downarrow} \frac{\partial p}{\partial t}=f^{\prime} \equiv-e f^{\prime}+D[f] . \tag{1.5b}
\end{equation*}
$$

Kaç ${ }^{5}$ found a nice probabilistic model for (1.4): if \# is a Poisson process with rate 1 and jumps +1 and if $z(0)=[x, e]$ is distributed according to $f=f(x, e)$ with

$$
f \geq 0, \quad \int_{R^{1}} \sum_{e= \pm 1} f=1
$$

[^195]then $z(t)=\left[x+e \int_{0}^{t}(-1)^{\#} d s, e(-1)^{\#}\right]$ is distributed according to $p$, especially, $p \geq 0$ if $f \geq 0$ [see (2.2) in Sec. 2].

Hilbert's recipe for (1.4) would be to find a formal power series solution $p=p_{0}+\epsilon p_{1}+\epsilon^{2} p_{2}+\cdots$ of

$$
\begin{gather*}
\qquad \frac{\partial p}{\partial t}+e \frac{\partial p}{\partial x}=\frac{1}{\epsilon} D[p]  \tag{1.6a}\\
\lim _{t+0} p=\text { a formal power series } f,  \tag{1.6b}\\
\text { i.e., } \\
{\left[\frac{\partial}{\partial t}+e \frac{\partial}{\partial x}\right] p_{n-1}=D\left[p_{n}\right], \quad n \geq 0, \quad p_{-1} \equiv 0,}  \tag{1.7a}\\
\lim _{t+0} p_{n}=f_{n}, \quad n \geq 0 . \tag{1.7b}
\end{gather*}
$$

For $n=0$, (1.7a) states that $D\left[p_{0}\right]=0$. This means that $p_{0}$ is an even function of $e$, and the Fredholm condition for solving $p_{0}^{*}+e p_{0}^{\prime}=D\left[p_{1}\right]$ is that the left side should be an odd function of $e$. Thus, $p_{0}=0$ [Eulerian equation], and $p_{0} \equiv f_{0} . e p_{0}^{\prime}=D\left[p_{1}\right]$ is now solved for the odd part of $p_{1}\left[\left(p_{1}\right)_{\text {odd }}=-\frac{1}{2} e f_{f}^{\prime}\right]$, and the Fredholm condition for solving $p_{i}+e p_{1}^{\prime}=D\left[p_{2}\right]$, i.e., $p_{i}+e p_{1}^{\prime}$ odd, permits us to compute the even part of $p_{1}\left[\left(p_{1}\right)_{\text {even }}=\left(f_{1}\right)_{\text {even }}+\frac{1}{2} t f_{0}^{\prime \prime}\right]$, etc.

The actual facts can be expressed much more compactly and elegantly: a formal power series $f=\sum f_{n} \epsilon^{n}$ with coefficients from ${ }^{6} C^{\infty}\left(R^{1} \times Z\right)$ gives rise to a formal power series solution $p$ of (1.6) if and only if ${ }^{7}$

$$
\begin{align*}
-e f_{\text {odd }}=\frac{\left(1+\epsilon^{2} \partial^{2}\right)^{\frac{1}{2}}-1}{\epsilon \partial} & f_{\text {even }} \\
& \equiv \sum_{m=1}^{\infty}\binom{\frac{1}{2}}{m}(\epsilon \partial)^{2 m-1} f_{\mathrm{even}} \tag{1.8}
\end{align*}
$$

in which case ${ }^{6}$

$$
\begin{equation*}
\frac{\partial p}{\partial t}=\epsilon^{-1}\left[\left(1+\epsilon^{2} \partial^{2}\right)^{\frac{1}{2}}-1\right] p \equiv \sum_{m=1}^{\infty}\binom{\frac{1}{2}}{m} \epsilon^{2 m-1} \partial^{2 m} p \tag{1.9a}
\end{equation*}
$$

and

$$
\begin{equation*}
-e p_{o d d}=\frac{\left(1+\epsilon^{2} \partial^{2}\right)^{\frac{1}{2}}-1}{\epsilon \partial} p_{\text {even }} \quad t \geq 0 \tag{1.9b}
\end{equation*}
$$

especially, the odd and even parts of $p$ propagate separately, and $p$ is completely specified by the data $f_{\text {even }}$ (Hilbert paradox). Equation (1.9a) plays the role of the hydrodynamical equations and (1.9b) the role of the Chapman-Enskog development.

Now, suppose $f_{\text {even }}=f_{0} .^{8}$ Then the formal power series $-e f_{\text {odd }}=(1.8)$ converges in $C^{\infty}\left(R^{1} \times Z\right)$ for $|\epsilon|<1$ if and only if $f_{0}$ is an integral function of

[^196]exponential type $\leq 1$, in which case $p$ converges to an integral function of the same type for any $t \geq 0$. Under the additional condition $\left\|f_{\text {even }}\right\|_{1}<\infty, p$ is continuous for $|\epsilon| \leq 1$ and is a bona fide solution of (1.4) at $\epsilon=1$. Any solution $p$ of (1.4) with data ${ }^{9} f \in C_{\downarrow}^{\infty}\left(R^{1} \times Z\right)$ rapidly comes close to a Hilbert solution $p^{0}$. The correct recipe for the data of $p^{0}$ is
\[

$$
\begin{equation*}
f^{0}=\int_{-1}^{+1} e^{i \gamma x} \frac{1}{2}\left[1+\frac{1+D-i \gamma e}{\left(1-\gamma^{2}\right)^{\frac{1}{2}}}\right] \hat{f} d \gamma \tag{1.10a}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
\hat{f}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i \gamma x} f d x \tag{1.10b}
\end{equation*}
$$

This map is a projection onto the class of functions satisfying (1.8) for $\epsilon=1$, and the corresponding Hilbert solution

$$
\begin{equation*}
p^{0}=\int_{-1}^{+1} \exp (i \gamma x) \exp t\left[\left(1-\gamma^{2}\right)^{\frac{1}{2}}-1\right] \hat{f}^{0} d \gamma \tag{1.11}
\end{equation*}
$$

differs from $p$ by terms of magnitude $e^{-t}$, roughly. Unfortunately, the projection $f \rightarrow f^{\circ}$ does not preserve positivity, though nonnegative summable Hilbert solutions do exist.

Carleman ${ }^{10}$ proposed a less artificial caricature of (1.1) ${ }^{11}$ :

$$
\begin{equation*}
\frac{\partial p}{\partial t}+e \frac{\partial p}{\partial x}=D\left[p^{2}\right] . \tag{1.12}
\end{equation*}
$$

A nice description of its formal power series solutions would bring us quite close to a satisfactory picture of the Chapman-Enskog-Hilbert development for the actual Boltzmann problem, but we were unable to form any simple picture of them.

Grad ${ }^{12}$ studied the Chapman-Enskog-Hilbert development for the linearized Boltzmann problem:

$$
\begin{equation*}
\frac{\partial p}{\partial t}+v \frac{\partial p}{\partial x}+\mathfrak{f} \frac{\partial p}{\partial v}=C[p] \tag{1.13}
\end{equation*}
$$

and also for a problem isomorphic to (1.4), verifying the presence of a Hilbert paradox. Grad's statement is not very explicit, especially the analog of (1.9) is not proved, but he did find that actual solutions must be functions of exponential type.

## 2. CLASSICAL SOLUTIONS

Because the solution of $p+e p^{\prime}=\epsilon^{-1} D[p](\epsilon>0)$ coincides with the solution of $p+e p^{\prime}=D[p]$ at

[^197]$(t / \epsilon, x / \epsilon, e)$, it suffices to discuss the case $\epsilon=1$ :
\[

$$
\begin{align*}
& p \cdot(+1)+p^{\prime}(+1)=p(-1)-p(+1)  \tag{2.1a}\\
& p \cdot(-1)-p^{\prime}(-1)=p(+1)-p(-1) \tag{2.1b}
\end{align*}
$$
\]

This problem has just 1 solution $p \in C^{n}([0, \infty) \times$ $\left.R^{1} \times Z\right)$ with data $f \in C^{n}\left(R^{1} \times Z\right)$ for any $1 \leq$ $n \leq \infty .{ }^{13} \mathrm{Kaç}^{5}$ noticed that if \# is a standard Poisson process with rate 1 , jumps +1 , and expectation $E$, then
$p(t, x, e)=E\left\{f\left[x-e \int_{0}^{t}(-1)^{\#(t)-\#(s)} d s, e(-1)^{\#(t)}\right]\right\}$,
especially, $p \geq 0$ if $f \geq 0$. The fact that (2.2) solves (2.1) is easily proved by an explicit computation of $\partial p / \partial t$. A more concrete formula for $p$ can be obtained from the transform ${ }^{14}$ :

$$
\begin{align*}
I & =\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\sinh \left(1-\gamma^{2}\right)^{\frac{1}{2}} t}{\left(1-\gamma^{2}\right)^{\frac{1}{2}}} \cos \gamma x d \gamma \\
& = \begin{cases}I_{0}\left(t^{2}-x^{2}\right)^{\frac{1}{2}} & t \geq|x|, \\
0 & t<|x| .\end{cases} \tag{2.3}
\end{align*}
$$

Define $f^{\cdot}=-e f^{\prime}+D[f]$ as before. Then ${ }^{15}$

$$
\begin{equation*}
p=e^{-t} I * \frac{1}{2}\left[f^{\cdot}+f\right]+e^{-t} \frac{\partial}{\partial t} I * f / 2 . \tag{2.4}
\end{equation*}
$$

## 3. FORMAL POWER SERIES SOLUTIONS

Consider a formal power series $f=\sum f_{n} \epsilon^{n}$ with coefficients from $C^{\infty}\left(R^{1} \times Z\right)$ and let us ask if there exists a formal power series $p=\sum p_{n} \epsilon^{n}$ with coefficients from $C^{\infty}\left([0, \infty) \times R^{1} \times Z\right)$ that solves

$$
\begin{align*}
\frac{\partial p}{\partial t}+e \frac{\partial p}{\partial x} & =\frac{1}{\epsilon} D[p]  \tag{3.1a}\\
\lim _{t+0} p & =f \tag{3.1b}
\end{align*}
$$

or, what is the same,

$$
\begin{align*}
p_{n-1}+e p_{n-1}^{\prime} & =D\left[p_{n}\right], \quad n \geq 0, \quad p_{-1} \equiv 0  \tag{3.2a}\\
\lim _{t+0} p_{n} & =f_{n}, \quad n \geq 0 \tag{3.2b}
\end{align*}
$$

Define an operator $Q$ on such formal power series $f$ by the rule:

$$
Q=\frac{1}{\epsilon}\left[\left(1+\epsilon^{2} \partial^{2}\right)^{\frac{1}{2}}-1\right]=\sum_{m=1}^{\infty}\binom{\frac{1}{2}}{m} \epsilon^{2 m-1} \partial^{2 m}
$$

and let us verify the following facts. $f$ gives rise to $a$

[^198]formal power series solution $p$ of $(3.1)=(3.2)$ if and only if
\[

$$
\begin{equation*}
f^{\prime} \equiv-e f^{\prime}+\frac{1}{\epsilon} D[f]=Q[f] \tag{3.3a}
\end{equation*}
$$

\]

or, what is the same,

$$
\begin{equation*}
-e f_{\text {odd }}=Q \partial^{-1} f_{\text {even }}=\sum_{m=1}^{\infty}\binom{\frac{1}{2}}{m}(\epsilon \partial)^{2 m-1} f_{\text {even }} . \tag{3.3b}
\end{equation*}
$$

In this case, the coefficients of $p$ are polynomials in $t$ with coefficients from $C^{\infty}\left(R^{1} \times Z\right)$, and

$$
\begin{equation*}
\frac{\partial p}{\partial t}=Q[p], \quad-e p_{\mathrm{odd}}=Q \partial^{-1} p_{\mathrm{even}} \tag{3.4a,b}
\end{equation*}
$$

for any $t \geq 0$, especially, $p$ is completely specified by the knowledge of $f_{\text {even }}$ (Hilbert paradox; see Sec. I for comment).

A number of simple examples are tabulated below; the proofs occupy the rest of this section.

Table I. A brief list of special solutions of (3.1).

| $f_{\text {even }}$ | $-e f_{\text {odd }}$ | $p$ |
| :---: | :---: | :---: |
| 1 | 0 | 1 |
| $x$ | $\epsilon / 2$ | $x-\epsilon e / 2$ |
| $x^{2}$ | $\epsilon x$ | $x+\epsilon t$ |
|  |  | $-\epsilon e x$ |

Given a formal power series solution $p$, it follows from (3.1) and the rules

$$
\begin{equation*}
D^{2}=-2 D, \quad e D+D e=-2 e \tag{3.5a,b}
\end{equation*}
$$

that

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial t^{2}}+\frac{2}{\epsilon} \frac{\partial}{\partial t}-\frac{\partial^{2}}{\partial x^{2}}\right] p=0 \tag{3.6a}
\end{equation*}
$$

which can be re-expressed as

$$
\begin{align*}
\{\partial / \partial t+ & \left.\epsilon^{-1}\left[1+\left(1+\epsilon^{2} \partial^{2}\right)^{\frac{1}{2}}\right]\right\} \\
& \times\left\{\partial / \partial t+\epsilon^{-1}\left[1-\left(1+\epsilon^{2} \partial^{2}\right)^{\frac{1}{2}}\right]\right\} p=0 \tag{3.6b}
\end{align*}
$$

with $\left(1+\epsilon^{2} \partial^{2}\right)^{\frac{1}{2}}$ expanded according to the binomial series as before. Drop the first operator. What is left is the formal power series $p^{*}-Q[p]$, so

$$
\begin{equation*}
\left(\partial \mid \partial t+\epsilon^{-1}\left[1+\sqrt{1+\epsilon^{2} \partial^{2}}\right]\right) q=0 \tag{3.7}
\end{equation*}
$$

has the formal power series solution $q=p^{r}-Q[p]$. Equation (3.4a) follows from the fact that the only formal power series solution of (3.7) is $q=0$.

Proof: A formal power series solution $q$ of (3.7) satisfies $0=-q_{i}=2 q_{0}$, so $q / \epsilon$ is likewise a formal power series solution of (3.7), $q_{1}=0$ by the same argument, etc.

Comparison of (3.1) and (3.4a) at $t=0$ gives (3.3a), and (3.4b) follows as soon as it is proved that (3.3b) is the same as (3.3a). The proof is as follows: To
derive (3.3b) from (3.3a), take even and odd parts in (3.3a) to obtain

$$
\begin{equation*}
-e f_{\mathrm{odd}}^{\prime}=Q f_{\mathrm{even}}, \quad-e f_{\mathrm{even}}^{\prime}-\frac{2}{\epsilon} f_{\mathrm{odd}}=Q f_{\mathrm{odd}} \tag{3.8a,b}
\end{equation*}
$$

and then substitute $f_{\text {odd }}^{\prime}$ from (3.8a) into $Q f_{\text {odd }}$ in (3.8b) to obtain (3.3b):

$$
\begin{aligned}
-e f_{\text {odd }}= & \frac{e \epsilon}{2}\left[e f_{\text {even }}^{\prime}+Q f_{\text {odd }}\right] \\
= & \frac{e \epsilon}{2}\left[e f_{\text {even }}^{\prime}-e Q^{2} \partial^{-1} f_{\text {even }}\right] \\
= & \frac{\epsilon}{2}\left\{f_{\text {even }}^{\prime}-\epsilon^{-2}\left[1+\epsilon^{2} \partial^{2}\right.\right. \\
& \left.\left.-2\left(1+\epsilon^{2} \partial^{2}\right)^{\frac{1}{2}}+1\right] \partial^{-1} f_{\text {even }}\right\} \\
= & Q \partial^{-1} f_{\text {even }} .
\end{aligned}
$$

Now begin with (3.3b). Equation (3.8a) is immediate, so to prove (3.3a), it suffices to derive (3.8b) as follows:

$$
\begin{aligned}
Q f_{\text {odd }} & =-e Q^{2} \partial^{-1} f_{\text {even }} \\
& =\frac{-e}{\epsilon^{2}}\left[1+\epsilon^{2} \partial^{2}-2\left(1+\epsilon^{2} \partial^{2}\right)^{\frac{1}{2}}+1\right] \partial^{-1} f_{\text {even }} \\
& =-e f_{\text {even }}^{\prime}+\frac{2}{\epsilon} e Q \partial^{-1} f_{\text {even }} \\
& =-e f_{\text {even }}^{\prime}-\frac{2}{\epsilon} f_{\text {odd }}
\end{aligned}
$$

The problem is now to prove that any formal power series $f$ subject to (3.3) gives rise to just 1 formal power series solution $p$ of (3.1). The coefficients of $p$ should be polynomials in $t$ with coefficients from $C^{\infty}\left(R^{1} \times Z\right)$. Put $n=0$ in (3.2a). $p_{-1} \equiv 0$, so $D\left[p_{0}\right]=0$, i.e., $p_{0}$ is even. Now put $n=1$, take even parts, and conclude that $p_{0}=0$, i.e., $p_{0} \equiv f_{0}$. Beginning with $p_{0}=f_{0}$, compute the rest of $p$ from (3.4a), expressed in the form

$$
\begin{equation*}
p_{n}^{*}=\sum_{\substack{2 m-1+\ell=n \\ m \geq 1 \\ 0 \leq \ell<n}}\binom{\frac{1}{2}}{m} \partial^{2 m} p_{\ell}, \quad n \geq 1 \tag{3.9}
\end{equation*}
$$

This gives a formal power series solution of (3.4a) which turns out to be a solution of (3.1) also. The fact that this is the only possible formal power series solution with data $f$ is trivial. Also, it is clear from (3.9) that $p_{n}$ is a polynomial in $t$ (of degree $n$ ) with coefficients from $C^{\infty}\left(R^{1} \times Z\right)$.

To prove that $p$ solves (3.1), consider the expression $q=-e p^{\prime}+\epsilon^{-1} D[p]-Q[p]$. Because $p_{0}$ is even, this is a formal power series. Also, it solves (3.4a), it vanishes at $t=0$ since $f$ satisfies (3.3a), and since
from (3.9):

$$
p_{\mathrm{i}}=p_{0}^{\prime \prime} / 2, \quad \text { i.e., } \quad p_{1}=f_{1}+t f_{0}^{\prime \prime} / 2
$$

and from (3.3b):

$$
-e\left(f_{1}\right)_{\mathrm{odd}}=f_{0}^{\prime} / 2
$$

it develops that

$$
\begin{aligned}
q_{0} & =-e p_{0}^{\prime}+D\left[p_{1}\right]=-e f_{0}^{\prime}+D\left[f_{1}\right] \\
& =-e f_{0}^{\prime}-2\left(f_{1}\right)_{\text {odd }}=0 .
\end{aligned}
$$

But now (3.9) implies that $q \equiv 0$, so $\partial p / \partial t=Q[p]=$ $-e p^{\prime}+\epsilon^{-1} D[p]$, as stated.

## 4. REGULAR SOLUTIONS

Consider a formal power series solution $p$ of (3.1) with data

$$
\begin{gather*}
f_{\text {even }}=f_{0}  \tag{4.1a}\\
-e f_{\text {odd }}=Q \partial^{-1} f_{\text {even }}=\sum_{m=1}^{\infty}\binom{\frac{1}{2}}{m}(\epsilon \partial)^{2 m-1} f_{\text {even }} \tag{4.1b}
\end{gather*}
$$

and let us verify that $f_{\text {odd }}$ converges $\operatorname{in}^{16} C^{\infty}\left(R^{1} \times Z\right)$ for $|\epsilon|<1$ if and only if $f_{\text {even }}=f_{0}$ is an integral function of exponential type $\leq 1$, in which case $p$ also converges in $C^{\infty}\left([0, \infty) \times R^{1} \times Z\right)$ for $|\epsilon|<1$ to an integral function of the same exponential type.

The formal power series (4.1b) converges in $C^{\infty}\left(R^{1} \times Z\right)$ for $|\epsilon|<1$ if and only if

$$
\lim _{m \dagger \infty} \sup m^{-1} \lg \left\|\partial^{m} f_{0}\right\|_{\infty} \leq 0
$$

on compact figures of $R^{1} \times Z$, so the first statement is plain. The statement about $p$ is easily proved by expressing the integral function $f_{\text {even }}$ in Polya's fashion ${ }^{17}$ :

$$
\begin{equation*}
f_{\mathrm{even}}=\oint_{|z|=R} e^{x z} \hat{f}_{\mathrm{even}} d z, \quad R>1 \tag{4.2a}
\end{equation*}
$$

with $\hat{f}_{\text {even }}$ regular outside $|z|=1$. Then
$f_{\text {odd }}=\oint-\exp \frac{\left(1+\epsilon^{2} z^{2}\right)^{\frac{1}{2}}-1}{\epsilon z} e^{x z} \hat{f}_{\text {even }} d z$,

$$
\begin{equation*}
R|\epsilon|<1 \tag{4.2b}
\end{equation*}
$$

and putting $\hat{f}=\left(1-(e / \epsilon z)\left[\left(1+\epsilon^{2} z^{2}\right)^{\frac{1}{2}}-1\right]\right) \hat{f}_{\text {even }}$, the statement about $p$ can be read off from the formula $p=\oint \exp \left\{t \epsilon^{-1}\left[\left(1+\epsilon^{2} z^{2}\right)^{\frac{1}{2}}-1\right]\right\} e^{x z} f d z, \quad R|\epsilon|<1$.

## 5. APPROXIMATION BY HILBERT SOLUTIONS

Now add

$$
\begin{equation*}
\left\|f_{\text {even }}\right\|_{1}<\infty \tag{5.1}
\end{equation*}
$$

to the conditions (4.1). Then the Polya integrals in

[^199](4.2) can be replaced by Fourier integrals for $|\epsilon|<1$ :
\[

$$
\begin{align*}
& f_{\text {even }}=\int_{-1}^{+1} e^{i \gamma \gamma} \hat{f}_{\text {even }} d \gamma  \tag{5.2a}\\
& f_{\text {odd }}=\int_{-1}^{+1}-e \frac{\left(1-\epsilon^{2} \gamma^{2}\right)^{\frac{1}{2}}-1}{i \epsilon \gamma} e^{i \gamma x} \hat{f}_{\text {even }} d \gamma  \tag{5.2b}\\
& p=\int_{-1}^{+1} \exp \left\{t \epsilon^{-1}\left[\left(1-\epsilon^{2} \gamma^{2}\right)^{\frac{1}{2}}-1\right]\right\} e^{i \gamma x} \hat{f} d \gamma \tag{5.2c}
\end{align*}
$$
\]

with

$$
\begin{equation*}
\hat{f}=\left\{1-e(i \epsilon \gamma)^{-1}\left[\left(1-\epsilon^{2} \gamma^{2}\right)^{\frac{1}{2}}-1\right]\right\} \hat{f}_{\mathrm{even}} \tag{5.3a}
\end{equation*}
$$

$\hat{f}_{\text {even }}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i \gamma x} f_{\text {even }} d x$.
Because $\hat{f}_{\text {even }} \in C[-1,+1], p$ is not only convergent on the open disk $|\epsilon|<1$, but is also continuous on the closed disk $|\epsilon| \leq 1$, and $p$ at $\epsilon=1$ is a bona fide solution of

$$
\begin{equation*}
p^{\prime}+e p^{\prime}=D[p] \tag{5.4}
\end{equation*}
$$

Now, consider any solution $p$ of (5.4) with data $f \in C_{\downarrow}^{\infty}\left(R^{1} \times Z\right)$. By (2.3) and (2.4),

$$
\begin{align*}
p=e^{-t} \int_{-\infty}^{+\infty} e^{i \gamma x} & \frac{\sinh \left(1-\gamma^{2}\right)^{\frac{1}{2}} t}{\left(1-\gamma^{2}\right)^{\frac{1}{2}}}\left[\hat{f}^{\cdot}+\hat{f}\right) d \gamma \\
& +e^{-t} \int_{-\infty}^{+\infty} e^{i \gamma x} \cosh \left(1-\gamma^{2}\right)^{\frac{1}{2}} t f d \gamma \tag{5.5}
\end{align*}
$$

with $f^{\cdot}=-e f^{\prime}+D[f]$. Define

$$
\begin{align*}
\hat{f}^{0} & =\frac{1}{2}\left[1+\frac{1+D-i \gamma e}{\left(1-\gamma^{2}\right)^{\frac{1}{2}}}\right] \hat{f}, & & |\gamma| \leq 1 \\
& =0, & & |\gamma|>1 \tag{5.6}
\end{align*}
$$

Then, for $|\gamma| \leq 1$,

$$
\begin{align*}
& 2\left(1-\gamma^{2}\right)^{\frac{1}{f}} \hat{f}_{\text {even }}^{0}=\left[\left(1-\gamma^{2}\right)^{\frac{1}{2}}+1\right] \hat{f}_{\text {even }}-i \gamma e \hat{f}_{\text {odd }} \\
& 2\left(1-\gamma^{2}\right)^{\frac{1}{2}} \hat{f}_{\text {odd }}^{0}=\left[\left(1-\gamma^{2}\right)^{\frac{1}{2}}-1\right] \hat{f}_{\text {odd }}-i \gamma e \hat{f}_{\text {even }} \tag{5.7a}
\end{align*}
$$

and the map $f \rightarrow f^{0}$ is a projection onto the class of functions satisfying (3.3a) $=(3.3 \mathrm{~b})$ for $\epsilon=1$, as a little algebra will verify. The corresponding Hilbert solution

$$
\begin{equation*}
p^{0}=\int_{-1}^{+1} e^{i \gamma x} \exp \left\{t\left[\left(1-\gamma^{2}\right)^{\frac{1}{2}}-1\right]\right\} \hat{f}^{0} d \gamma \tag{5.8}
\end{equation*}
$$

differs from $p=(5.5)$ by

$$
\begin{align*}
& e^{-t} \int_{|\gamma|>1} e^{i \gamma x} \frac{\sinh \left(1-\gamma^{2}\right)^{\frac{1}{2}} t}{\left(1-\gamma^{2}\right)^{\frac{1}{2}}}[\hat{f}+\hat{f}] \\
& \quad+e^{-t} \int_{|\gamma|>1} e^{i \gamma x} \cosh \left(1-\gamma^{2}\right)^{\frac{1}{2}} t \hat{f} \\
& \quad+e^{-t} \int_{-1}^{+1} e^{i \gamma x} e^{-t}\left(1-\gamma^{2}\right)^{\frac{1}{2}} \frac{1}{2}\left[1-\frac{1+D-i \gamma e}{\left(1-\gamma^{2}\right)^{\frac{1}{2}}}\right] \hat{f} \tag{5.9}
\end{align*}
$$

and all this is of magnitude $e^{-t}$, roughly. This is the best fit that could be expected. Because a positivedefinite function has to be continuous, it is obvious from (5.6) that the projection $f \rightarrow f^{0}$ does not preserve positivity.

## 6. POSITIVE HILBERT SOLUTIONS

An example will settle the existence of nonnegative summable Hilbert solutions.

Example 1: Define

$$
\begin{aligned}
\hat{f}_{\mathrm{even}} & =\left[\left(1-\gamma^{2}\right)^{\frac{1}{2}}+1\right](1-|\gamma|)^{2}, & & |\gamma| \leq 1 \\
& =0, & & |\gamma|>1
\end{aligned}
$$

Then $f_{\text {even }}=(5.2 \mathrm{a})$ is an integral function of exponential type $\leq 1$, and, with $f_{\text {odd }}$ defined by ( 5.2 b ), $f \geq 0$ (see proof below), $p \geq 0$ by (2.2), and since

$$
\begin{aligned}
& \hat{p}=\exp \left\{t\left[\left(1-\gamma^{2}\right)^{\frac{1}{2}}-1\right]\right\} {\left[1-e \frac{\left(1-\gamma^{2}\right)^{\frac{1}{2}}-1}{\gamma i}\right] } \\
& \times\left[\left(1-\gamma^{2}\right)^{\frac{1}{2}}+1\right](1-|\gamma|)_{2}
\end{aligned}
$$

is finite at $\gamma=0, \int p<\infty$.
Proof that $f \geq 0$ :

$$
\begin{aligned}
\hat{f} & =\left[1-e \frac{\left(1-\gamma^{2}\right)^{\frac{1}{2}}-1}{i \gamma}\right]\left[\left(1-\gamma^{2}\right)^{\frac{2}{2}}+1\right](1-|\gamma|)^{2} \\
& =\left[\left(1-\gamma^{2}\right)^{\frac{1}{2}}+1+e i \gamma\right](1-|\gamma|)^{2}, \quad|\gamma| \leq 1
\end{aligned}
$$

is split into 2 pieces: $A=\left(1-\gamma^{2}\right)^{\frac{1}{2}}(1-|\gamma|)^{2}$ and $B=(1+e i \gamma)(1-|\gamma|)^{2} . A$ is positive-definite since

$$
A^{\prime \prime}=\left(\frac{1-\gamma}{1+\gamma}\right)^{\frac{1}{2}}\left[2+6 \gamma-(1+\gamma)^{-1}\right], \quad 0<\gamma<1
$$

so that

$$
\begin{aligned}
\int_{-1}^{+1} e^{i \gamma x} A & =2 \int_{0}^{1} \cos \gamma x A \\
& =2 x^{-2} \int_{0}^{1}[1-\cos \gamma x] A^{\prime \prime} \geq 0 .
\end{aligned}
$$

$B$ is also positive-definite, but the proof is not so
cheap.

$$
\begin{aligned}
\int_{-1}^{+1} e^{i \gamma x} B & =(1+e \gamma) x^{-3}(x-\sin x) \\
& =x^{-3}[(1-3 e / x)(x-\sin x)+e(1-\cos x)]
\end{aligned}
$$

and by a trivial manipulation, it is enough to verify

$$
(1 \mp 3 / x)(x-\sin x) \pm(1-\cos x) \geq 0, \quad x>0
$$

But for $0<x \leq 3$,

$$
\begin{aligned}
\left(1-\frac{3}{x}\right)(x-\sin x) & +1-\cos x \\
& \geq\left(1-\frac{3}{x}\right) \frac{x^{3}}{6}+\frac{x^{2}}{2}-\frac{x^{4}}{4!} \\
& =\frac{x^{3}}{6}\left(1-\frac{x}{4}\right) \geq \frac{x^{3}}{6}\left(1-\frac{3}{4}\right)>0
\end{aligned}
$$

and

$$
\begin{aligned}
\left(1+\frac{3}{x}\right)(x- & \sin x)-1+\cos x \\
& \geq\left(1+\frac{3}{x}\right)\left(\frac{x^{3}}{6}-\frac{x^{5}}{5!}\right)-\frac{x^{2}}{2} \\
& =x^{3}\left(\frac{1}{6}-\frac{x^{2}}{5!}-\frac{x}{40}\right) \geq x^{3}\left(\frac{1}{6}-\frac{3}{20}\right)>0
\end{aligned}
$$

while the same bounds are obvious for $x>3$. This completes the proof.

Example 2: A simpler example is available if $R^{1}$ is replaced by the circle $0 \leq x<2 \pi$. Now, $f_{\text {even }}$ is both periodic and of exponential type $\leq 1$, so it has to be of the form $a+b \cos x+c \sin x$, and

$$
\begin{aligned}
f=\{1-e[(1 & \left.\left.\left.+\partial^{2}\right)^{\frac{1}{2}}-1\right] \partial^{-1}\right\} f_{\text {even }} \\
& =a+(b+e c) \cos x+(c-e b) \sin x
\end{aligned}
$$

is nonnegative if and only if $a \geq\left[2\left(b^{2}+c^{2}\right)\right]^{\frac{1}{2}}$.
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#### Abstract

The methods of the functional calculus are applied to the Klimontovich equation and to the Vlasov equations. The equation for the generating functional is derived for both cases. By taking moments of these equations, the BBGKY hierarchy is obtained for the case of the Klimontovich equation, and a similar hierarchy is obtained for the case of the Vlasov equation. The two hierarchies are identical, except for some terms involving individual particle interactions. Methods of solving the Vlasov hierarchy are discussed and it is shown how quasi-linear theory can be obtained,


## I. INTRODUCTION

FOR studies of nonequilibrium systems a basic starting point has been the Liouville equation. Because of its mathematical complexity and because of one's interest in functions of only a few dynamical variables, the main problem in nonequilibrium statistical mechanics is that of finding equations for reduced distribution functions. In recent years much progress has been made in this field. A diagrammatic expansion method originated by Prigogine and his school ${ }^{1}$ has been successfully employed in deriving equations for the reduced distribution functions. However, this method has the disadvantages that it is complex, it is difficult to prove that all the important diagrams have been included, and it is difficult to verify the convergency of the series involved.

A second approach has been to employ the socalled BBGKY hierarchy ${ }^{2}$ for the reduced distribution functions. This hierarchy is open and must be truncated by making some assumptions and approximations. One such truncation scheme is to assume that three-particle correlations are negligibly small. This approach has been successful in deriving the Boltzmann equation for low-density gases of neutral particles ${ }^{3}$ and for the derivation of the Fokker-Planck equation for plasmas. ${ }^{4}$

[^200]In 1957, Klimontovich ${ }^{5}$ proposed to study the $N$ body problem through the use of an equation which is identical in form with the Vlasov ${ }^{6}$ equation, but in which he took the distribution function to be that due to a discrete set of particles (therefore, a set of delta functions whose arguments are specified by the classical laws of mechanics). Starting from the Klimontovich equation, one can derive the BBGKY hierarchy by averaging the solutions over a distribution of initial positions and velocities. ${ }^{7}$ This method has been successfully applied to a number of problems.

Another area of nonequilibrium phenomenon which has been receiving considerable attention recently is the field of turbulence. This is particularly true in the field of plasma physics. Here, also, it appears that a statistical approach is called for and some success has been achieved in developing such theories. ${ }^{8.9}$

It is the purpose of the present paper to first show how the functional calculus can be used to derive the BBGKY hierarchy of statistical mechanics and second to derive a similar hierarchy ${ }^{10,11}$ which is applicable to turbulences of a Vlasov fluid (a plasma, for example).

Our starting points for the derivation of these hierarchies are the Klimontovich equation and Vlasov

[^201]equations. Because these equations are formally identical, the same techniques work for both. The derivation of the BBGKY hierarchy simply gives another method of obtaining this hierarchy. However, the observation that a similar hierarchy applies to the Vlasov equation gives us another method for attacking problems of plasma turbulence. In fact, by making suitable approximations one can obtain the "quasilinear theory" of plasma turbulence. By making different approximations, one could obtain different theories of plasma turbulence. Finally, we might point out that this approach may shed some light on the question which has often been raised, "is it sufficient to consider only the Vlasov equation when dealing with unstable plasmas or do we need to take into account particle correlations through the BBGKY hierarchy." It has been argued that since particle correlations become very large in such plasmas, we should include their effects. However, since a very similar hierarchy holds for the Vlasov equation, we may argue that the correlations due to instabilities are to a large degree already contained in the Vlasov equation and that it is sufficient to consider only this equation (perhaps including some appropriate initial disturbances).

## II. FUNCTIONALS AND FUNCTIONAL EQUATIONS

## A. Review of the Functional Calculus

Our approach in many ways follows the treatment by Hopf ${ }^{12}$ of hydrodynamic turbulence. The details of the formalism can be found in his work. However, we include a brief account of the derivation of the functional equation for the sake of clarity and completeness.
Consider a function of $\mathbf{x}$ and $t, f(\mathbf{x}, t)$, which satisfies a deterministic equation,

$$
\begin{equation*}
\partial f(\mathbf{x}, t) / \partial t=L(f) \tag{1}
\end{equation*}
$$

Here $L$ is a polynomial function of $f$ only and is assumed not to depend explicitly on time $t$. This equation may describe the time development of some system, as for example, it might be the Vlasov equation for a plasma. In place of (1) we may define a time-development operator $T^{t}$ such that $T^{t}$ acting on $f(\mathbf{x}, 0)$ gives $f(\mathbf{x}, t)$,

$$
\begin{equation*}
T^{t} f(\mathbf{x}, 0)=f(\mathbf{x}, t) \tag{2}
\end{equation*}
$$

This is simply another way of writing (1).
Now denote the space spanned by the solutions of

[^202]Eq. (1) by $\Omega$ and introduce the probability $P(A)$ of finding $f$ in the region $\mathrm{A}, \mathrm{A} \subset \Omega$.

Since $P$ is a probability we must have

$$
\begin{equation*}
P(\mathrm{~A}) \geq 0, \quad P(\Omega)=1 \tag{3}
\end{equation*}
$$

If the probability is conserved following the motion (no systems are added to or removed from those under consideration), then

$$
\begin{equation*}
P^{t}(\mathrm{~A})=P^{0}\left(T^{-t} \mathrm{~A}\right) \tag{4}
\end{equation*}
$$

where $P^{t}$ denotes the probability at time $t$, and $T^{-t} \mathrm{~A}$ denotes the region in which $f$ must be at $t=0$ to be in A at time $t$.

Define an average of any function of $f, F(f)$, by

$$
\begin{equation*}
\langle F(f)\rangle_{\mathrm{av}}=\int_{\Omega} F(f) P^{t}(d f) . \tag{5}
\end{equation*}
$$

By making use of Eq. (4) we have

$$
\begin{equation*}
\langle F\rangle_{\mathrm{av}}=\int_{\Omega} F(f) P^{t}(d f)=\int_{\Omega} F\left[T^{t} f(\mathbf{x}, 0)\right] P^{0}[d f(\mathbf{x}, 0)] \tag{6}
\end{equation*}
$$

With this preparation we now introduce the following generating functional:

$$
\begin{align*}
\Phi(y, t) & =\int_{\Omega} \exp i(y, f) P^{t}(d f) \\
& =\int_{\Omega} \exp \left\{i\left[y, T^{t} f(\mathbf{x}, 0)\right]\right\} P^{0}[d f(\mathbf{x}, 0)] \tag{7}
\end{align*}
$$

where $f$ satisfies Eq. (1) and we have made use of Eq. (6). Here, $y(\mathbf{x})$ is an arbitrary continuous function of $\mathbf{x}$ and does not depend on time; the bracket quantity $(y, f)$ stands for the scalar product of $y$ and $f$,

$$
(y, f)=\int y(\mathbf{x}) f(\mathbf{x}) d \mathbf{x}
$$

Differentiating both sides of (7) with respect to $t$ and making use of Eq. (1) gives

$$
\begin{align*}
\frac{\partial \Phi(y, t)}{\partial t} & =\int i\left[\int d \mathbf{x} y(\mathbf{x}) \frac{\partial T^{t}}{\partial t} f(\mathbf{x}, 0)\right] \\
& \exp \left\{i\left[y, T^{t} f(\mathbf{x}, 0)\right]\right\} P^{0}[d f(\mathbf{x}, 0)] \\
= & \int i\left[\int d \mathbf{x} y(\mathbf{x}) L[f(\mathbf{x}, t)]\right] \\
& \exp \{i[y, f(\mathbf{x}, t)]\} P^{0}[d f(\mathbf{x}, 0)] \\
= & i \int y(\mathbf{x}) L\left(\frac{\delta}{i \delta y}\right) \Phi(y, t) d x \tag{8}
\end{align*}
$$

Here the notation $\delta / i \delta y$ denotes functional differentiation with respect to $y(\mathbf{x})$ and is adopted from Bogoliubov. A rigorous proof of Eq. (8) is given by Hopf. ${ }^{12}$

## B. Application of the Functional Calculus to the Klimontovich and Vlasov Equations

An exact equation for the dynamics of a single system of $N$ identical particles is given by the Klimontovich equation. ${ }^{5}$ This description sometimes leads to a better understanding of the physics of manybody problems. ${ }^{5,7,13}$

Klimontovich considers the distribution function for a single system of $N$ identical particles,

$$
\begin{equation*}
f(\mathbf{x}, t)=\sum_{i=1}^{N} \delta\left[\mathbf{x}-x_{i}(t)\right] . \tag{9}
\end{equation*}
$$

Here $\mathbf{x}$ stands for a set of coordinates and associated canonical momenta of a particle ( $\mathbf{q}, \mathbf{p}$ ) and the delta function is a six-dimensional one. The $\mathbf{x}_{i}(t)$ 's are the classical orbits of the particles and are determined by solving Hamilton's equations of motion. The Hamiltonian for the system under consideration is

$$
\begin{align*}
& H=\int \frac{p^{2}}{2 m} f(\mathbf{x}, t) d \mathbf{x}+\frac{1}{2} \int d \mathbf{x} d \mathbf{x}^{\prime} \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right) \\
& \times\left[f(\mathbf{x}, t) f\left(\mathbf{x}^{\prime}, t\right)-\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) f(\mathbf{x}, t)\right], \tag{10}
\end{align*}
$$

where $\phi$ is the two-body potential (the only one assumed present). The term $\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) f(\mathbf{x}, t)$ is subtracted in (10) because it is assumed that a particle does not interact with itself.

The equation which $f$ satisfies is the Klimontovich equation,

$$
\begin{align*}
& \frac{\partial f(\mathbf{x}, t)}{\partial t}=-\frac{\mathbf{p}}{m} \cdot \frac{\partial f(\mathbf{x}, t)}{\partial \mathbf{q}}+\int \frac{\partial \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}} \cdot \frac{\partial f(\mathbf{x}, t)}{\partial \mathbf{p}} \\
& \times\left[f\left(\mathbf{x}^{\prime}, t\right)-\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)\right] d \mathbf{x}^{\prime} . \tag{11}
\end{align*}
$$

This is most simply verified by direct substitution.
Under some circumstances (particularly when dealing with plasmas), we may treat the system as a continuous Vlasov fluid rather than a set of discrete particles. In this case we treat $f$ as a continuous function and we drop the $\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ terms from Eqs. (10) and (11). Thus in this case the Hamiltonian is given by

$$
H=\int \frac{p^{2}}{2 m} f(\mathbf{x}, t) d \mathbf{x}+\frac{1}{2} \int d \mathbf{x} d \mathbf{x}^{\prime} \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right)
$$

$$
\begin{equation*}
\times f(\mathbf{x}, t) f\left(\mathbf{x}^{\prime}, t\right) \tag{12}
\end{equation*}
$$

while the Vlasov equation is

$$
\begin{align*}
\frac{\partial f(\mathbf{x}, t)}{\partial t} & =-\frac{\mathbf{p}}{m} \cdot \frac{\partial f(\mathbf{x}, t)}{\partial \mathbf{q}} \\
& +\int \frac{\partial \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}} \cdot \frac{\partial f(\mathbf{x}, t)}{\partial \mathbf{p}} f\left(\mathbf{x}^{\prime}, t\right) d \mathbf{x}^{\prime} . \tag{13}
\end{align*}
$$

We now identify the $f$ appearing in the Klimontovich and Vlasov equations with the $f$ appearing in Eq. (1) and the right-hand sides of Eq. (11) or (13), depending

[^203]on which system is under consideration, with $L(f)$ appearing in Eq. (1).

## 1. Application to the Klimontovich Equations

For the case of the Klimontovich equation, we must, however, note that the space $\Omega$ is not the whole space spanned by the solutions of Eq. (11), but is the subspace spanned only by $f$ 's of the form of Eq. (9). Because of the special nature of this $\Omega$ space, we first consider a few examples to obtain a better understanding of the following sections.

The average of $f\left(\mathbf{x}_{1}\right)$ is simply

$$
\begin{array}{r}
\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle=\left.\frac{\delta \Phi}{i \delta y\left(\mathbf{x}_{1}\right)}\right|_{y=0}=\left.\int_{\Omega} f\left(\mathbf{x}_{1}\right) \exp [i(y, f)] P^{t}(d f)\right|_{y=0} \\
=N f_{1}\left(\mathbf{x}_{1}, t\right) .
\end{array}
$$

In the above and hereafter the subscript on $f$ indicates the reduced function in the usual sense (the oneparticle distribution function in the above). The last step in the above equation follows by considering the meaning of $P(d f)$. This is the differential increment of the probability due to changing the function $f$. In this case the change is a change in the delta functions due to changes in initial positions and momenta. The average in Eq. (14), thus, is nothing, but an average over initial values of the coordinates and momenta of the particles. Thus it is equivalent to the average Klimontovich and others take.

In a similar manner, one can compute the second moment of $f$ by operating on $\Phi$ with the second-order functional derivatives with respect to $y\left(\mathbf{x}_{1}\right)$ and $y\left(\mathbf{x}_{2}\right)$,

$$
\begin{align*}
& \left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}=\left.\frac{\delta^{2} \Phi}{i \delta y\left(\mathbf{x}_{1}\right) \delta y\left(\mathbf{x}_{2}\right)}\right|_{y=0} \\
& \quad=\left.\int_{\Omega} f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right) \exp \left[i(y, f) P^{t}(d f)\right]\right|_{\nu=0} . \tag{15}
\end{align*}
$$

The average $\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right)\right\rangle_{\text {av }}$, however, differs from the usual two-particle distribution function by the amount $\delta\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) f\left(\mathbf{x}_{1}\right)$ since we do not wish to correlate a particle with itself. Thus for $f_{2}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, t\right)$, we write
$N(N-1) f_{2}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, t\right)$

$$
\begin{equation*}
=\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}-N \delta\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) f_{1}\left(\mathbf{x}_{1}, t\right) \tag{16}
\end{equation*}
$$

In general, to extract the correct $s$-particle distribution function from the generating functional, we operate with

$$
\begin{align*}
& \frac{1}{N(N-1) \cdots(N-s+1)} \frac{\delta}{i \delta y\left(\mathbf{x}_{1}\right)} \\
& \quad \times\left(\frac{\delta}{i \delta y\left(\mathbf{x}_{2}\right)}-\delta\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right)\right) \cdots \\
& \quad \times\left(\frac{\delta}{i \delta y\left(\mathbf{x}_{s}\right)}-\sum_{i<s} \delta\left(\mathbf{x}_{s}-\mathbf{x}_{i}\right)\right), \tag{17}
\end{align*}
$$

and then set all $y$ 's equal to zero.

The equation for the characteristic functional for the case of the Klimontovich equation is obtained as shown in Subsection $A$ and is given by Eq. (8) making use of the identification of $L$ from Eq. (11). This equation is

$$
\begin{align*}
& \frac{\partial \Phi(y, t)}{\partial t}=-i \int y(\mathbf{x}) \frac{\mathbf{p}}{m} \cdot \frac{\partial}{\partial \mathbf{q}} \frac{\delta}{i \delta y(\mathbf{x})} \Phi(y, t) d \mathbf{x} \\
& +i \iint y(\mathbf{x}) \frac{\partial \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}}\left(\frac{\delta}{i \delta y\left(\mathbf{x}^{\prime}\right)}-\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)\right) \\
& \quad \times(\partial / \partial \mathbf{p})[\delta / i \delta y(\mathbf{x})] \Phi(y, t) d \mathbf{x} d \mathbf{x}^{\prime} . \tag{18}
\end{align*}
$$

It should be noted that the functional equation derived here is somewhat different from that derived by Bogoliubov ${ }^{2}$ since the functional (7) contains an extra functional,

$$
\begin{align*}
\Phi(y, t)= & 1+\sum_{s \geq 1} \frac{(i)^{s}}{s!} \int \cdots \int N(N-1) \cdots(N-s+1) \\
& \times f_{s}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{s}, t\right) y\left(\mathbf{x}_{1}\right) y\left(\mathbf{x}_{2}\right) \cdots \\
& \times y\left(\mathbf{x}_{s}\right) d \mathbf{x}_{1} d \mathbf{x}_{2} \cdots d \mathbf{x}_{s}+\theta(y, t) \\
= & \mathcal{L}(N i g, t)+\theta(y, t) \text { (in the limit of } N \rightarrow \infty) . \tag{19}
\end{align*}
$$

Here $\mathbb{£}$ is the one used by Bogoliubov $^{2}$ and $\theta(y, t)$ is

$$
\begin{align*}
\theta(y, t)= & \sum_{s=2} \frac{(i)^{s}}{s!} \int \cdots \int\left[\prod_{i=1}^{s} f\left(\mathbf{x}_{i}\right)-N^{s}\right. \\
& \left.\times f_{s}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{s}, t\right)\right] P^{t}(d f) \prod_{i=1}^{s} y\left(\mathbf{x}_{i}\right) d \mathbf{x}_{i} . \tag{20}
\end{align*}
$$

## 2. Application to the Vlasov Equation

In like manner, we obtain the equation for the characteristic functional for the case of the Vlasov equation by identifying $L$ as the right-hand side of Eq. (13). The functional equation in this case is

$$
\begin{align*}
\frac{\partial \Phi}{\partial t}(y, t) & =-i \int y(\mathbf{x}) \frac{\mathbf{p}}{m} \cdot \frac{\partial}{\partial \mathbf{q}} \frac{\delta \Phi}{i \delta y(\mathbf{x})}(y, t) d \mathbf{x} \\
& +i \iint y(\mathbf{x}) \frac{\partial \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}} \frac{\delta}{i \delta y\left(\mathbf{x}^{\prime}\right)} \\
& \cdot \frac{\partial}{\partial \mathbf{p}} \frac{\delta \Phi}{i \delta y(\mathbf{x})}(y, t) d \mathbf{x} d \mathbf{x}^{\prime} . \tag{21}
\end{align*}
$$

## III. DERIVATION OF THE HIERARCHIES

## A. BBGKY Hierarchy

Since Eq. (18) is different from Bogoliubov's, the derivation of the hierarchy in this formalism is given here. To obtain the first member, we operate on Eq. (18) with the functional derivative with respect to
$i y\left(\mathbf{x}_{1}\right)$ and set all $y$ 's equal to zero. The left-hand side then becomes

$$
\begin{array}{r}
\left.\frac{\delta}{i \delta y\left(\mathbf{x}_{1}\right)} \frac{\partial}{\partial t} \Phi\right|_{y=0}=\left.\frac{\partial}{\partial t} \int \frac{\delta}{i \delta y\left(\mathbf{x}_{1}\right)} \exp [i(y, f)] P^{t}(d f)\right|_{y=0} \\
=\frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}}{\partial t} .
\end{array}
$$

The first term on the right-hand side of Eq. (18) becomes

$$
\begin{aligned}
-\frac{i \delta}{i \delta y\left(\mathbf{x}_{1}\right)} \int & \left.\int(\mathbf{x}) \frac{\mathbf{p}}{m} \frac{\partial}{\partial \mathbf{q}} \cdot \frac{\delta}{i \delta y(\mathbf{x})} \Phi(y, t) d \mathbf{x}\right|_{y=0} \\
= & -\left.\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{1}} \int f\left(\mathbf{x}_{1}\right) \exp [i(y, f)] P^{t}(d f)\right|_{y=0} \\
& -\left.i \int y(\mathbf{x}) \frac{\mathbf{p}}{m} \cdot \frac{\partial}{\partial \mathbf{q}} \frac{\delta}{i \delta y\left(\mathbf{x}_{1}\right)} \frac{\delta}{i \delta y(\mathbf{x})} \Phi d \mathbf{x}\right|_{y=0} \\
= & -\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{q}_{1}}
\end{aligned}
$$

In a similar way, the second term on the right-hand side of (18) becomes

$$
\begin{aligned}
& \frac{i \delta}{i \delta y\left(\mathbf{x}_{1}\right)} \iint y(\mathbf{x})\left[\frac{\partial \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}}\left(\frac{\delta}{i \delta y\left(\mathbf{x}^{\prime}\right)}-\delta\left(\mathbf{x}^{\prime}-\mathbf{x}\right)\right)\right] \\
& \left.\quad \cdot \frac{\partial}{\partial \mathbf{p}} \frac{\delta \Phi}{i \delta y(\mathbf{x})} d \mathbf{x} d \mathbf{x}^{\prime}\right|_{y=0} \\
& =\int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}_{\mathbf{1}}}\left[f\left(\mathbf{x}^{\prime}\right)-\delta\left(\mathbf{x}^{\prime}-\mathbf{x}_{1}\right)\right] \\
& \quad \times\left.\frac{\partial}{\partial \mathbf{p}_{\mathbf{1}}} f\left(\mathbf{x}_{1}\right) \exp [i(y, f)] P^{t}(d f) d \mathbf{x}^{\prime}\right|_{y=0} \\
& \quad+\iint y(\mathbf{x}) \frac{\partial \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}} \frac{\delta}{i \delta y\left(\mathbf{x}_{1}\right)} \\
& \quad \times\left.\left(\frac{\delta}{i \delta y\left(\mathbf{x}^{\prime}\right)}-\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)\right) \cdot \frac{\partial}{\partial \mathbf{p}} \frac{\delta \Phi}{i \delta y(\mathbf{x})} d \mathbf{x} d \mathbf{x}^{\prime}\right|_{y=0} \\
& =\int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}} \cdot \frac{\partial}{\partial \mathbf{p}_{\mathbf{1}}} \\
& \quad \times\left\langle\left[f\left(\mathbf{x}^{\prime}\right)-\delta\left(\mathbf{x}-\mathbf{x}_{1}\right)\right] f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}} d \mathbf{x}^{\prime},
\end{aligned}
$$

where the following relation has been used:

$$
\begin{aligned}
& \int \sum_{i} \psi\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \delta\left(\mathbf{x}^{\prime}-\mathbf{x}\right) \frac{\partial}{\partial \mathbf{p}} \delta\left(\mathbf{x}-\mathbf{x}_{i}\right) d \mathbf{x}^{\prime} \\
&=\int \sum_{i} \psi\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \delta\left(\mathbf{x}^{\prime}-\mathbf{x}_{i}\right) \frac{\partial}{\partial \mathbf{p}} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime} \\
&=\int \sum_{i} \psi\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \frac{\partial \delta\left(\mathbf{x}^{\prime}-\mathbf{x}_{i}\right)}{\partial \mathbf{p}^{\prime}} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime} \\
&=\int \psi\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \frac{\partial}{\partial \mathbf{p}} \sum_{i} \delta\left(\mathbf{x}-\mathbf{x}_{i}\right) d \mathbf{x}
\end{aligned}
$$

Thus we obtain the first member of the hierarchy, which can be found in many texts,

$$
\begin{align*}
\frac{\partial f_{1}\left(\mathbf{x}_{1}\right)}{\partial t} & +\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{1}} f_{1}\left(\mathbf{x}_{1}\right) \\
& -N \int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}_{1}} \cdot \frac{\partial f_{2}\left(\mathbf{x}_{1}, \mathbf{x}^{\prime}\right)}{\partial \mathbf{p}_{1}} d \mathbf{x}^{\prime}=0 \tag{22}
\end{align*}
$$

In a similar way, one can obtain the sth member of the hierarchy by operation of the functional derivative (17),

$$
\begin{align*}
\frac{\partial f_{s}}{\partial t}+\sum_{i} \frac{\mathbf{p}_{i}}{m} & \cdot \frac{\partial}{\partial \mathbf{q}_{i}} f_{s}-\sum_{\substack{i \neq j j \\
i c s \\
j \subset s}} \frac{\partial\left(\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right|\right)}{\partial \mathbf{q}_{i}} \cdot \frac{\partial f_{s}}{\partial \mathbf{p}_{i}} \\
& =N \sum_{\substack{i \\
i c s}} \int \frac{\partial \phi\left(\left|\mathbf{q}_{i}-\mathbf{q}_{s+1}\right|\right)}{\partial \mathbf{p}_{i}} \cdot \frac{\partial f_{s+1}}{\partial \mathbf{p}_{i}} d \mathbf{x}_{s+} \tag{23}
\end{align*}
$$

where the third term on the left-hand side as well as the terms on the right-hand side arise from the deltafunction term in Eq. (18).

## B. Hierarchy for the Vlasov Equation

We may employ exactly the same procedure to the Vlasov equation using Eq. (21) for the characteristic functional in place of Eq. (18). Everything goes through in exactly the same manner except that the terms resulting from the delta functions are now absent. We thus obtain a hierarchy very similar to the BBGKY hierarchy. The first member of this hierarchy is obtained by operating on Eq. (21) with $\delta / i \delta y\left(\mathbf{x}_{1}\right)$ and is given by

$$
\begin{align*}
& \frac{\partial\left\langle f\left(\mathbf{x}_{1}, t\right)\right\rangle_{\mathrm{av}}}{\partial t}+\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial\left\langle f\left(\mathbf{x}_{1}, t\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{q}_{1}} \\
& \times \int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{2}\right|\right)}{\partial \mathbf{q}_{1}} \cdot \frac{\partial\left\langle f\left(\mathbf{x}_{1} t\right) f\left(\mathbf{x}_{2}, t\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{p}_{1}} d \mathbf{x}_{2}=0 . \tag{24}
\end{align*}
$$

The $s$ th member is given by operating on Eq. (21) with the functional derivative,

$$
\frac{(N-s)!}{N!} \frac{\delta}{i \delta y\left(\mathbf{x}_{1}\right)} \cdot \frac{\delta}{i \delta y\left(\mathbf{x}_{2}\right)} \cdots \frac{\delta}{i \delta y\left(\mathbf{x}_{s}\right)},
$$

and is

$$
\begin{gather*}
\frac{\partial\left\langle f\left(\mathbf{x}_{1}\right) \cdots f\left(\mathbf{x}_{s}\right)\right\rangle_{\mathrm{av}}}{\partial t}+\sum_{i=1}^{s} \frac{\mathbf{p}_{i}}{m} \cdot \frac{\partial\left\langle f\left(\mathbf{x}_{1}\right) \cdots f\left(\mathbf{x}_{s}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{q}_{i}} \\
-\int \sum_{i} \frac{\partial \phi\left(\left|\mathbf{q}_{i}-\mathbf{q}_{s+1}\right|\right)}{\partial \mathbf{q}_{i}} \cdot \frac{\partial\left\langle f\left(\mathbf{x}_{1}\right) \cdots f\left(\mathbf{x}_{s}\right) f\left(\mathbf{x}_{s+1}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{p}_{i}} d \mathbf{x}_{s+1} \tag{25}
\end{gather*}
$$

Here, $\left\langle f\left(\mathbf{x}_{1}\right) \cdots f\left(\mathbf{x}_{s}\right)\right\rangle_{\text {av }}$ is equivalent to the $s$-particle correlation function in the BBGKY hierarchy. It is, in fact, the correlation function for $f$ at the $s$ phase
points, $\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{8}$, which amounts to correlations of $s$ particles with positions and momenta given by the $\mathbf{x}$ 's. The difference between $f_{s}$ and $\left\langle f\left(\mathbf{x}_{1}\right) \cdots f\left(\mathbf{x}_{s}\right)\right\rangle_{\text {av }}$ arises only from the interpretation of $f$, that is, only from interpreting $f$ as either the singular functions associated with systems of discrete particles or as the continuous functions associated with a Vlasov fluid. The interpretation of $f$ [hence of Eq. (13) as the Klimontovich equation or the Vlasov equation] specifies the functional space $\Omega$ spanned by $f$.

Equations (25) should apply when collective or many-particle interactions dominate. It can, in fact, be obtained from the BBGKY hierarchy by neglecting the interactions between the individual particles belonging to the group $s$. This result can be obtained by subdividing the particle into smaller and smaller units. ${ }^{14}$

It thus appears that for unstable plasma where collective effects certainly play a large role, the $s$ particle correlations should be obtainable from Eq. (25) when some suitable initial conditions are employed. Since Eq. (25) has as its base the Vlasov equation, this equation should be sufficient for studying unstable situations even though particle correlations become large. The only thing missing is the excitation of disturbances by the particles. However, once the instabilities get going, further excitation of them should make little difference. Also, if turbulence develops and is self-maintaining, this weak tickling should not play much of a role. There will, of course, be some unstable situations where individual particle interactions are important, for example, situations where collisions play an important role in the growth of an instability.

## IV. METHODS FOR SOLVING THE VLASOV HIERARCHY

## A. Exact Solution

We may first note that the hierarchy allows a product solution ${ }^{14}$ of the form

$$
\begin{equation*}
\left\langle f\left(\mathbf{x}_{1}\right) \cdots f\left(\mathbf{x}_{s}\right)\right\rangle_{\mathrm{av}}=\prod_{i=1}^{s} f\left(\mathbf{x}_{i}\right) \tag{26}
\end{equation*}
$$

where $f\left(\mathbf{x}_{i}\right)$ satisfies the nonlinear Vlasov equation,

$$
\begin{align*}
\frac{\partial f(\mathbf{x})}{\partial t}+ & \frac{\mathbf{p}}{m} \\
& \frac{\partial \tilde{f}(\mathbf{x})}{\partial \mathbf{q}}  \tag{27}\\
& -\int \frac{\partial \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}} \cdot \frac{\partial \tilde{f}(\mathbf{x})}{\partial \mathbf{p}} \tilde{f}(\mathbf{x}) d \mathbf{x}^{\prime}=0
\end{align*}
$$

Direct substitution of Eq. (26) into Eq. (25) verifies this. This form is a natural consequence of the form

[^204]of Eq. (25). Physically we see that such a solution should result if $P(d f)$ is a delta function, i.e., zero everywhere except at $\langle f(\mathbf{x})\rangle_{\mathrm{av}}$, and the integral of $P(d f)$ over a small volume of function space containing $\langle f(\mathbf{x})\rangle_{\text {av }}$ is 1 .

While (26) is a solution, it is not the most general one. However, the general solution can be built up from (26). This must be so since all the averages can be found in terms of the general solution to the Vlasov equation. To show this, consider the average value of $f\left(\mathbf{x}_{1}\right) \cdots f\left(\mathbf{x}_{s}\right)$,

$$
\begin{align*}
\left\langle\prod_{i=1}^{s} f\left(\mathbf{x}_{i}\right)\right\rangle_{\mathbf{a v}} & =\int f\left(\mathbf{x}_{1}\right) \cdots f\left(\mathbf{x}_{s}\right) P^{t}(d f) \\
& =\int \prod_{i=1}^{s} T^{t} f\left(\mathbf{x}_{i}, 0\right) P^{0}(d f) \tag{28}
\end{align*}
$$

The integral is, in fact, simply a sum of product solutions of the form of (26) with appropriate weighting for their occurrence. Now compute the time derivative

$$
\begin{align*}
& \text { of }\left\langle\prod_{i=1}^{s} f\left(\mathbf{x}_{i}\right)\right\rangle_{\mathrm{av}} \\
& \frac{\partial}{\partial t}\left\langle\prod_{i=1}^{s} f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}=\int \sum_{j} \frac{\partial f\left(\mathbf{x}_{j}, t\right)}{\partial t} \prod_{\substack{i=1 \\
i \neq j}}^{s} T^{t} f\left(\mathbf{x}_{i}, 0\right) P^{0}(d f) \tag{29}
\end{align*}
$$

Substituting for the time derivative of $f\left(\mathbf{x}_{j}, t\right)$ from the Vlasov equation gives

$$
\begin{align*}
\frac{\partial}{\partial t}\left\langle\prod_{i=1}^{s} f\left(\mathbf{x}_{i}\right)\right\rangle_{\mathrm{av}}= & \int-\sum_{j} \frac{\mathbf{p}_{j}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{j}} \prod_{i=1}^{s} T^{t} f\left(\mathbf{x}_{i}, 0\right) P^{0}(d f) \\
& +\iint_{j} \frac{\partial \phi\left(\left|\mathbf{q}_{j}-\mathbf{q}_{s+1}\right|\right)}{\partial \mathbf{q}_{j}} \cdot \frac{\partial}{\partial \mathbf{p}_{j}} \\
& \times \prod_{i=1}^{s} T^{t} f\left(\mathbf{x}_{i}, 0\right) d \mathbf{x}_{s+1} P^{0}(d f) \\
= & -\sum_{j} \frac{\mathbf{p}_{j}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{j}}\left\langle\prod_{i=1}^{s} f\left(\mathbf{x}_{i}\right)\right\rangle_{\mathrm{av}} \\
& +\sum_{j} \int \frac{\partial \phi\left(\left|\mathbf{q}_{j}-\mathbf{q}_{s+1}\right|\right)}{\partial \mathbf{q}_{j}} \\
& \cdot \frac{\partial}{\partial \mathbf{p}_{j}}\left\langle\prod_{i=1}^{s+1} f\left(\mathbf{x}_{i}\right)\right\rangle_{\mathrm{av}} d \mathbf{x}_{s+1} \tag{30}
\end{align*}
$$

Equation (30) is just Eq. (25), and this, in fact, gives another derivation of the hierarchy.

Although all solutions can be built up from those of the form of (26), to proceed in this way would gain us nothing. We should have to solve the full nonlinear Vlasov equation, and if we could do that we should know everything there is to know about the problem. The advantage to be gained from a statistical ap-proach-that it gives us only the information we are
interested in and ignores the great mass of details which are present-would then be lost. Our primary aim, thus, is to find approximate solutions to (25). There are many approximations which one can make, and to a large extent one's success depends on the accuracy and simplicity of the approximation. The most obvious things to try are the approximations which have been made in treating the BBGKY hierarchy.

## B. No Correlations

The simplest thing one could do is to neglect all correlations and assume that all disturbances are small. One then simply obtains the linearized Vlasov equation for $f$.

## C. Weak Correlations Quasi-Linear Theory

The next simplest thing to do is to include twopoint correlations but assume they are small and neglect three-point correlations. We thus write for $\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right)\right\rangle_{\text {av }}$ and $\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right) f\left(\mathbf{x}_{3}\right)\right\rangle_{\text {av }}$ as,

$$
\begin{align*}
& \left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}=\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}+G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right),  \tag{31}\\
& \left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right) f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}} \\
& \quad=\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right) f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}}+G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\left\langle f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}} \\
& \quad+G\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right)\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}+G\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right)\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}} . \tag{32}
\end{align*}
$$

Substituting these expressions into Eq. (25) gives the following equation for $\langle f\rangle$ and $G$ :

$$
\begin{align*}
& \frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}}{\partial t}+\frac{\mathbf{p}_{1}}{m} \frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{q}_{1}}+F\left(\mathbf{q}_{1}\right) \cdot \frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{p}_{1}} \\
& \quad-\int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{2}\right|\right)}{\partial \mathbf{q}_{1}} \cdot \frac{\partial G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)}{\partial p_{1}} d \mathbf{x}_{2}=0,  \tag{33}\\
& \\
& \frac{\partial G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)}{\partial t}+\left(\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{1}}+\frac{\mathbf{p}_{2}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{2}}\right) G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \\
& -\left(\mathbf{F}\left(\mathbf{q}_{1}\right) \cdot \frac{\partial}{\partial \mathbf{p}_{1}}+\mathbf{F}\left(\mathbf{q}_{2}\right) \cdot \frac{\partial}{\partial \mathbf{p}_{2}}\right) G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \\
& -\frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{p}_{1}} \cdot \int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{1}} G\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right) d \mathbf{x}_{3}  \tag{34}\\
& -\frac{\partial\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{p}_{2}} \cdot \int \frac{\partial \phi\left(\left|\mathbf{q}_{2}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{2}} G\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right) d \mathbf{x}_{3}=0,
\end{align*}
$$

with

$$
\begin{equation*}
\mathbf{F}(\mathbf{q})=\int \frac{\partial \phi\left(\left|\mathbf{q}-\mathbf{q}^{\prime}\right|\right)}{\partial \mathbf{q}}\left\langle f\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathbf{a v}} d \mathbf{x}^{\prime} \tag{35}
\end{equation*}
$$

Equation (33) is quite similar to the usual FokkerPlanck equation for a plasma. Equation (35) is similar to the usual two-particle correlation function, except that the driving terms, due to discrete particles, are absent.

Equation (34) may be solved by the method of separation of variables. First we note that

$$
\begin{equation*}
G\left(\mathbf{x}_{2}, \mathbf{x}_{1}\right)=G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \tag{36}
\end{equation*}
$$

because

$$
\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}=\left\langle f\left(\mathbf{x}_{2}\right) f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}
$$

Thus we could write Eq. (34) in the form

$$
\begin{align*}
& \frac{\partial G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)}{\partial t}+\left(\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{1}}+\frac{\mathbf{p}_{2}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{2}}\right) G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \\
& -\left(\mathbf{F}\left(\mathbf{q}_{1}\right) \cdot \frac{\partial}{\partial \mathbf{p}_{1}}+\mathbf{F}\left(\mathbf{q}_{2}\right) \cdot \frac{\partial}{\partial \mathbf{p}_{2}}\right) G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \\
& -\frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\text {av }}}{\partial \mathbf{p}_{1}} \cdot \int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{1}} G\left(\mathbf{x}_{3}, \mathbf{x}_{2}\right) d \mathbf{x}_{3} \\
& -\frac{\partial\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\text {av }}}{\partial \mathbf{p}_{2}} \cdot \int \frac{\partial \phi\left(\left|\mathbf{q}_{2}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{2}} G\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right) d \mathbf{x}_{3}=0 . \tag{37}
\end{align*}
$$

Now assume (37) has a solution of the form

$$
\begin{equation*}
G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=X_{1}\left(\mathbf{x}_{1}\right) X_{2}\left(\mathbf{x}_{2}\right) . \tag{38}
\end{equation*}
$$

Substitution of (38) into (37) gives

$$
\begin{gather*}
\frac{1}{X_{1}\left(\mathbf{x}_{1}\right)}\left(\frac{\partial X_{1}\left(\mathbf{x}_{1}\right)}{\partial t}+\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{1}} X_{1}\left(\mathbf{x}_{1}\right)-\mathbf{F}\left(\mathbf{q}_{1}\right) \cdot \frac{\partial X_{1}\left(\mathbf{x}_{1}\right)}{\partial \mathbf{p}_{1}}\right. \\
\left.-\frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{p}_{1}} \cdot \int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{1}} X_{1}\left(\mathbf{x}_{3}\right) d \mathbf{x}_{3}\right) \\
+\frac{1}{X_{2}\left(\mathbf{x}_{2}\right)}\left(\frac{\partial X_{2}\left(\mathbf{x}_{2}\right)}{\partial t}+\frac{\mathbf{p}_{2}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{2}} X_{2}\left(\mathbf{x}_{2}\right)-\mathbf{F}\left(\mathbf{q}_{2}\right)\right. \\
\cdot \frac{\partial X_{2}\left(\mathbf{x}_{2}\right)}{\partial \mathbf{p}_{2}}-\frac{\partial\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{p}_{2}} \cdot \int \frac{\partial \phi\left(\left|\mathbf{q}_{2}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{2}} \\
\left.\times X_{2}\left(\mathbf{x}_{3}\right) d \mathbf{x}_{3}\right)=0 \tag{39}
\end{gather*}
$$

Equation (39) is a sum of two factors, one depending on $\mathbf{x}_{1}$ and the other on $\mathbf{x}_{2}$. Thus, one of these factors must be equal to the constant $\gamma$ and the other to $-\gamma$.

We may write (39) in the form

$$
\begin{align*}
\left.\frac{d}{d t} X_{1}\left(\mathbf{x}_{1}\right)\right|_{\text {evaluated along } 0}= & \frac{\partial X_{1}\left(\mathbf{x}_{1}\right)}{\partial t}+\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{1}} X_{1}\left(\mathbf{x}_{1}\right) \\
& -\mathbf{F}\left(\mathbf{q}_{1}\right) \cdot \frac{\partial X_{1}\left(\mathbf{x}_{1}\right)}{\partial \mathbf{p}_{1}} \\
= & \frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{p}_{1}} \cdot \int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{1}} \\
\left.\frac{\times X_{1}\left(\mathbf{x}_{3}\right) d \mathbf{x}_{3}-\gamma X_{1}\left(\mathbf{x}_{1}\right),}{d t}\right|_{\text {evaluated along } 0}= & \frac{\partial\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}}{\partial \mathbf{p}_{2}} \cdot \int \frac{\partial \phi\left(\mid \mathbf{q}_{2}-\mathbf{q}_{3}\right)}{\partial \mathbf{q}_{2}} \\
& \times X_{2}\left(\mathbf{x}_{3}\right) d \mathbf{x}_{3}+\gamma X_{2}\left(\mathbf{x}_{2}\right) .
\end{align*}
$$

Here 0 represents the trajectories which give $\langle f(\mathbf{x})\rangle_{\text {av }}$. Integrating gives

$$
\begin{align*}
& X_{1}\left(\mathbf{x}_{1}, t\right)=X_{1}\left(\mathbf{x}_{1}, 0\right) e^{-\gamma t}+\int_{\substack{\text { integrating along } \\
\text { trajectories }}}^{t} \exp \left[-\gamma\left(t-t^{\prime}\right)\right] \\
& \quad \times\left(\frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\text {av }}}{\partial \mathbf{p}_{1}} \cdot \int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{1}} X_{1}\left(\mathbf{x}_{3}\right) d \mathbf{x}_{3}\right) d t^{\prime}, \\
& X_{2}\left(\mathbf{x}_{2}, t\right)=X_{2}\left(\mathbf{x}_{2}, 0\right) e^{\gamma t}+\int_{\substack{\text { integrating along } \\
\text { trajectories }}}^{t} \exp \left[\gamma\left(t-t^{\prime}\right)\right] \\
& \times\left(\frac{\partial\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\text {av }}}{\partial \mathbf{p}_{2}} \cdot \int \frac{\partial \phi\left(\left|\mathbf{q}_{2}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{2}} X_{2}\left(\mathbf{x}_{3}\right) d \mathbf{x}_{3}\right) d t^{\prime} .
\end{align*}
$$

Since we are only interested in the product $X_{1}\left(\mathbf{x}_{1}\right) X_{2}\left(\mathbf{x}_{2}\right)$, we see we may choose $\gamma$ to be zero. ${ }^{15}$ Equations (40) and (41) then just give the solutions to the linearized Vlasov equation.

It should, perhaps, be noted here that the product $X_{1}\left(\mathbf{x}_{1}\right) X_{2}\left(\mathbf{x}_{2}\right)$ is not symmetric in $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$. However, it is easy to construct symmetric solutions from these products, i.e., $\left[X_{1}\left(\mathbf{x}_{1}\right) X_{2}\left(\mathbf{x}_{2}\right)+X_{1}\left(\mathbf{x}_{2}\right) X_{2}\left(\mathbf{x}_{1}\right)\right]$. We must allow only symmetric combinations in the final solution. If we start with symmetric solutions, they remain symmetric.

We may build up the solution to the general initialvalue problem for Eq. (37) from these product solutions. First we write the initial value of $G$ as a sum of products of delta functions,

$$
\begin{align*}
G\left(\mathbf{x}_{1}, \mathbf{x}_{2}, t=\right. & 0)=\iint G\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}, t=0\right) \\
& \times \delta\left(\mathbf{x}_{1}-\mathbf{x}^{\prime}\right) \delta\left(\mathbf{x}_{2}-\mathbf{x}^{\prime \prime}\right) d \mathbf{x}^{\prime} d \mathbf{x}^{\prime \prime} . \tag{42}
\end{align*}
$$

Next let $\chi\left(\mathbf{x}_{1}, t ; \mathbf{x}^{\prime}\right)$ and $\chi\left(\mathbf{x}_{2}, t ; \mathbf{x}^{\prime \prime}\right)$ be the solutions given by (41) for which $X_{1}\left(x_{1}, 0\right)$ and $X_{2}\left(\mathbf{x}_{2}, 0\right)$ are $\delta\left(\mathbf{x}_{1}-\mathbf{x}^{\prime}\right)$ and $\delta\left(\mathbf{x}_{2}-\mathbf{x}^{\prime \prime}\right)$, respectively. Then the general solution to Eq. (37) is given by

$$
\begin{align*}
G\left(\mathbf{x}_{1}, \mathbf{x}_{2}, t\right)= & \iint G\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}, t=0\right) \\
& \times \chi\left(\mathbf{x}_{1}, t ; \mathbf{x}^{\prime}\right) \chi\left(\mathbf{x}_{2}, t ; \mathbf{x}^{\prime \prime}\right) d \mathbf{x}^{\prime} d \mathbf{x}^{\prime \prime} . \tag{43}
\end{align*}
$$

If $G\left(\mathbf{x}_{1}, \mathbf{x}_{2}, t=0\right)$ is symmetric in $\mathbf{x}_{1}, \mathbf{x}_{2}$, then (43) will be too.

We may note that the above solution holds even if $\langle f(\mathbf{x})\rangle_{\text {av }}$ is a function of $t$. If $\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\text {av }}$ is time independent or slowly varying with $t$ the above method is

[^205]equivalent to Dùpree's ${ }^{16}$ operational method for solving the second member of the BBGKY hierarchy. In fact the same method of separation of variables may be employed to obtain his result. The only difference is that there are source terms due to the discrete particles. These are, however, readily included once we know the solutions of the homogeneous equation.

As given above, Eqs. (33) and (34) would be difficult to solve, for they apply to the general case where $\langle f(\mathbf{x})\rangle_{\text {av }}$ may be spatially nonuniform and time varying. However, they can be applied to many types of systems; uniform and nonuniform plasmas, and clusters of stars. One case which is very often considered is that in which $\langle f(\mathbf{x})\rangle_{\mathbf{a v}}$ is spatially uniform and is either stationary in time or varies only slowly in time. In this case $G$ may be solved for adiabatically in terms of the variations of $\langle f(x)\rangle_{\text {av }}$, and one obtains quasi-linear theory without mode coupling.

## D. Other Approximations

There are many other methods of terminating the hierarchy which one can think of. One such method is to employ the superposition approximation which Kirkwood originally proposed for use in statistical mechanics. Here one approximates the three-point distribution function in terms of the two by

$$
\begin{align*}
& \left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right) f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}} \\
& =\frac{\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{2}\right) f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}}}{\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}}} \tag{44}
\end{align*}
$$

We may write

$$
\begin{equation*}
\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}=\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}\left[1+G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right] . \tag{45}
\end{equation*}
$$

Equation (44) then becomes

$$
\begin{align*}
&\left\langle f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right) f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}} \\
&=\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}}\left[1+G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right. \\
&+G\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right)+G\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right)+G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) G\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right) \\
&+G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) G\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right)+G\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right) G\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right) \\
&\left.+G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) G\left(\mathbf{x}_{1} \mathbf{x}_{3}\right) G\left(\mathbf{x}_{2} \mathbf{x}_{2}\right)\right] . \tag{46}
\end{align*}
$$

One further approximation we could make is to assume that $G$ is relatively small and neglect terms containing three $G$ 's. If we make this approximation and further assume that $\langle f(\mathbf{x})\rangle_{\text {av }}$ is spatially uniform,

[^206]the first two members of the hierarchy become
\[

$$
\begin{align*}
& \frac{\partial\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\text {av }}}{\partial t} \\
& -\int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{2}\right|\right)}{\partial \mathbf{q}_{1}} \cdot \frac{\partial}{\partial \mathbf{p}_{1}} f\left(\mathbf{x}_{1}\right) f\left(\mathbf{x}_{2}\right) G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) d \mathbf{x}_{2} \\
& \times \frac{\partial}{\partial t}\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}} G\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \\
& +\left(\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial}{\partial \mathbf{p}_{1}}+\frac{\mathbf{p}_{2}}{m} \cdot \frac{\partial}{\partial \mathbf{q}_{2}}\right)\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}} G\left(\mathrm{x}_{1}, \mathbf{x}_{3}\right) \\
& -\int \frac{\partial \phi\left(\left|\mathbf{q}_{2}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{2}} \cdot \frac{\partial}{\partial \mathbf{p}_{2}} \\
& \times\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathrm{av}}\left\langle f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}} G\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right) d \mathbf{x}_{\mathbf{3}} \\
& -\int \frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{1}}\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathbf{a v}}\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathbf{a v}}\left\langle f\left(\mathbf{x}_{3}\right)\right\rangle_{\mathrm{av}} \\
& \times G\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right) d \mathbf{x}_{3} \\
& -\int\left(\frac{\partial \phi\left(\left|\mathbf{q}_{1}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{1}} \cdot \frac{\partial}{\partial \mathbf{p}_{1}}+\frac{\partial \phi\left(\left|\mathbf{q}_{2}-\mathbf{q}_{3}\right|\right)}{\partial \mathbf{q}_{2}} \cdot \frac{\partial}{\partial \mathbf{p}_{2}}\right) \\
& \times\left\langle f\left(\mathbf{x}_{1}\right)\right\rangle_{\mathbf{a v}}\left\langle f\left(\mathbf{x}_{2}\right)\right\rangle_{\mathbf{a v}}\left\langle f\left(\mathbf{x}_{3}\right\rangle\right)_{\mathbf{a v}},  \tag{47}\\
& \sum_{\substack{i j k \\
i \neq j}} G\left(\mathbf{x}_{i}, x_{j}\right) G\left(\mathbf{x}_{j}, \mathbf{x}_{k}\right) d \mathbf{x}_{3} .  \tag{48}\\
& \begin{array}{l}
i \neq j \\
i \neq k \\
j \neq k
\end{array}
\end{align*}
$$
\]

If terms quadratic in $G$ are neglected, then this reduces to the previous case. When these terms are kept, they give mode coupling terms. If it is further assumed that $\langle f(x)\rangle_{\text {av }}$ varies slowly with respect to $G$, then this equation should be similar to quasilinear theory with mode coupling (the equivalence has not been shown, however).
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#### Abstract

For a class of quasi-monochromatic spectra, including Lorentzian and Gaussian line shapes, it is shown that knowledge of the modulus of the complex degree of temporal coherence $\gamma(\tau)$ does not suffice to reconstruct the spectrum. This is due to the existence of zeros of $\gamma(\tau)$ in the complex $\tau$ plane, giving rise to a significant contribution to the phase of $\gamma(\tau)$. The position of the zeros and their physical interpretation are investigated. The case of band-limited spectra is also treated, and some general properties of the distribution of zeros in this case are given.


## I. INTRODUCTION

EtET a light beam be split into two parts, which are later reunited, after a time delay $\tau$ has been introduced into one of them. A sufficiently accurate measurement of the resultant intensity as a function of $\tau$ would enable one to determine the energy spectrum of the light beam. This is the basis of Michelson's method of interference spectroscopy. ${ }^{1}$

In fact, we have ${ }^{1-4}$

$$
\begin{equation*}
\gamma(\tau)=\int_{0}^{\infty} g(\omega) e^{-i \omega \tau} d \omega, \tag{1.1}
\end{equation*}
$$

where $\gamma(\tau)$ is the complex degree of temporal coherence of the light beam and $g(\omega)$ is the spectral density, which is real and nonnegative:

$$
\begin{equation*}
g(\omega) \geq 0 \tag{1.2}
\end{equation*}
$$

The experiment described above would lead to a measurement of $\operatorname{Re} \gamma(\tau)$. According to (1.1), $g(\omega)$ might then be obtained by taking the inverse cosine transform. This corresponds to the Wiener-Khintchine theorem for stochastic processes: the autocorrelation function and the power spectrum are Fourier transforms of each other.

The function $\gamma(\tau)$ is usually normalized so that

$$
\begin{equation*}
\gamma(0)=1 \tag{1.3}
\end{equation*}
$$

The integral in (1.1) extends only over positive frequencies. In the classical theory of coherence, this arises from the fact that the field is real, so that, in its Fourier representation, the negative-frequency components are the complex conjugates of the positivefrequency ones. This allows one to eliminate negative frequencies by working with analytic signals. ${ }^{1}$ In the quantum theory of coherence, ${ }^{2.4}$ the same restriction

[^207]arises from the preferential role played by the annihilation operators for the field in the photoelectric detection process.

For a quasi-monochromatic beam, $\operatorname{Re} \gamma(\tau)$ is a rapidly oscillating function, with mean period given by the average beam frequency. Thus, direct measurements become quite difficult at high frequencies, although they have been performed in the far infrared. ${ }^{5,6}$

It is much easier to measure the envelope of the rapid oscillations, which is a slowly varying function (it is proportional to the visibility of the interference fringes ${ }^{1}$ ). If we write

$$
\begin{equation*}
\gamma(\tau)=|\gamma(\tau)| \exp [i \varphi(\tau)], \tag{1.4}
\end{equation*}
$$

it is readily seen that $|\gamma(\tau)|$ can be taken as defining the envelope, while $\varphi(\tau)$ gives the phase of the oscillations.

Even for very narrow spectra, it is often possible to employ correlation techniques, such as the Hanbury Brown-Twiss effect, ${ }^{7,8}$ to measure $|\gamma|$, but it would be very difficult to measure $\varphi$.
The question then arises whether knowledge of $|\gamma|$ alone is sufficient to reconstruct the spectral density $g(\omega)$. This is analogous to the well-known phase problem in x-ray diffraction, ${ }^{9}$ and similar problems arise in the theory of image reconstruction ${ }^{10}$ and in the Fock-Krylov formulation of the quantum theory of decay. ${ }^{11}$

When the spectrum is known to be symmetric
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It has been suggested by Wolf ${ }^{12}$ that it may be possible to solve the phase problem also in more general cases, by taking into account the analytic properties of $\gamma(\tau)$ that follow from (1.1) and the nonnegative definiteness condition (1.2).

Since the integral in (1.1) contains only positive frequencies, $\gamma(\tau)$ can be analytically continued as a regular function of $\tau$ in the lower half of the complex $\tau$ plane $I-(\tau)$. The fact that $g(\omega)$ is real implies

$$
\begin{equation*}
\gamma(-\tau)=\gamma^{*}\left(\pi^{*}\right) \tag{1.5}
\end{equation*}
$$

If we assume that the Paley-Wiener condition

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{|\ln | \gamma(\tau)| |}{1+\tau^{2}} d \tau<\infty \tag{1.6}
\end{equation*}
$$

is satisfied, it is possible to express the phase $\varphi(\tau)$ in terms of $\ln |\gamma(\tau)|$ by a dispersion relation ${ }^{12}$

$$
\begin{equation*}
\varphi(\tau)=\varphi_{M}(\tau)+\varphi_{B}(\tau), \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{M}(\tau)=\frac{2}{\pi} \tau P \int_{0}^{\infty} \frac{\ln \left|\gamma\left(\tau^{\prime}\right)\right|}{{\tau^{\prime 2}}^{\prime 2}-\tau^{2}} d \tau^{\prime}, \tag{1.8}
\end{equation*}
$$

the symbol $P$ denoting the Cauchy principal value, and

$$
\begin{equation*}
\varphi_{B}(\tau)=\sum_{n} \arg \left(\frac{\tau-\tau_{n}}{\tau-\tau_{n}^{*}}\right), \tag{1.9}
\end{equation*}
$$

where the sum is extended over all the zeros $\tau_{n}$ of $\gamma(\tau)$ in $I_{-}(\tau)$. This corresponds to the representation

$$
\begin{equation*}
\gamma(\tau)=|\gamma(\tau)| \exp \left[i \varphi_{M}(\tau)\right] \prod_{n}\left(\frac{\tau-\tau_{n}}{\tau-\tau_{n}^{*}}\right) \tag{1.10}
\end{equation*}
$$

The last factor, which represents the contribution from the zeros, is known as a Blaschke product, and we call $\varphi_{B}(\tau)$ the Blaschke phase.
Since $\varphi_{B}(\tau) \geq 0$ with a proper definition of the phase (cf. Sec. II), the function $\varphi_{M}(\tau)$ given by (1.8) represents the minimal phase. Furthermore,

$$
\begin{equation*}
\frac{d \varphi_{B}}{d \tau}=2 \sum_{n} \frac{\operatorname{Im} \tau_{n}}{\left(\tau-\operatorname{Re} \tau_{n}\right)^{2}+\left(\operatorname{Im} \tau_{n}\right)^{2}} \leq 0 \tag{1.11}
\end{equation*}
$$

so that

$$
\begin{equation*}
d \varphi / d \tau \leq d \varphi_{M} / d \tau \tag{1.12}
\end{equation*}
$$

The phase problem is therefore reduced to the determination of the zeros $\tau_{n}$. According to (1.5), if $\tau_{n}$ is a zero, so is $-\tau_{n}^{*}$, so that the distribution of zeros is symmetrical with respect to the imaginary
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It has been conjectured by Wolf ${ }^{12}$ that, for light emitted by ordinary sources, $\gamma(\tau)$ may have no zeros at all in $I_{-}$, or at least in that part of $I_{-}$which would significantly affect the reconstruction of the spectrum. On the other hand, if zeros are present, they should have some physical significance, the understanding of which would be of considerable importance for interference spectroscopy. In the absence of zeros, the solution to the phase problem would be given by the minimal phase.

This conjecture was supported by an explicit calculation of $\gamma(\tau)$ for blackbody radiation. ${ }^{14}$ It was shown that there are no zeros in $I_{-}$in this case, so that knowledge of $|\gamma(\tau)|$ suffices to reconstruct the spectrum, in spite of its not being symmetric.

It has also been shown ${ }^{15}$ that, in the case of complete coherence, i.e., if $|\gamma(\tau)|=1$ for all $\tau$, condition (1.2) leads to a unique solution, namely a perfectly monochromatic beam: $\gamma(\tau)=\exp \left(-i \omega_{0} \tau\right)$.

These examples correspond to extreme cases: a very broad spectrum (blackbody radiation) and an infinitely narrow one (monochromatic radiation). The case of greatest practical interest is that of quasimonochromatic radiation, such as that from an optical maser.

The following questions arise in the quasi-monochromatic case: (i) Are there any zeros? If so: (ii) What is their location? (iii) What is their physical interpretation? (iv) Do they give a significant contribution to the phase or is the minimal phase a good approximation for reconstructing the spectrum?

The present paper is concerned with the investigation of these questions. There are two quite different approaches that may be taken in such an investigation. The first one is to deal with specific classes or examples of quasi-monochromatic spectra given a priori and assumed to be physically realizable. The second and far more ambitious approach would be trying to derive the relevant features of the spectrum from a physical model of the source, taking into account the statistical features implied in the definition of the spectral density. As a further refinement, the effect of the measurement process might also be considered.
Only the first approach is taken here. The classes of spectra that are treated include the Lorentzian and Gaussian line shapes as special cases, and particular

[^210]attention is devoted to them. In all the cases treated, it is shown that there exists a large number of zeros. Their location is determined and their physical interpretation discussed. It turns out, in all these cases, that most of the phase information is contained in the zeros and very little in the minimal phase, so that knowledge of $|\gamma(\tau)|$ alone is not sufficient to reconstruct the spectrum.

The classes of spectra to be considered certainly do not encompass all possible quasi-monochromatic spectra, so that the results need not apply to all cases. However, they indicate that, in general, one cannot expect the minimal phase to be a good approximation to the solution of the phase problem. To determine to what extent these results can be applied to actual light beams, and to make further progress in the solution, a deeper investigation, based on the second approach, would seem necessary.

The distribution of zeros depends not only on the behavior of the spectrum near the main peaks, but also far away from them, and in particular on its behavior near the end points of the region where it is nonvanishing. In Sec. II, we consider quasimonochromatic spectra extending over all frequencies, from zero to infinity. In Sec. III, we consider the case of band-limited spectra, which is of particular importance in connection with the phase problem in $x$-ray diffraction. Some general theorems about the distribution of zeros are given. The main conclusions are summarized in Sec. IV.

## II. QUASI-MONOCHROMATIC SPECTRA

A spectrum is called quasi-monochromatic if the spectral density $g(\omega)$ takes on appreciable values only for

$$
\begin{equation*}
\left|\omega-\omega_{0}\right| \leqslant \delta, \tag{2.1}
\end{equation*}
$$

where $\omega_{0}$ is the midfrequency, and

$$
\begin{equation*}
\epsilon=\delta / \omega_{0} \ll 1 . \tag{2.2}
\end{equation*}
$$

In typical cases, $\epsilon \leqslant 10^{-6}$ for thermal light; for laser light, it can be several orders of magnitude smaller.

We consider in this section several examples of quasi-monochromatic spectra for which $\gamma(\tau)$ has a large number of zeros in $I_{-}$. Before discussing them in detail, we shall give a simple argument that relates the existence of these zeros to some common features of the spectra.

The spectra considered have a (very small) tail extending down to $\omega=0$. In practice, the lowfrequency behavior of the spectrum will be affected by the frequency response of the measuring device, which acts as a bandpass filter. It is largely a matter of taste whether one considers the present model or
that of a band-limited spectrum, treated in Sec. III, as a more faithful representation of an actual situation. We shall see that the basic results are very similar in both cases.

To determine the number of zeros of $\gamma(\tau)$ in $I_{-}$, we apply the well-known theorem ${ }^{16}$ according to which the number of zeros of the regular analytic function $\gamma(\tau)$ within a contour $C$ is

$$
\begin{equation*}
N=\Delta_{C} \arg \gamma(\tau) / 2 \pi \tag{2.3}
\end{equation*}
$$

where $\Delta_{C} \arg \gamma$ denotes the variation of $\arg \gamma$ round the contour $C$. We take as contour $C$ the segment $-T \leq \tau \leq T$ of the real axis, closed by a half-circle of radius $T$ in $I_{-}(\tau)$, where $T \rightarrow \infty$.

Let us rewrite (1.1) as

$$
\begin{equation*}
\gamma(\tau)=\exp \left(-i \omega_{0} \tau\right) \int_{-\omega_{0}}^{\infty} g\left(\omega_{0}+\eta\right) \exp (-i \tau \eta) d \eta \tag{2.4}
\end{equation*}
$$

According to (2.1) and (2.2), during the time interval for which $\gamma(\tau)$ is appreciable, i.e., for $|\tau| \leqslant \tau_{0}$, with

$$
\begin{equation*}
\tau_{0} \nRightarrow \tau_{c}=\delta^{-1} \tag{2.5}
\end{equation*}
$$

where $\tau_{c}$ is the coherence time, the integral in (2.4) is a slowly varying function as compared with the exponential factor, so that most of the phase variation is given by this factor:

$$
\begin{equation*}
\Delta \arg \gamma(\tau) \approx-\omega_{0} \Delta \tau \quad\left(-\tau_{0} \leqslant \tau \leqslant \tau_{0}\right) \tag{2.6}
\end{equation*}
$$

The asymptotic behavior of $\gamma(\tau)$ for very large times depends on the behavior of $g(\omega)$ for $\omega \rightarrow 0$. We assume for the sake of simplicity that

$$
\begin{equation*}
g(\omega) \approx A \omega^{\alpha} \quad \text { for } \quad \omega \rightarrow 0 \tag{2.7}
\end{equation*}
$$

where $\alpha \geq 0$ and $A$ are constants. It then follows from the Abelian theorem on the asymptotic behavior of Laplace (Fourier) transforms ${ }^{17}$ that
$\gamma(\tau) \sim A \Gamma(\alpha+1) /(i \tau)^{\alpha+1}$ for $|\tau| \rightarrow \infty$ in $I_{-}$.
Thus, for sufficiently large times, we no longer have oscillatory behavior, but only a slowly varying (algebraic) decay. It follows from (2.8) that the variation of $\arg \gamma$ around the half-circle of radius $T$, for $T \rightarrow \infty$, is

$$
\begin{equation*}
\Delta \arg \gamma(\tau)=-(\alpha+1) \Delta \arg \tau=(\alpha+1) \pi \tag{2.9}
\end{equation*}
$$

If we now assume that the transition from oscillatory behavior to the asymptotic behavior (2.8) takes place smoothly, for $\tau \geqslant \tau_{0}$, without introducing large additional phase variations, it follows
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\[

$$
\begin{equation*}
N \sim\left(\omega_{0} \tau_{0} / \pi\right)-\frac{1}{2}(\alpha+1) \tag{2.10}
\end{equation*}
$$

\]

According to (2.5) and (2.2),

$$
\begin{equation*}
\omega_{0} \tau_{0} \geqslant \omega_{0} \tau_{c} \sim \omega_{0} / \delta=\epsilon^{-1} \tag{2.11}
\end{equation*}
$$

and we have, typically, $\epsilon^{-1} \geqslant 10^{6}$. Thus, unless $\alpha$ is also of this order of magnitude in (2.7), the number of zeros $N$ is very large. We assume that $\alpha$ is much smaller; in fact, $\alpha=0$ in the examples to be considered, but nothing would be essentially changed if we took $\alpha \gg 1$, provided that $\alpha \ll \epsilon^{-1}$.

It should be emphasized that the above result gives only an order-of-magnitude estimate of the number of zeros, based on the assumption that there are no compensating phase changes for $|\tau| \geqslant \tau_{0}$. This assumption is verified in the examples discussed below. The large number of zeros then arises from the large phase change that takes place within a few coherence times. It is by no means implied, however, that the same result is valid for any arbitrary quasi-monochromatic spectrum.

Within this approximation, one can also say something about the distribution of zeros: most of them must be located within a half-circle with radius of the order of $\tau_{0}$, centered at the origin. To see this, it suffices to take $T \sim \tau_{0}$ in the contour $C$ considered above.

To find out more about the location of the zeros and their effect on the phase of $\gamma(\tau)$, we now turn to specific examples.

Example 1: Lorentzian Peak. This corresponds to taking

$$
\begin{equation*}
g(\omega)=B \delta /\left[\left(\omega-\omega_{0}\right)^{2}+\delta^{2}\right] \tag{2.12}
\end{equation*}
$$

in (1.1). This spectrum is usually associated with the emission of a single line. The constant $B$ is determined by the normalization condition (1.3), which gives $B \approx 1 / \pi$ for $\epsilon=\delta / \omega_{0} \ll 1$; we take $B=1 / \pi$ for simplicity.

Let us investigate the behavior of $\gamma(\tau)$ in $I_{-}(\tau)$. According to the symmetry relation (1.5), it suffices to consider the behavior in the fourth quadrant. Substituting (2.12) in (2.4), and introducing the dimensionless variables

$$
\begin{equation*}
\omega_{0} \tau=z=x+i y, \quad \epsilon=\delta / \omega_{0} \tag{2.13}
\end{equation*}
$$

we find

$$
\begin{equation*}
\gamma(z)=\frac{\epsilon}{\pi} e^{-i z} \int_{-1}^{\infty} \frac{e^{-i u z}}{u^{2}+\epsilon^{2}} d u \tag{2.14}
\end{equation*}
$$

The evaluation of this integral is undertaken in Appendix A.

The behavior of $\gamma(z)$ for $|z| \ll 1$ follows from (A3)(A6):

$$
\begin{align*}
\gamma(z)= & 1+(i \epsilon / \pi) z \ln z \\
& \quad-i\left\{1+(\epsilon / \pi)\left[1-C-\frac{1}{2} i \pi-\frac{1}{2} \ln \left(1+\epsilon^{2}\right)\right]\right\} z \\
& +O\left(z^{2} \ln z\right) \quad(|z| \ll 1) . \quad(2.15) \tag{2.15}
\end{align*}
$$

For $|z| \gg 1$, employing (A7), we find

$$
\begin{align*}
& \gamma(z)=e^{-i z-\epsilon z}-\left[i \epsilon / \pi\left(1+\epsilon^{2}\right) z\right] \\
& \times\left\{1-\left[2 i /\left(1+\epsilon^{2}\right) z\right]+O\left(z^{-2}\right)\right\} \\
& \quad \text { for } z \in 1,|z| \gg 1 \tag{2.16}
\end{align*}
$$

For $z \in 2$, the first term on the right-hand side is to be omitted (regions 1 and 2 are defined in Appendix A).

In particular, along the positive real axis ( $z=$ $x>0),(2.16)$ gives the behavior of $\gamma(\tau)$ for times much larger than the mean period $\left(\tau \gg \omega_{0}^{-1}\right)$. The first term has the familiar exponentially decaying behavior associated with the Lorentzian spectrum, with lifetime $\tau_{c}=\delta^{-1}$ (coherence time). The remaining terms represent corrections to the exponential decay law, arising from the restriction of (1.1) to positive frequencies only. The correction terms decay much more slowly than the exponential, following an inverse power law, so that they must ultimately become dominant.

According to (2.16), the transition from one decay law to the other takes place for $\exp \left(-\epsilon x_{0}\right) \approx\left(\pi x_{0}\right)^{-1} \epsilon$ or, since $\epsilon \lll 1$, for

$$
\begin{equation*}
x=x_{0} \approx \epsilon^{-1} \ln \left(\pi \epsilon^{-2}\right) \tag{2.17}
\end{equation*}
$$

Thus, the transition time is given by $\tau_{0} \sim \ln \left(\pi \epsilon^{-2}\right) \tau_{c}$, which agrees with (2.11). For $\epsilon \leqslant 10^{-6}$, we find $\tau_{0}>30 \tau_{c}$, so that the degree of coherence would be unobservable, in practice, for $\tau>\tau_{0}$.

The nonexponential nature of the decay law for very large times as a consequence of the one-sidedness of the spectrum is a well-known effect in the decay of unstable particles. ${ }^{11,18-20}$

Let us now determine the zeros of $\gamma(z)$ in the fourth quadrant. It is readily seen that there are no zeros with $|z| \leqslant 1$ and no zeros in region 2 , so that it suffices to consider $|z| \gg 1$ in the region 1 . For $\epsilon \ll 1$, according to (2.16), the zeros are approximately given by the roots

$$
\begin{gather*}
z_{n}=x_{n}+i y_{n}=r_{n} \exp \left(i \theta_{n}\right) \quad\left(-\frac{1}{2} \pi<\theta_{n} \leq 0\right) \\
\text { of } \quad \exp (-i z-\epsilon z)=i \epsilon /(\pi z)
\end{gather*}
$$
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Fig. 1. The zeros of the complex degree of coherence for a Lorentzian peak. - -zeros.

Equating modulus and phase of both sides, we get

$$
\begin{array}{r}
\epsilon x-y=\ln (\pi / \epsilon)+\frac{1}{2} \ln \left(x^{2}+y^{2}\right), \quad(2.1 \\
x_{n}+\epsilon y_{n}=2 n \pi-\frac{1}{2} \pi+\theta_{n} \quad(n=1,2,3, \cdots) . \tag{2.20}
\end{array}
$$

The zeros ${ }^{21}$ are located at the intersections of the curve (2.19), drawn in full line in Fig. 1, with the family of curves (2.20), drawn in broken line in Fig. 1. They are approximately equally spaced, with spacing $|\Delta z| \sim 2 \pi$. The total number of zeros $N$ is given by

$$
\begin{equation*}
N \sim x_{0} / \pi \approx-2(\pi \epsilon)^{-1} \ln \epsilon \gg x_{c}=\epsilon^{-1} \tag{2.21}
\end{equation*}
$$

in agreement with (2.10).
For $x \leqslant x_{c}$, the zeros are relatively far from the real axis, but a large number of them falls within this interval, so that they can have a large effect on the phase of the degree of coherence. This indeed happens, as will now be seen.

The evaluation of the minimal phase $\varphi_{M}(x)$ is carried out in Appendix B. The results are contained in (B5)-(B7), and they are represented by the curve in broken line in Fig. 2.

The actual phase $\varphi(x)$ is given by ( B 8$)-(\mathrm{B} 10)$ and it is represented by the curve in full line in Fig. 2. The only points it has in common with $\varphi_{M}(x)$ are the


Fig. 2. Behavior of the actual phase (-) and the minimal phase (---) for a Lorentzian peak.

[^213]vertical tangent at $x=0$ and the asymptotic limit $-\frac{1}{2} \pi$ as $x \rightarrow \infty$ (however, $\varphi$ approaches this limit much faster than $\varphi_{M}$ ). The nearly linear behavior of $\varphi(x)$ up to $x \sim x_{0}$ is due to the near symmetry of the spectrum. Note that $\varphi_{M} \leq \varphi$ and $d \varphi_{M} / d x \geq d \varphi / d x$, in agreement with (1.12).

Since $\varphi$ and $\varphi_{M}$ have very little in common, most of the phase information must be contained in the Blaschke phase $\varphi_{B}$. How does this affect the reconstruction of the spectrum?

It follows from (1.1) and (1.5) that

$$
\begin{equation*}
g(\omega)=\frac{1}{\pi} \operatorname{Re} \int_{0}^{\infty}|\gamma(\tau)| \exp [i \varphi(\tau)+i \omega \tau] d \tau \tag{2.22}
\end{equation*}
$$

Let $g_{M}(\omega)$ denote the function obtained when $\varphi(\tau)$ is replaced by $\varphi_{M}(\tau)$ in the above integral. According to (2.16), the main contribution to the integral arises from $x \ll x_{0}$, so that, by (B5),

$$
\begin{equation*}
\varphi_{M}(x) \approx(2 \epsilon / \pi)\left[x \ln x-\left(1+\ln x_{0}\right) x+O\left(x^{3} / x_{0}^{3}\right)\right] \tag{2.23}
\end{equation*}
$$

The coefficient of the linear term determines the center frequency of the peak. By comparison with (B9), we see that there is a large frequency shift. However, we can always assume that the center frequency is independently measured and adjusted. We are interested mainly in the shape of the peak, which depends on the curvature of the phase, rather than its slope.

The shape will be distorted mainly by the first term of (2.23). This term has a large curvature and gives rise to a large phase variation in the interval ( $0, x_{c}$ ), so that it should produce appreciable distortion.

This is confirmed by a numerical evaluation, as shown in Fig. 3, where $g(\omega)$ (curve in full line) and $g_{M}(\omega)$ (curve in broken line) are plotted ${ }^{22}$ as a function of $\left(\omega-\omega_{0}\right) / \delta$. The results were adjusted so that the maxima of the two peaks would coincide.

Although the height and half-width of the peak in $g_{M}(\omega)$ do not differ too much from the correct values, there is considerable distortion. It would be a far better approximation in this case to omit the minimal phase altogether, employing only the phase factor $\exp \left(-i \omega_{0} t\right)$ corresponding to the center frequency.

It should be stressed that the term in the minimal phase that is mainly responsible for the distortion [first term of (2.23)] arises precisely from the range of values of $x$ in the dispersion integral [first integral of (B1)] where the exponential decay law is approximately valid, i.e., where $|\gamma(x)|$ would be measurable
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Fig. 3. The functions $g(\omega)(-)$ and $g_{M}(\omega)(---)$ as a function of $\left(\omega-\omega_{0}\right) / \delta$.
in practice. This result therefore depends only on the Lorentzian shape of the spectrum in the neighborhood of the peak, and is insensitive to the low-frequency behavior.

We conclude that the reconstruction procedure by means of the minimal phase would lead to incorrect results in the present example.

Example 2: Gaussian Peak. Let us now take

$$
\begin{equation*}
g(\omega)=B \exp \left\{-\left[\left(\omega-\omega_{0}\right) / 2 \delta\right]^{2}\right\} \tag{2.2}
\end{equation*}
$$

which might be regarded as a representation of a Doppler-broadened spectral line. Again with $\epsilon=$ $\delta / \omega_{0} \ll 1$, the normalization condition (1.3) gives $B \approx\left(2 \pi^{\frac{1}{2}} \delta\right)^{-1}$.

The corresponding function $\gamma(z)$ is given by (C1) (cf. Appendix C). Taking into account the asymptotic expansion of the error function, ${ }^{19}$ we find

$$
\begin{array}{r}
\gamma(z) \approx \exp \left(-i z-\epsilon^{2} z^{2}\right)+\frac{\exp \left[-\left(4 \epsilon^{2}\right)^{-1}\right]}{2 i\left(\pi^{\frac{1}{2}}\right)(\epsilon z+i / 2 \epsilon)} \\
\times\left[1+\frac{1}{2(\epsilon z+i / 2 \epsilon)^{2}}+\cdots\right] \\
\quad \text { for } \operatorname{Im} z>-\left(2 \epsilon^{2}\right)^{-1} \tag{2.25}
\end{array}
$$

This approximation is valid, in particular, along the real axis. Thus, $\gamma(x)$ decays according to a Gaussian law which, for very large times, is replaced by an
inverse power law, in agreement with (2.8). The transition between the two types of behavior takes place for $x \sim x_{0}$, where

$$
\begin{equation*}
x_{0}=\left(2 \epsilon^{2}\right)^{-1} \gg x_{c}=\epsilon^{-1} . \tag{2.26}
\end{equation*}
$$

According to (C1)-(C4), the zeros of $\gamma(z)$ in the fourth quadrant of the $z$ plane are approximately given by

$$
\begin{align*}
& z_{n} \approx-\frac{i}{2 \epsilon^{2}}+\frac{e^{i \pi / 4}}{\epsilon}\left[\left(2 n-\frac{1}{4}\right) \pi\right]^{\frac{1}{2}} \\
& \times \exp \left\{-i \frac{\ln \left[2 \pi\left(2 n-\frac{1}{4}\right)^{\frac{1}{2}}\right]}{2 \pi\left(2 n-\frac{1}{4}\right)}\right\} . \tag{2.27}
\end{align*}
$$

The distribution of zeros is shown in Fig. 4. The distance between two successive zeros decreases as $n^{-\frac{1}{2}}$, in contrast with the uniform spacing found in Fig. 1. The total number of zeros is again given by (2.10).

For $x \leqslant x_{c}$, the zeros are far from the real axis and far apart. This suggests that the minimal phase may be a better approximation here than in the previous example. This is confirmed by the expressions for $\varphi_{M}(x)$ and $\varphi(x)$, given in (C6)-(C9).

If we replace $\varphi$ by $\varphi_{M}$ in (2.22), the reconstructed spectrum will be approximately Gaussian, although the center frequency still suffers a large shift. Thus, assuming the center frequency to be independently adjusted, we get a reasonably good approximation to the spectrum. However, we would again get a better approximation by omitting the minimal phase altogether, since the correction to the linear term in (C6) is entirely different from that in (C8).

Example 3: A Pair of Lorentzian Peaks. The examples hitherto considered correspond to nearly symmetric spectra. Since the phase problem becomes trivial for an exactly symmetric spectrum (cf. Sec. III), it is of interest to consider also larger departures


Fig. 4. The zeros of the complex degree of coherence for a Gaussian peak. - -zeros.
from symmetry. For this purpose, let us take

$$
\begin{equation*}
g(\omega)=\frac{B \delta}{2 \pi}\left[\frac{1+\alpha}{\left(\omega-\omega_{1}\right)^{2}+\delta^{2}}+\frac{1-\alpha}{\left(\omega-\omega_{2}\right)^{2}+\delta^{2}}\right] \tag{2.28}
\end{equation*}
$$

This spectrum corresponds to a pair of Lorentzian peaks, centered at $\omega_{1}$ and $\omega_{2}$, and taken, for simplicity, to have the same width $\delta$. Their intensity ratio is $(1+\alpha) /(1-\alpha)$. For definiteness, we take $\omega_{1}<\omega_{2}$ and $0 \leq \alpha<1$. The asymmetry is measured by $\alpha$. Let us also introduce the dimensionless parameters

$$
\begin{gather*}
z=\frac{1}{2}\left(\omega_{1}+\omega_{2}\right) \tau, \quad \epsilon=\frac{2 \delta}{\omega_{1}+\omega_{2}} \ll 1, \\
\beta=\frac{\omega_{2}-\omega_{1}}{\omega_{2}+\omega_{1}} \ll 1 . \tag{2.29}
\end{gather*}
$$

Then, it follows immediately from (2.16) that

$$
\begin{array}{r}
\gamma(z) \approx B\left\{\frac{1}{2} e^{-i z-c z}\left[(1+\alpha) e^{i \beta z}+(1-\alpha) e^{-i \beta z}\right]-\frac{i \epsilon}{\pi z}\right\} \\
\text { for } z \in 1,|z| \gg 1 . \tag{2.30}
\end{array}
$$

The zeros can be obtained by equating modulus and phase of both sides, as in Example 1. We find a family of curves (shown in broken line in Fig. 5) similar to those in (2.20), but the curve corresponding to (2.19) (shown in solid line in Fig. 5) has a different behavior. It has been drawn in Fig. 5 for the case of two well-separated peaks, $\beta \gg \epsilon$, and we have also assumed that $\beta \ln \left(\epsilon^{-1}\right) \gg 1$. The curve is tangent to that of Fig. 1 (shown in dash-and-dotted line in Fig. 5) at the points $x_{j}=j \pi / \beta(j=0,1,2, \cdots)$.
The oscillations of this curve, which are reflected in the positions of the zeros, correspond to beats between the center frequencies of the two peaks. The beat frequency is measured by the parameter $\beta$. In the limiting case of two identical, infinitely narrow lines, all the zeros would be located on the real axis, at the points $x_{j}^{\prime}=\left(j+\frac{1}{2}\right) \pi / \beta(j=0,1,2, \cdots)$.

The amplitude of the oscillations is determined by the asymmetry parameter $\alpha$. It is largest for $\alpha=0$ (two identical peaks) and it vanishes, as it must, for $\alpha=1$ (single peak).
The explicit evaluation of the minimal phase is more difficult in the present example. However, it


Fig. 5. The zeros of the complex degree of coherence for a pair of Lorentzian peaks. --zeros.
should be clear, by comparing Fig. 5 with Fig. 1, that the Blaschke phase must be even more significant here, since the zeros are located closer to the real axis. The shape and asymmetry of the spectrum are directly reflected in the distribution of zeros, so that most of the information must be contained in the Blaschke phase, and not in the minimal phase.

## III. BAND-LIMITED SPECTRA

If we assume that the bandpass filtering effect of the measuring device can be adequately represented by a sharp cutoff, the resulting spectrum is bandlimited:

$$
\begin{equation*}
g(\omega)=0 \text { for }\left|\omega-\omega_{0}\right|>a \tag{3.1}
\end{equation*}
$$

where $2 a$ is the bandwidth and $\omega_{0}$ is the central frequency of the band. This case is also of considerable importance in connection with the phase problem in x-ray scattering, ${ }^{9}$ where the band limitation is due to the finite size of the crystal.
According to (1.1) and (3.1),

$$
\begin{align*}
\gamma(\tau) & =\int_{\omega_{0}-a}^{\omega_{0}+a} g(\omega) \exp (-i \omega \tau) d \omega \\
& =\exp \left(-i \omega_{0} \tau\right) G(\omega), \tag{3.2}
\end{align*}
$$

where

$$
\begin{equation*}
G(\tau)=\int_{-a}^{a} g\left(\omega_{0}+u\right) e^{-i u \tau} d u \tag{3.3}
\end{equation*}
$$

We assume that $(-a, a)$ are the effective cutoff points in (3.3), so that the domain of integration cannot be reduced without altering the value of the integral.

It then follows from (3.3) and the Paley-Wiener theorem ${ }^{23}$ that $G(\tau)$ is an entire function of exponential order 1 and type $a$, i.e.,

$$
\begin{equation*}
|G(\tau)| \leq A \exp (a|\tau|) \tag{3.4}
\end{equation*}
$$

as $|\tau| \rightarrow \infty$ in any direction.
If we make the additional assumption that the spectrum is symmetric, i.e., $g\left(\omega_{0}-u\right)=g\left(\omega_{0}+u\right)$, Eq. (3.3) becomes

$$
\begin{align*}
G(\tau) & =2 \int_{0}^{a} g\left(\omega_{0}+u\right) \cos (u \tau) d u \\
& =G(-\tau)= \pm|\gamma(\tau)| \tag{3.5}
\end{align*}
$$

Thus, apart from a sign factor, the phase of $\gamma(\tau)$ is given just by the factor $\exp \left(-i \omega_{0} \tau\right)$ in (3.2). The sign may be determined by arguments of physical plausibility, so that knowledge of $|\gamma|$ and $\omega_{0}$ would enable us to reconstruct the spectrum in this case, by taking the inverse cosine transform of (3.5).
This does not imply, however, that $\gamma(\tau)$ has no

[^215]zeros for symmetric spectra; on the contrary, it follows from (3.5) that it has an infinite number of them. In fact, since $G(-\tau)=G(\tau)$, we see that $G(\tau)$ is an entire function of $\tau^{2}$ of order $\frac{1}{2}$ [according to (3.4)], and an entire function of nonintegral order has an infinite set of zeros. ${ }^{24}$ According to Theorem 1 below, this result is valid for any band-limited spectrum, symmetric or not. For a symmetric spectrum, according to (3.5), the distribution of zeros is symmetric not only with respect to the imaginary axis, but also with respect to the real axis: if $\tau_{j}$ is a zero, so are $-\tau_{j}^{*},-\tau_{j}$ and $\tau_{j}^{*}$.

The zeros of entire functions of the form (3.2) have been investigated by several authors. ${ }^{25-27}$ We quote below some of the most significant results that have been found, adapted to the present case.

The following theorems have been proved by Titchmarsh ${ }^{26}$ :

Theorem 1: The function $\gamma(\tau)$ given by (3.2) has an infinite set of zeros.

Let $\tau_{1}=t_{1} \exp \left(i \theta_{1}\right), \tau_{2}=t_{2} \exp \left(i \theta_{2}\right), \cdots$ be the zeros, arranged in order of increasing modulus: $0<t_{1} \leq t_{2} \leq \cdots$ (according to (1.5), this implies that the zeros $\tau_{n}$ and $-\tau_{n}^{*}$ will always be paired together).

Theorem 2: The series $\sum_{n=1}^{\infty} t_{n}^{-1}$ is divergent, but $\sum_{n=1}^{\infty} t_{n}^{-1} \sin \theta_{n}$ is absolutely convergent.

This implies that the zeros tend to be located near the real axis for large $n$. Note that, since $\tau_{n}$ and $-\tau_{n}^{*}$ are paired together,

$$
\begin{equation*}
\sum_{n} t_{n}^{-1} \sin \theta_{n}=i \sum_{n} \tau_{n}^{-1} \tag{3.6}
\end{equation*}
$$

Theorem 3: If $n(t)$ denotes the number of zeros having $|\tau| \leq t$, we have

$$
\begin{equation*}
n(t) \approx 2 a t / \pi \quad \text { as } \quad t \rightarrow \infty \tag{3.7}
\end{equation*}
$$

Thus, the spacing between two adjacent zeros must approach $\pi / a$ for large $n$.

## Theorem 4: We have

$$
\begin{equation*}
\gamma(\tau)=\exp \left(-i \omega_{0} \tau\right) \prod_{n=1}^{\infty}\left(1-\frac{\tau}{\tau_{n}}\right) \tag{3.8}
\end{equation*}
$$

where the product is extended over all the zeros. Furthermore, we have the sum rule

$$
\begin{equation*}
\sum_{n=1}^{\infty} \tau_{n}^{-1}=-i \omega_{0}-\gamma^{\prime}(0)=-i\left(\omega_{0}+\bar{\omega}\right) \tag{3.9}
\end{equation*}
$$

[^216]where
\[

$$
\begin{equation*}
\bar{\omega}=\int_{\omega_{0}-a}^{\omega_{0}+a} \omega g(\omega) d \omega \tag{3.10}
\end{equation*}
$$

\]

in the mean frequency. This gives the sum of the series (3.6).

The product expansion (3.8) is simpler than the Hadamard canonical product representation employed in Ref. 9. This expansion brings out the artificial character of the separation (1.7) into minimal phase and Blaschke phase in the present case.
In fact, since $\gamma(\tau)$ is now an entire function, there is no reason to assign a preferential role either to the lower or to the upper half-plane. If we arbitrarily decide to split the phase into a Blaschke phase associated with the zeros in $I_{-}(\tau)$ and a minimal phase, as in (1.10), it is clear, by comparison with (3.8), that the minimal phase corresponds to just another Blaschke product, involving also the zeros in the upper half-plane $I_{+}(\tau)$.

Thus, all the zeros, both in $I_{+}$and in $I_{-}$, are relevant to the phase problem. It has been shown by Walther ${ }^{10}$ (cf. also Ref. 9) that, given $|\gamma(\tau)|$, the positions of all the zeros $\tau_{n}$ are determined up to a reflection on the real axis. All possible solutions differ only by "zero flips" of the type $\tau_{n} \rightarrow \tau_{n}^{*}$ (accompanied by $-\tau_{n}^{*} \rightarrow$ $-\tau_{n}$ for the other member of the zero pair, in order to preserve the symmetry relation (1.5)). This result is essentially due to the fact that a Blaschke factor $\left(\tau-\tau_{n}\right) /\left(\tau-\tau_{n}^{*}\right)$ introduces a pole in the opposite half-plane, unless $\tau_{n}^{*}$ also is a zero; for a representation restricted to a half-plane, this would not matter, but here $\gamma(\tau)$ is an entire function.

So far no use has been made of the nonnegative definiteness condition (1.2). This condition entails new restrictions on the distribution of zeros, as illustrated by the following theorems ${ }^{25}$ :

Theorem 5: If $g(\omega) \geq 0$ is a nonincreasing (nondecreasing) function, all the zeros of $\gamma(\tau)$ have positive (negative) imaginary part, except possibly when $g(\omega)$ is piecewise constant. ${ }^{28}$

An example is

$$
\begin{equation*}
g(\omega)=A \exp (b \omega) \tag{3.11}
\end{equation*}
$$

in (3.2). The corresponding zeros are

$$
\begin{equation*}
\tau_{n}=(n \pi / a)-i b \tag{3.12}
\end{equation*}
$$

This can also be taken as an illustration of the "zero

[^217]flip" ambiguity: $A \exp (b \omega)$ and $A \exp (-b \omega)$ give rise to complex conjugate zeros, but to the same value of $|\gamma(\tau)|$. More generally, $|\gamma(\tau)|$ does not allow us to distinguish between $g(\omega)$ and the "inverted" spectrum $g\left(2 \omega_{0}-\omega\right)$.

Theorem 6: If $g(\omega) \geq 0$ is continuous and (except perhaps at a finite number of points) differentiable, and if

$$
\begin{equation*}
\alpha \leq-g^{\prime}(\omega) / g(\omega) \leq \beta \quad\left(\omega_{0}-a<\omega<\omega_{0}+a\right) \tag{3.13}
\end{equation*}
$$

then, all the zeros of $\gamma(\tau)$ lie in the open strip

$$
\begin{equation*}
\alpha<\operatorname{Im} \tau<\beta \tag{3.14}
\end{equation*}
$$

the only exception being the example (3.11) (for which the strip reduces to the line $\operatorname{Im} \tau=-b$ ).
The result contained in Theorem 3 can be made more precise by specifying the behavior of $g(\omega)$ near the endpoints of the interval ( $\left.\omega_{0}-a, \omega_{0}+a\right)$, which determines the asymptotic behavior of the Fourier integral ${ }^{29}$ (3.2), and consequently also the asymptotic distribution of zeros. As an example, we have ${ }^{27}$

Theorem 7: If $g(\omega)$ is continuous within the interval ( $\omega_{0}-a, \omega_{0}+a$ ) and $g\left(\omega_{0} \pm a\right) \neq 0$, and if $g^{\prime}(\omega)$ is integrable, the zeros of $\gamma(\tau)$ are asymptotically given by

$$
\begin{equation*}
\tau_{n} \approx \frac{n \pi}{a}+\frac{i}{2 a} \ln \left[\frac{g\left(\omega_{0}-a\right)}{g\left(\omega_{0}+a\right)}\right]+\epsilon_{n} \tag{3.15}
\end{equation*}
$$

where $\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$.
It is clear from Theorems 3 and 7 that the asymptotic distribution of zeros is determined by the properties of the cutoff, and therefore contains no information about the shape of $g(\omega)$ within the interval ( $\omega_{0}-a, \omega_{0}+a$ ). This information must be contained in the zeros that are located closer to the origin. ${ }^{30}$

As an illustration of these results, we close this section by reconsidering the example of a Gaussian peak, but now with band limitation:

## Example 4: Band-Limited Gaussian Peak. Let

$$
\begin{align*}
g(\omega) & =\frac{B}{2\left(\pi^{\frac{1}{2}}\right) \delta} \exp \left[-\left(\frac{\omega-\omega_{0}}{2 \delta}\right)^{2}\right] \quad\left(\left|\omega-\omega_{0}\right|<a\right) \\
& =0 \quad\left(\left|\omega-\omega_{0}\right|>a\right) \tag{3.16}
\end{align*}
$$

Since this is a symmetric spectrum, the corresponding phase problem is trivial, but we are interested only in the distribution of zeros. We assume that the band-

[^218]width is much larger than the width of the peak, so that
\[

$$
\begin{equation*}
\chi=\delta / a \ll 1 \tag{3.17}
\end{equation*}
$$

\]

Introducing the dimensionless variable

$$
\begin{equation*}
a \tau=\zeta=\xi+i \eta \tag{3.18}
\end{equation*}
$$

we find, similarly to (2.25),

$$
\begin{align*}
& \begin{array}{l}
\gamma(\tau) \approx B \exp \left(-i \omega_{0} \tau\right)\left\{\exp \left(-\chi^{2} \zeta^{2}\right)+\frac{\exp \left(-\frac{1}{2} \xi_{0}\right)}{2 i\left(\pi^{\frac{1}{2}}\right)}\right. \\
\left.\qquad \times\left[\frac{\exp (i \zeta)}{\chi \zeta+(i / 2 \chi)}-\frac{\exp (-i \zeta)}{\chi \zeta-(i / 2 \chi)}\right]\right\} \\
\text { for } \eta>-\xi_{0},
\end{array} \\
& \text { where } \quad \text { (3) } \tag{3.19}
\end{align*}
$$

$$
\begin{equation*}
\xi_{0}=\left(2 \chi^{2}\right)^{-1} \tag{3.20}
\end{equation*}
$$

For $\eta<-\xi_{0}$, the first term within the curly brackets is to be omitted, so that there are no zeros in this region. All the zeros are contained within the strip $|\eta|<\xi_{0}$, in agreement with Theorem 6. The distribution of zeros is symmetric with respect to both the real and the imaginary axis, so that it suffices to consider $\zeta$ in the fourth quadrant.

Within the strip, for $|\zeta| \ll \xi_{0}$, we find, just as in (2.27), that the zeros are located very close to

$$
\begin{align*}
\zeta_{n}= & -\frac{i}{2 \chi^{2}}+\frac{e^{i \pi / 4}}{\chi}\left[\left(2 n-\frac{1}{4}\right) \pi\right]^{\frac{1}{2}} \\
& \times \exp \left\{-i \frac{\ln \left[2 \pi\left(2 n-\frac{1}{4}\right)^{\frac{1}{4}}\right]}{2 \pi\left(2 n-\frac{1}{4}\right)}\right\} \quad\left(\left|\zeta_{n}\right| \ll \xi_{0}\right) . \tag{3.21}
\end{align*}
$$

Their distribution is very similar to that shown in Fig. 4, with the variables appropriately relabeled.

On the other hand, for $|\zeta| \gg \xi_{0}$, the zeros are located on the real axis, very close to the points

$$
\begin{equation*}
\zeta_{n}=n \pi \tag{3.22}
\end{equation*}
$$

in agreement with Theorem 7.
These results also illustrate the remarks about the role of "distant" and "nearby" zeros. It is clear that information about the shape of the spectrum is contained primarily in the zeros (3.21), and not in the distant zeros (3.22).

Finally, expressing the zeros in terms of the variable $z=\omega_{0} \tau=\omega_{0} \zeta / a$, we see that (3.21) differs from (2.27) only by the replacement: $\left(2 \epsilon^{2}\right)^{-1} \rightarrow(2 \epsilon \chi)^{-1}$. Thus, if the admitted band extends down to frequencies well below $\omega_{0}(\chi \sim \epsilon)$, the distribution of nearby zeros is almost unaffected by the cutoff, in agreement with the remarks made at the beginning of Sec. II.

## IV. CONCLUSION

In all the examples of quasi-monochromatic spectra that have been considered here, it has been found that $\gamma(\tau)$ has a large number of zeros. Their location has
been determined and it has been shown that they play an important role in the phase problem. The spectral reconstruction procedure based on the minimal phase does not lead to satisfactory results in these cases.

What is the physical interpretation of the zeros that have been found? For spectra with a single peak, the behavior of the degree of coherence from $\tau=0$ up to several coherence times is determined mainly by the behavior of the spectrum in the neighborhood of the peak. This is the region ordinarily accessible to experiment; it corresponds to the domain of validity of the exponential or Gaussian decay law in Examples 1 and 2, respectively. However, this domain is limited by the restriction of the spectrum to positive frequencies. The asymptotic behavior of $\gamma(\tau)$ for $\tau \gg \tau_{c}$ is determined by the low-frequency behavior of the spectrum.

The zeros that have been found in this case arise from the interference between the initial and the asymptotic decay laws, so that they depend both on the shape of the peak and on the low-frequency behavior. The latter affects most strongly the distribution of distant zeros.

In the case of multiple peaks, as in Example 3, the beats arising from the combination frequencies give rise to zeros close to the real axis; in the limiting case of infinitely narrow lines, these zeros must tend to the real axis.

For band-limited spectra, there is an infinite number of zeros in the $\tau$ plane, but only the nearby ones contain information about the shape of the spectrum. The distant zeros arise from the band limitation and depend mainly on the behavior of the spectrum near the end points of the band. In this case, there is no reason to give a preferred role to either the lower or the upper half-plane, so that the splitting into minimal phase and Blaschke phase seems quite artificial.
As was emphasized in the Introduction, the above results need not apply to arbitrary quasi-monochromatic spectra. It is even possible to construct examples of such spectra ${ }^{51}$ for which $\gamma(\tau)$ does not have any zeros in $I_{-}(\tau)$. The assumptions that led to the existence of a large number of zeros in the examples considered here have already been discussed in Sec. II.

In particular, changes in the low-frequency behavior of the spectrum can modify considerably the distribution of zeros. This is related to the well-known fact that small changes in the value of a function on the real axis can produce a large effect on its analytic continuation into the complex plane.

[^219]On the other hand, the minimal phase depends only on the behavior of $|\gamma(\tau)|$ along the real axis. Changes in the low-frequency behavior of $g(\omega)$ affect mainly the asymptotic behavior of $\gamma(\tau)$ for very large $\tau$, where it would not be measurable in practice. We have seen in Example 1 that it is precisely the domain where $\gamma(\tau)$ is measurable that gives rise to distortions in the spectral reconstruction by means of the minimal phase; this result is independent of the low-frequency behavior.

One can make the dispersion relation less sensitive to the high- $\tau$ behavior by making additional subtractions at $\tau=0$. However, this would require knowledge of higher-order moments of the spectrum (e.g., the mean frequency, for one subtraction). While this should improve the accuracy of the reconstruction, there is no reason to believe that the subtracted minimal phase would be a useful approximation to the remainder.
As was mentioned in the Introduction, a more ambitious approach would be to attempt a theoretical derivation of the spectrum associated with a given quasi-monochromatic source. However, even for a single emission process, the asymptotic decay law is not uniquely defined; it is known not to be exponential, but its exact form depends on the details of the measurement process. ${ }^{18-20}$ The effect of taking an ensemble average to obtain the degree of coherence is unknown. One would also have to take into account the effect of the measuring apparatus, e.g., its frequency response and the limitations due to noise.

In practice, if the spectrum is known to be nearly symmetric, one may obtain a good first approximation by assuming complete symmetry (in which case the phase problem can be trivially solved), and one may then investigate the effects of a small departure from symmetry. If the spectrum is strongly asymmetric, it may still be possible to represent it by a superposition of symmetric spectra, e.g., when there are several peaks. The number and relative position of the peaks may be inferred by analyzing the resulting beat pattern, which also appears in $|\gamma|$. This seems to have been the procedure originally applied by Michelson. ${ }^{32}$
In conclusion, we see that the determination of $|\gamma(\tau)|$ alone does not seem to suffice, in general, for the unambiguous reconstruction of quasi-monochromatic spectra, even when the requirements of analyticity and nonnegative definiteness are taken into account. This is perhaps not very surprising, since the

[^220]Fig. 6. (a) Division into regions of the fourth quadrant of the $z$ plane. (b) Corresponding paths of integration in the $t$ plane.

analytic properties of $\gamma(\tau)$ do not originate from any far-reaching physical principle, such as causality (cf. Sec. I).

Additional information, either in the form of theoretical restrictions derived from a physical model of the source or by further measurements, ${ }^{33,34}$ seems necessary to solve the phase problem. It is not clear at the present time which procedure would be most suitable for this purpose.
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## APPENDIX A. EVALUATION OF $\gamma(z)$ FOR A LORENTZIAN PEAK

It follows from (2.14) that

$$
\begin{equation*}
\gamma(z)=\frac{e^{-i z}}{2 i \pi}\left[e^{\epsilon z} \int_{(\epsilon-i) z}^{i z \infty} e^{-t} \frac{d t}{t}-e^{-\epsilon z} \int_{-(\epsilon+i) z}^{i z \infty} e^{-t} \frac{d t}{t}\right], \tag{A1}
\end{equation*}
$$

where the paths of integration are straight lines parallel to $t=i z \lambda$. The integrals can be reduced to the exponential integral, defined by ${ }^{35}$

$$
\begin{equation*}
E_{1}(u)=\int_{u}^{\infty} e^{-t} \frac{d t}{t} \quad(|\arg u|<\pi), \tag{A2}
\end{equation*}
$$

[^221]where it is assumed that the path of integration avoids the origin and does not cross the negative real axis.

To perform the reduction, we must subdivide the fourth quadrant of the $z$ plane into the regions 1 and 2 shown in Fig. 6(a). In region 1,

$$
-\pi<\arg (-\epsilon z-i z)<-\frac{1}{2} \pi ;
$$

in region 2 , $\frac{1}{2} \pi<\arg (-\epsilon z-i z)<\pi$. For a point $z_{1} \in 1$, the path of integration in the second integral of (A1) crosses the negative real axis [cf. Fig. 6(b)], so that it has to be taken across the pole at the origin to reduce it to (A2). This does not happen for a point $z_{2} \in 2$, nor does it happen in the first integral, so that we finally get

$$
\begin{align*}
\gamma(z)= & \theta(1,2) e^{-i z-\epsilon z}+\left(e^{-i z} / 2 \pi i\right) \\
& \times\left[e^{\epsilon z} E_{1}(\epsilon z-i z)-e^{-\epsilon z} E_{1}(-\epsilon z-i z)\right], \tag{A3}
\end{align*}
$$

where

$$
\begin{equation*}
\theta(1,2)=1 \quad \text { if } z \in 1, \quad \theta(1,2)=0 \quad \text { if } z \in 2 . \tag{A4}
\end{equation*}
$$

We have ${ }^{35}$

$$
\begin{equation*}
E_{1}(u)=\operatorname{Ein}(u)-\ln u-C, \tag{A5}
\end{equation*}
$$

where $C$ is Euler's constant and

$$
\begin{equation*}
\operatorname{Ein}(u)=\int_{0}^{u}\left(1-e^{-t}\right) \frac{d t}{t}=-\sum_{n=1}^{\infty} \frac{(-1)^{n} u^{n}}{n n!} \tag{A6}
\end{equation*}
$$

is an entire function. The discontinuity across the cut of the logarithmic term in $E_{1}(-\epsilon z-i z)$ compensates the discontinuity (A4), so that (A3) represents a regular, single-valued function in the fourth quadrant of the $z$ plane. Note, however, that it has a logarithmic branch point at the origin.

To find the behavior of $\gamma(z)$ for $|z| \gg 1$, one can
employ the asymptotic expansion of $E_{1}(u)$ :

$$
\begin{equation*}
E_{1}(u)=\frac{e^{-u}}{u}\left[1-\frac{1}{u}+\cdots+\frac{(-1)^{n} n!}{u^{n}}+O\left(u^{-n-1}\right)\right], \tag{A7}
\end{equation*}
$$

where the remainder is smaller than the first neglected term.

## APPENDIX B. EVALUATION OF THE PHASE FOR A LORENTZIAN PEAK

It follows from (1.8), (2.15), and (2.16) that the minimal phase, for $x \gg 1$, is approximately given by

$$
\begin{align*}
\varphi_{M}(x) \approx & -\frac{2 x}{\pi}\left[\epsilon P \int_{0}^{x_{0}} \frac{x^{\prime} d x^{\prime}}{x^{\prime 2}-x^{2}}\right. \\
& \left.+\ln \left(\frac{\pi}{\epsilon}\right) P \int_{x_{0}}^{\infty} \frac{d x^{\prime}}{x^{\prime 2}-x^{2}}+P \int_{x_{0}}^{\infty} \frac{\ln x^{\prime} d x^{\prime}}{x^{\prime 2}-x^{2}}\right] \\
= & -\frac{\epsilon x}{\pi} \ln \left|1-\frac{x_{0}^{2}}{x^{2}}\right|-\frac{1}{\pi} \ln \left(\frac{\pi x_{0}}{\epsilon}\right) \ln \left|\frac{x_{0}+x}{x_{0}-x}\right| \\
& -\frac{1}{\pi}\left[f\left(\frac{x}{x_{0}}\right)-f\left(-\frac{x}{x_{0}}\right)\right], \tag{B1}
\end{align*}
$$

$$
\begin{equation*}
f(x)=-\int_{0}^{x} y^{-1} \ln |1-y| d y \tag{B2}
\end{equation*}
$$

is the dilogarithm function. ${ }^{36} \mathrm{We}$ have

$$
\begin{equation*}
f(x)=\sum_{n=1}^{\infty} n^{-2} x^{n} \quad(|x| \leq 1) \tag{B3}
\end{equation*}
$$

and ${ }^{87}$
$f(x)-f(-x)+f\left(x^{-1}\right)-f\left(-x^{-1}\right)=\frac{1}{2} \pi^{2} \quad(x>0)$.

These relations allow us to obtain rapidly convergent expansions of (B1) both for $x \ll x_{0}$ and for $x \gg x_{0}$ :

$$
\begin{align*}
& \varphi_{M}(x)=- \frac{\epsilon x}{\pi} \ln \left|\frac{x_{0}^{2}}{x^{2}}-1\right| \\
&-\frac{2}{\pi}\left(1+\epsilon x_{0}\right) \frac{x}{x_{0}}+O\left(\frac{x^{3}}{x_{0}^{3}}\right) \\
& \text { for } 1 \ll x \ll x_{0}, \tag{B5}
\end{align*}
$$

$\varphi_{M}(x)=-\frac{\pi}{2}-\frac{1}{\pi}\left(\epsilon x_{0}-2\right) \frac{x_{0}}{x}+O\left(\frac{x_{0}^{3}}{x^{3}}\right)$
Finally, for $x \rightarrow 0$, we find
for $x \gg x_{0}$.

$$
\begin{equation*}
\varphi_{M}(x)=(\epsilon / \pi) x \ln x+O(x) \rightarrow 0 \quad \text { as } \quad x \rightarrow 0 . \tag{B6}
\end{equation*}
$$

These results are to be compared with the actual phase $\varphi(x)$. It follows from (1.5) and (2.9) (with $\alpha=0$ ) that we must take $\varphi(\infty)=-\varphi(-\infty)=-\frac{1}{2} \pi$, and (2.3) then implies that $\varphi(0+)=-\varphi(0-)=N \pi$,

[^222]where $N$ is the total number of zeros. Taking into account (2.15) and (2.16), we get
$\varphi(x) \approx N \pi+(\epsilon / \pi) x \ln x+O(x) \quad(0<x \leq 1)$,
$\varphi(x) \approx N \pi-x-\left(x_{0} / x\right) \cos x \exp \left[-\epsilon\left(x_{0}-x\right)\right]$
$\left(1 \ll x \ll x_{0}\right)$,
$\varphi(x) \approx-\frac{1}{2} \pi+\left(x / x_{0}\right) \cos x \exp \left[-\epsilon\left(x-x_{0}\right)\right]$
$\left(x \gg x_{0}\right)$.

## APPENDIX C. EVALUATION OF $\gamma(z)$ FOR A GAUSSIAN PEAK

Substituting (2.24) in (1.1), we find, in terms of the dimensionless variables (2.13),

$$
\begin{equation*}
\gamma(z)=\frac{1}{2} \exp \left(-i z-\epsilon^{2} z^{2}\right) \operatorname{erfc}(w), \tag{Cl}
\end{equation*}
$$

where

$$
\begin{equation*}
w=i \epsilon z-1 / 2 \epsilon \tag{C2}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{erfc}(w)=\frac{2}{\pi^{\frac{1}{2}}} \int_{v}^{\infty} \exp \left(-\zeta^{2}\right) d \zeta \tag{C3}
\end{equation*}
$$

is the error function, which is an entire function of $w$. Thus, $\gamma(z)$ in this case is an entire function of $z$.

The zeros of erfc ( $w$ ) are symmetrically distributed with respect to the real axis and they are contained in the half-plane $\operatorname{Re} w<0$. Those located in the second quadrant are approximately given by ${ }^{38}$

$$
\begin{equation*}
w_{n} \approx e^{3 i \pi / 4}\left[\left(2 n-\frac{1}{4}\right) \pi\right]^{\frac{1}{2}} \exp \left\{-i \frac{\ln \left[2 \pi\left(2 n-\frac{1}{4}\right)^{\frac{1}{2}}\right]}{2 \pi\left(2 n-\frac{1}{4}\right)}\right\} . \tag{C4}
\end{equation*}
$$

According to (2.25), the minimal phase is given by

$$
\begin{align*}
& \varphi_{M}(x) \approx-\frac{2 x}{\pi}\left\{\epsilon^{2} P \int_{0}^{x_{0}} \frac{x^{\prime 2} d x^{\prime}}{x^{\prime 2}-x^{2}}+\left[\frac{1}{4 \epsilon^{2}}+\ln \left(2\left(\pi^{2}\right) \epsilon\right)\right]\right. \\
&\left.\times P \int_{x_{0}}^{\infty} \frac{d x^{\prime}}{x^{\prime 2}-x^{2}}+P \int_{x_{0}}^{\infty} \frac{\ln x^{\prime} d x^{\prime}}{x^{\prime 2}-x^{2}}\right\} \\
&=- \frac{2 x}{\pi}\left\{\frac{1}{2}-\frac{\epsilon^{2}}{2 x}\left(x^{2}-x_{0}^{2}\right) \ln \left|\frac{x+x_{0}}{x-x_{0}}\right|\right. \\
&\left.+\frac{1}{2 x}\left[f\left(\frac{x}{x_{0}}\right)-f\left(-\frac{x}{x_{0}}\right)\right]\right\}, \quad \text { (C5) } \tag{C5}
\end{align*}
$$

where $f(x)$ has been defined in (B2). It follows that

$$
\begin{align*}
& \varphi_{M}(x) \approx-\frac{2 x}{\pi}+\frac{2 x^{3}}{3 \pi x_{0}^{2}}+\cdots \quad\left(x \ll x_{0}\right),  \tag{C6}\\
& \varphi_{M}(x) \approx-\frac{\pi}{2}-\frac{2 x_{0}^{2}}{3 \pi x}+\cdots \quad\left(x \gg x_{0}\right), \tag{C7}
\end{align*}
$$

whereas, according to (2.25), the actual phase is given by
$\varphi(x) \approx N \pi-x-\left(\epsilon / \pi^{\frac{1}{2}}\right) \sin x \exp \left[-\left(x_{0}^{2}-x^{2}\right) / 2 x_{0}\right]$ $\left(0<x \ll x_{0}\right)$,
$\varphi(x) \approx-\frac{1}{2} \pi-\tan ^{-1}\left(x_{0} / x\right)+\cdots \quad\left(x \gg x_{0}\right)$.
${ }^{38}$ This follows from the asymptotic expansion of erfc ( $w$ ) given in Ref. 19, p. 33. Similar results for $\operatorname{erf}(w)=1-\operatorname{erfc}(w)$ are given in Ref. 35, p. 329.
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#### Abstract

A Rayleigh-Ritz procedure is outlined for deriving approximate equations of "particle" motion (the over-all motion of a singularity-free particlelike solution) in a superimposed small-amplitude external field. The method is illustrated here for a classical nonlinear model scalar field theory. A relativistic generalization of the approximation procedure is described.


## I. INTRODUCTION

RGOROUS particlelike solutions to Lorentzcovariant nonlinear model field theories, solutions which are spatially localized, time-independent, singularity-free, and of finite energy, have been the subject of recent papers. ${ }^{1,2}$ Our purpose in the present paper is to outline a systematic Rayleigh-Ritz approximation procedure for deriving the motion of such a "particle" in a superimposed external field, more precisely, the over-all motion of a particlelike solution induced by the nonlinearity of the field equations with the addition of a small-amplitude wave solution. This Rayleigh-Ritz approximation method appears to be ideal for obtaining unambiguous equations of "particle" motion from any nonlinear field theory associated with an action principle that admits a singularity-free particlelike solution of finite energy, the method applying irrespective of whether the field theory features Einsteinian general covariance and concomitant Bianchi identities. ${ }^{3}$ We also sketch an analogous approximation theory for the quantum motion of the particlelike solution, application of a standard canonical quantization to the dynamical

[^223]theory based on the "reduced Lagrangian" of the classical Rayleigh-Ritz procedure. The approximation theory is illustrated here for the rigorous particlelike solutions to a nonlinear model scalar field theory, and a relativistic generalization is described.

## II. CLASSICAL AND QUANTUM NONRELATIVISTIC EQUATIONS OF MOTION

Let us consider a Lorentz-covariant nonlinear field theory with the invariant Lagrangian density,

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}(\phi, \dot{\phi}, \nabla \phi), \tag{1}
\end{equation*}
$$

and the action principle,

$$
\begin{equation*}
\delta \int L d t=0, \quad L \equiv \int \mathfrak{L} d^{3} \mathbf{x} \tag{2}
\end{equation*}
$$

where $\phi=\phi(\mathbf{x}, t)$ is a generic (multicomponent) real field. Suppose that the field equations derived from (2) admit a spatially localized time-independent singularity-free particlelike solution,

$$
\begin{equation*}
\phi=\phi_{0}(\mathbf{x}), \tag{3}
\end{equation*}
$$

and also a (nonlocalized) small-amplitude singularityfree wave solution,

$$
\begin{equation*}
\phi=\phi_{\mathrm{ex}}(\mathbf{x}, t) . \tag{4}
\end{equation*}
$$

With additive superposition of the right members of (3) and (4), we seek an approximate solution of the form

$$
\begin{equation*}
\phi=\phi_{0}(\mathbf{x}-\boldsymbol{\xi})+\phi_{\mathrm{ex}}(\mathbf{x}, t), \tag{5}
\end{equation*}
$$

where the coordinates $\boldsymbol{\xi}=\boldsymbol{\xi}(t)$ locate the center of the "particle." Keeping terms at most quadratic in $\phi_{\mathrm{ex}}$, the Lagrangian density (1) is evaluated with (5) and the resulting function of $\xi, \xi, \mathbf{x}$, and $t$ is integrated over $\mathbf{x}$. Thus, the Lagrangian in the definition part of (2) is expressed explicitly as

$$
\begin{equation*}
L=L(\xi, \dot{\xi}, t) \tag{6}
\end{equation*}
$$

by dropping an additive function of $t$ alone. Note that the Lagrangian (6) is suitable for describing the
dynamics of a particle with coordinates $\xi$. Indeed, the action principle (2) supplemented with a RayleighRitz argument guarantees the approximate validity of the Euler-Lagrange equations derived from (6). Hence, the Euler-Lagrange equations derived from (6) are approximate classical equations of motion for a particle with the coordinates $\boldsymbol{\xi}$ in a superimposed small-amplitude external field. It also follows that the "reduced Lagrangian" (6), representing the particle system accurately to within the approximation of three principal degrees of freedom, can be used to formulate a corresponding Schrödinger equation for the approximate quantum motion of the particle.

In order to illustrate this Rayleigh-Ritz approximation method for the motion of a particle in an external field, consider the solvable nonlinear model field theory ${ }^{1}$ based on the Lagrangian density,

$$
\begin{equation*}
\mathcal{L}=(\hat{\theta})^{2}-(\nabla \theta)^{2}+g \theta^{6} \tag{7}
\end{equation*}
$$

with $\theta=\theta(\mathbf{x}, t)$ a real scalar field and $g$ a positive physical constant. The field equation associated with (7) admits rigorous singularity-free spherically symmetric static solutions of the form

$$
\begin{equation*}
\theta=\theta_{0}(\mathbf{x}) \equiv Z\left(Z^{4} g+|\mathbf{x}|^{2}\right)^{-\frac{1}{2}} \tag{8}
\end{equation*}
$$

in which the "size parameter" $Z$ is a free nonzero constant of integration. For a solution of the form (8) the total field energy or "particle rest mass" is

$$
\begin{equation*}
\int\left[\left(\nabla \theta_{0}\right)^{2}-g \theta_{0}^{6}\right] d^{3} \mathbf{x}=\frac{\pi^{2}}{2 g^{\frac{1}{2}}} \equiv m_{0} \tag{9}
\end{equation*}
$$

a quantity independent of $Z$. The particlelike solutions (8) are dynamically unstable, but the characteristic time for dissolution of such a solution is of the order $Z^{2} g^{\frac{1}{2}}$ and is therefore arbitrarily large for $|Z|$ sufficiently large.

Now let $\theta_{\mathrm{ex}}=\theta_{\mathrm{ex}}(\mathbf{x}, t)$ denote a small-amplitude singularity-free wave field which satisfies the linearized field equation, $\ddot{\theta}_{\mathrm{ex}}-\nabla^{2} \theta_{\mathrm{ex}}=0$. With $\theta_{\text {ex }}$ superimposed additively on the rigorous particlelike solution (8), we seek an approximate solution in which (8) is generalized dynamically,

$$
\begin{equation*}
\theta=\theta_{0}(\mathbf{x}-\boldsymbol{\xi})+\theta_{\mathbf{e x}}(\mathbf{x}, t), \quad \boldsymbol{\xi}=\boldsymbol{\xi}(t) \tag{10}
\end{equation*}
$$

Evaluated with (10) the Lagrangian density (7) works out to give

$$
\begin{align*}
\mathfrak{L} \cong & \left(\dot{\xi} \cdot \nabla \theta_{0}\right)^{2}-2\left(\dot{\xi} \cdot \nabla \theta_{0}\right) \dot{\theta}_{\mathrm{ex}}+\left(\dot{\theta_{\mathrm{ex}}}\right)^{2}-\left(\nabla \theta_{0}\right)^{2} \\
& -2 \nabla \theta_{0} \cdot \nabla \theta_{\mathrm{ex}}-\left(\nabla \theta_{\mathrm{ex}}\right)^{2} \\
& +g\left(\theta_{0}^{\mathrm{G}}+6 \theta_{0}^{5} \theta_{\mathrm{ex}}+15 \theta_{0}^{4} \theta_{\mathrm{ex}}^{2}\right) \tag{11}
\end{align*}
$$

up to terms of quadratic in $\theta_{\text {ex }}$ and where the argument of $\theta_{0}$ is understood to be $(x-\xi)$. We simplify
the integration of (11) over all $\mathbf{x}$ by making use of the formulas

$$
\begin{gather*}
\nabla^{2} \theta_{0}+3 g \theta_{0}^{5}=0 \\
\int\left(\nabla \theta_{0}\right)^{2} d^{3} \mathbf{x}=\int 3 g \theta_{0}^{6} d^{3} \mathbf{x}=\frac{3}{2} m_{0} \\
\int \nabla_{i} \theta_{0} \nabla_{j} \theta_{0} d^{3} \mathbf{x}=\frac{1}{2} m_{0} \delta_{i j} \tag{12}
\end{gather*}
$$

Discarding the term $\int\left[\left(\dot{\theta}_{\mathrm{ex}}\right)^{2}-\left(\nabla \theta_{\mathrm{ex}}\right)^{2}\right] d^{3} \mathbf{x}$, an additive function of $t$ alone, we thus obtain

$$
\begin{align*}
L \cong & \frac{1}{2} m_{0}(\dot{\xi})^{2}-2 \dot{\xi} \cdot \int\left(\nabla \theta_{0}\right) \dot{\theta}_{\mathrm{ex}} d^{3} \mathbf{x}-m_{0} \\
& -2 \int \nabla \cdot\left(\theta_{\mathrm{ex}} \nabla \theta_{0}\right) d^{3} \mathbf{x}+15 g \int \theta_{0}^{4} \theta_{\mathrm{ex}}^{2} d^{3} \mathbf{x} \tag{13}
\end{align*}
$$

The three integral terms in (13) can be evaluated easily with explicit integration provided that $\left|\nabla \dot{\theta}_{\mathrm{ex}}\right| \dot{\theta}_{\mathrm{ex}} \mid$ and $\left|\nabla \theta_{\mathrm{ex}}\right| \theta_{\mathrm{ex}} \mid$ are small compared to $\left(Z^{2} g^{\frac{1}{2}}\right)^{-1}$ in the neighborhood of the particle. With the latter conditions satisfied by $\theta_{\mathrm{ex}}$, we have

$$
\begin{gather*}
\int\left(\nabla \theta_{0}\right) \dot{\theta_{\mathrm{ex}}} d^{3} \mathbf{x} \cong 0 \\
\int \boldsymbol{\nabla} \cdot\left(\theta_{\mathrm{ex}} \nabla \theta_{0}\right) d^{3} \mathbf{x} \cong-4 \pi Z \theta_{\mathrm{ex}}(\xi, t), \\
\int \theta_{0}^{4} \theta_{\mathrm{ex}}^{2} d^{3} \mathbf{x}=\pi^{2} Z^{2} g^{-\frac{1}{2}} \theta_{\mathrm{ex}}(\xi, t)^{2} \tag{14}
\end{gather*}
$$

and hence (13) becomes

$$
\begin{equation*}
L \cong \frac{1}{2} m_{0} \dot{\xi}^{2}-m_{0}-V(\xi, t) \tag{15}
\end{equation*}
$$

in which

$$
\begin{equation*}
V(\xi, t) \equiv-8 \pi Z \theta_{\mathrm{ex}}(\boldsymbol{\xi}, t)-15 \pi^{2} Z^{2} g^{\frac{1}{2}} \theta_{\mathrm{ex}}(\boldsymbol{\xi}, t)^{2} \tag{16}
\end{equation*}
$$

Thus the external field acts on the particle through the "effective potential" (16). In view of the particlelike solution (8), $Z$ is analogous to an electric charge with $\theta$ analogous to an electrostatic potential, and so the linear (dominant) term in (16) is of an "antiCoulombic" character, similar to an electrostatic potential energy except for the minus sign. Finally we note that the Euler-Lagrange equations derived from (15)

$$
\begin{equation*}
m_{0} \ddot{\xi}=-\nabla V(\xi, t) \tag{17}
\end{equation*}
$$

give the approximate classical motion of the particle. The reduced Lagrangian (15) also leads to the Schrödinger equation,

$$
\begin{equation*}
\frac{i \hbar \partial \psi}{\partial t}=\left[-\frac{\hbar^{2}}{2 m_{0}}\left(\frac{\partial}{\partial \xi}\right)^{2}+m_{0}+V(\xi, t)\right] \psi \tag{18}
\end{equation*}
$$

for the corresponding quantum motion.
In the case of two particles separated by a distance
large compared to their radii, the field equation admits an approximate solution of the form
$\left.\theta=\theta_{0}(1)+\theta_{0}(2), \quad \theta_{0}(i) \equiv Z_{(i)}\left(Z_{(i)}^{4}\right) g+\left|\mathbf{x}-\xi_{(i)}\right|^{2}\right)^{-\frac{1}{2}}$, in place of (10). Straightforward integration over all $\mathbf{x}$ of cross terms in the Lagrangian density (7) produces the potential energy of interaction

$$
\begin{aligned}
V= & -8 \pi Z_{(1)} Z_{(2)}\left|\xi_{(1)}-\xi_{(2)}\right|^{-1} \\
& -30 \pi^{2} Z_{(1)}^{2} Z_{(2)}^{2} g^{\frac{1}{2}}\left|\xi_{(1)}-\xi_{(2)}\right|^{-2} \\
& +(\text { higher-order terms in the reciprocal } \\
& \text { of the separation distance } \left.\mid \xi_{(1)}-\xi_{(2)}\right) \text { ). }
\end{aligned}
$$

The leading potential energy term is of an antiCoulombic character, two particles with $Z_{(1)} Z_{(2)}>0$ attracting each other with a force proportional to the product of their size parameters divided by their separation distance squared, the particles repelling each other if their size parameters have opposite signs; on the other hand, the potential energy term proportional to the reciprocal of the separation distance squared is of a manifestly attractive shortrange character, two particles attracting each other with a force proportional to the product of their radii ("particle radius" $\cong Z^{2} g^{\frac{1}{2}}$ ) divided by their separation distance cubed. Owing to the large numerical prefactor $30 \pi^{2}$, the latter short-range attractive force is one or two orders of magnitude greater than a value suggested by naïve dimensional considerations. Note that the leading anti-Coulombic term in the potential energy for two interacting particles follows from the linear term in expression (16) by evoking the elementary algorithm of mechanics: "To obtain the potential energy of interaction for two particles, evaluate the potential field due to the first particle at the location of the second particle and multiply the result by an appropriate physical constant (a 'charge' or mass) associated with the second particle." However, the elementary algorithm of mechanics applied to (16) with $Z \theta_{\mathrm{ex}}\left(\xi_{,} t\right) \rightarrow Z_{(1)} Z_{(2)}\left|\xi_{(1)}-\xi_{(2)}\right|^{-1}$ does not produce a numerically correct expression for the potential energy beyond the leading anti-Coulombic term. For example, the term proportional to the reciprocal of the separation distance squared contains an extra factor of 2 , reflecting the symmetrical contributions to the integral over all $\mathbf{x}$ from the neighborhoods of both particles. We suspect that the elementary algorithm of mechanics is in general only valid for long-range $\left|\boldsymbol{\xi}_{(1)}-\boldsymbol{\xi}_{(2)}\right|^{-1}$ type potential fields.

## III. RELATIVISTIC GENERALIZATION

The preceding Rayleigh-Ritz approximation method yields nonrelativistic equations of particle motion, valid for $\dot{\xi}^{2}$ small compared to unity. It is easy to generalize the method to obtain relativistic equations of particle motion, valid for larger values of $\dot{\xi}^{2} \gtrless 1$. In place of (5) we seek a more general approximate solution of the form

$$
\begin{equation*}
\phi=S \phi_{0}(\hat{\mathbf{x}})+\phi_{\mathrm{ex}}(\mathbf{x}, t) \tag{19}
\end{equation*}
$$

where $\hat{\mathbf{x}}$ is related to $\mathbf{x}$ at any instant of time by an inhomogeneous Lorentz transformation,

$$
\begin{gather*}
\hat{\mathbf{x}} \equiv \boldsymbol{\Lambda}(\mathbf{x}-\boldsymbol{\xi}), \\
(\boldsymbol{\Lambda})_{i j}=\delta_{i j}+\left[1-\dot{\xi}^{2}+\left(1-\dot{\xi}^{2}\right)^{\frac{1}{2}}\right]^{-1} \dot{\xi}_{i} \dot{\xi}_{j} \tag{20}
\end{gather*}
$$

and $S$ in (19) is a generic matrix function of $\boldsymbol{\Lambda}$ that mixes the components of $\phi$ according to their Lorentz transformation character. The eigenvalues of the $3 \times 3$ time-dependent matrix $\Lambda$ are 1,1 , and $\left(1-\dot{\xi}^{2}\right)^{-\frac{1}{2}}, \boldsymbol{\Lambda}$ being the spatial part of a $4 \times 4$ homogeneous Lorentz transformation; thus we have $d^{3} \mathbf{x}=(\operatorname{det} \boldsymbol{\Lambda})^{-1} d^{3} \hat{\mathbf{x}}=\left(1-\dot{\xi}^{2}\right)^{\frac{1}{2}} d^{3} \hat{\mathbf{x}}$. Since $\boldsymbol{\Lambda}$ changes slowly with time if $\phi_{\text {ex }}$ is relatively small (for then $\ddot{\xi}$ is relatively small), it follows that

$$
\begin{equation*}
\int \mathcal{L}\left(\hat{\phi}_{0}, \dot{\hat{\phi}}_{0}, \nabla \hat{\phi}_{0}\right) d^{3} \mathbf{x} \cong-m_{0}\left(1-\dot{\xi}^{2}\right)^{\frac{1}{2}} \tag{21}
\end{equation*}
$$

where $\hat{\phi}_{0} \equiv S \phi_{0}(\hat{\mathbf{x}})$ and use is made of the Lorentz invariant character of the Lagrangian density and the expression for the "particle rest mass,"

$$
\begin{equation*}
m_{0}=-\int \mathfrak{f}\left(\phi_{0}, 0, \nabla \phi_{0}\right) d^{3} \mathbf{x} \tag{22}
\end{equation*}
$$

with $\phi_{0}=\phi_{0}(\mathbf{x})$. Hence, by substituting (19) into the Lagrangian density, expanding the result up to terms quadratic in $\phi_{\mathrm{ex}}(\mathbf{x}, t)$, and discarding an additive function of $t$ alone, we obtain the reduced Lagrangian in relativistic form

$$
\begin{equation*}
L=-m_{0}\left(1-\dot{\xi}^{2}\right)^{\frac{1}{2}}-V(\xi, t)\left(1-\dot{\xi}^{2}\right)^{\frac{1}{2}}, \tag{23}
\end{equation*}
$$

where the generic "effective potential," $V(\xi, t)$, is in general composed of terms linear and quadratic in $\phi_{\mathrm{ex}}(\xi, t)$ and Lorentz transforms as an invariant. For the nonlinear model scalar field theory, the reduced Lagrangian (23) is the relativistic generalization of (15) with $V(\xi, t)$ in (23) working out to give (16) unaltered.

# Random Walk with an Excluded Origin 

Robert J. Rubin<br>National Bureau of Standards, Washington, D.C.

(Received 29 July 1966)


#### Abstract

The mean square end-to-end distance $R_{V}^{3}$ is calculated for the subset of all random walk configurations on a $D$-dimensional simple cubic lattice which do not return to the starting point. Explicit results are obtained in the limit $N \gg 1$ for the one-, two-, and three-dimensional lattices. The values of the first two terms in the asymptotic series for $R_{y}^{2}$ are, respectively, $N+N, N+N / \log N$, and $N+0.435 / N^{-\frac{1}{2}}$. An unexpected relation is obtained between $R_{N}^{2}$ and $S_{N}$, the average number of different lattice sites visited in an $N$-step random walk on a perfect lattice. It is $R_{N}^{2}=S_{N}\left(S_{N+1}-S_{N}\right)^{-1}$.


## 1. INTRODUCTION

IN this paper we calculate $R_{N}^{2}$, the mean square end-to-end distance, for a particular subset of all N -step random walk configurations on the one-, two-, and three-dimensional simple cubic lattices. The subset consists of those random walk configurations which satisfy the $N-1$ restrictions that the 2 nd, 3rd, $\cdots$, and $N$ th steps cannot overlap the first step. This restricted random walk, or excluded origin problem is a special case of the problem in which no step can overlap any other step. This latter problem arises in lattice models of long polymer chain molecules which account for the self-excluded volume of the polymer chain. ${ }^{1}$ Some time ago, ${ }^{2}$ we determined the increase in the mean square end-to-end distance for a $D$-dimensional random walk which results from the introduction of the single restriction that the $j$ th and $k$ th steps cannot overlap. The method employed there is not useful in the present problem where the number of overlap restrictions is large and the restrictions are "nested" in the sense that, for a given pair of interacting steps, intermediate steps are involved in other overlap restrictions. The method of solution which we use is based on a one-to-one correspondence between the excluded origin random walk configurations and a set of random walk configurations on a lattice containing an absorbing point at the origin.

The problem of calculating the probability distribution of the end-to-end distance is formulated in Sec. 2 and solved formally in Sec. 3. The absorbing point is treated as a defect in an otherwise perfect lattice. The method used is similar to that used by Rubin ${ }^{3-5}$ in treating random walk models of polymer

[^224]chain adsorption on plane solution surfaces and thin rods, and is equivalent to the method presented by Montroll ${ }^{6,7}$ and Montroll and Weiss ${ }^{8}$ for discussing random walk problems on slightly defective lattices. Lifshitz ${ }^{9}$ appears to have made the earliest use of these methods in lattice vibration problems.

The expression for $R_{N}^{2}$ is evaluated in Sec. 3 in the limit $N \gg 1$. The formal expression which is obtained for $R_{N}^{2}$ is unexpectedly given in terms of $S_{N}$, the average number of different lattice points visited in a random waik of $N$ steps on a perfect lattice. The relation is

$$
R_{N}^{2}=S_{N} /\left(S_{N+1}-S_{N}\right)
$$

In obtaining the asymptotic value of $R_{N}^{2}$ in the oneand three-dimensional lattices, we have used the asymptotic series for $S_{N}$ given by Montroll and Weiss. ${ }^{8}$ The necessary analysis is also carried out for the two-dimensional lattice.

Some aspects of the results are discussed in Sec. 4.

## 2. RECURRENCE EQUATIONS

We consider restricted random walks on a $D$ dimensional simple cubic lattice such that the walker steps between nearest-neighbor lattice points only but cannot return to the starting point. Let $C(D ; N)$ denote the set of all $N$-step random walk paths on a $D$-dimensional lattice which originate at the origin; and let $C_{0}(D ; N)$ denote the subset of $C_{0}(D ; N)$ which do not return to the origin. We wish to calculate the mean square displacement at the $N$ th step for the subset $C_{0}(D ; N)$ in the limit $N \gg 1$ for the one-, two-, and three-dimensional lattices. A simple one-to-one correspondence can be established between the random walk paths in $C_{0}(D ; N)$ and random walk paths

[^225]on the same lattice in case the origin is an absorbing point. It is clear that if the origin is an absorbing point, all ( $N-1$ )-step random walk paths which start from the $2 D$ nearest-neighbor lattice points to the origin and which are not located at the origin at the $(N-1)$ th step are in one-to-one correspondence with the paths in $C_{0}(D ; N)$. Consequently, we now consider the random walk problem when the origin is an absorbing point.

For simplicity of exposition, we treat the twodimensional lattice explicitly. The result for the $D$ dimensional lattice is similar and is obtained in an identical manner. If $P\left(m_{1}, m_{2} ; N\right)$ denotes the probability that the random walker is located at lattice site $\left(m_{1}, m_{2}\right)$ at the $N$ th step, then $P\left(m_{1}, m_{2} ; N+1\right)$ is related to the probabilities one step earlier by the expression

$$
\begin{align*}
& P\left(m_{1}, m_{2} ; N+1\right)=\frac{1}{4}\left\{P\left(m_{1}-1, m_{2} ; N\right)\right. \\
&+P\left(m_{1}+1, m_{2} ; N\right)+P\left(m_{1}, m_{2}-1 ; N\right) \\
&\left.+P\left(m_{1}, m_{2}+1 ; N\right)\right\} \tag{1}
\end{align*}
$$

provided that $\left(m_{1}, m_{2}\right)$ is not a nearest-neighbor to the origin, i.e., $\left(m_{1}, m_{2}\right) \neq( \pm 1,0)$ and $\left(m_{1}, m_{2}\right) \neq$ $(0, \pm 1)$. The probabilities $P( \pm 1,0 ; N+1)$ and $P(0, \pm 1 ; N+1)$ are related to the probabilities one step earlier by expressions analogous to (1)

$$
\begin{align*}
P( \pm 1,0 ; N+1)= & \frac{1}{4}\{P( \pm 2,0 ; N) \\
& +P( \pm 1,1 ; N)+P( \pm 1,-1 ; N)\} \\
P(0, \pm 1 ; N+1)= & \frac{1}{4}\{P(1, \pm 1 ; N) \\
& +P(-1, \pm 1 ; N)+P(0, \pm 2 ; N)\} . \tag{2}
\end{align*}
$$

For convenience, we assume that the probability of being at the origin at the $(N+1)$ st step is the sum of the probabilities of arrival from neighboring sites plus the probability of having been at the origin at the preceding step,

$$
\begin{align*}
P(0,0 ; N & +1)=\frac{1}{4}\{P(1,0 ; N)+P(-1,0 ; N) \\
& +P(0,1 ; N)+P(0,-1 ; N)\}+P(0,0 ; N) \tag{3}
\end{align*}
$$

The recurrence equations (1)-(3) have the property that the total probability is conserved, i.e.,

$$
\begin{aligned}
& \sum_{m_{1}=-\infty}^{\infty} \sum_{m_{2}=-\infty}^{\infty} P\left(m_{1}, m_{2} ; N+1\right) \\
&=\sum_{m_{1}=-\infty}^{\infty} \sum_{m_{1}=-\infty}^{\infty} P\left(m_{1}, m_{2} ; N\right) .
\end{aligned}
$$

In the next section we solve the recurrence equations (1)-(3) for the starting conditions

$$
\begin{align*}
P(1,0 ; 0)=P(-1,0 ; 0)= & P(0,1 ; 0) \\
& =P(0,-1 ; 0)=\frac{1}{4} \tag{4}
\end{align*}
$$

with all other $P\left(m_{1}, m_{2} ; 0\right)$ 's equal to zero. Once the solution $P\left(m_{1}, m_{2} ; N\right)$ has been obtained, the mean square displacement at the $N$ th step is determined from the expression
where the primes on the double sums indicate that the $P(0,0 ; N)$ term is omitted.

## 3. SOLUTION OF RECURRENCE EQUATIONS

The recurrence equations (1)-(3) can be solved for the initial condition (4) by introducing a generating function. Multiply the equation for $P\left(m_{1}, m_{2} ; N+1\right)$ by $(2 \pi)^{-1} \exp \left(i \theta_{1} m_{1}+i \theta_{2} m_{2}\right)$ and sum over all values of $m_{1}$ and $m_{2}$. The result is

$$
\begin{align*}
G\left(\theta_{1}, \theta_{2} ;\right. & N+1)=\frac{1}{2}\left(\cos \theta_{1}+\cos \theta_{2}\right) G\left(\theta_{1}, \theta_{2} ; N\right) \\
& +(1 / 2 \pi)\left[1-\frac{1}{2}\left(\cos \theta_{1}+\cos \theta_{2}\right)\right] P(0,0 ; N) \tag{6}
\end{align*}
$$

where

$$
\begin{aligned}
G\left(\theta_{1}, \theta_{2} ; N\right)=\frac{1}{2 \pi} \sum_{m_{1}=-\infty}^{\infty} \sum_{m_{2}=-\infty}^{\infty} & P\left(m_{1}, m_{2} ; N\right) \\
& \times \exp \left[i \theta_{1} m_{1}+i \theta_{2} m_{2}\right] .
\end{aligned}
$$

Next, multiply the equation for $G\left(\theta_{1}, \theta_{2}, N+1\right)$ by $y^{N+1}$ and sum from $N=0$ to $N=\infty$ to obtain

$$
\begin{align*}
& -G\left(\theta_{1}, \theta_{2} ; 0\right)+\Gamma\left(\theta_{1}, \theta_{2} ; y\right) \\
& \quad=\frac{1}{2} y\left(\cos \theta_{1}+\cos \theta_{2}\right) \Gamma\left(\theta_{1}, \theta_{2} ; y\right) \\
& \quad+(1 / 2 \pi) y\left[1-\frac{1}{2}\left(\cos \theta_{1}+\cos \theta_{2}\right)\right] h(0,0 ; y), \tag{7}
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma\left(\theta_{1}, \theta_{2} ; y\right)=\sum_{N=0}^{\infty} y^{N} G\left(\theta_{1}, \theta_{2} ; y\right) \tag{8}
\end{equation*}
$$

$$
h\left(m_{1}, m_{2} ; y\right)=\sum_{N=0}^{\infty} y^{N} P\left(m_{1}, m_{2} ; N\right)
$$

$$
\Gamma\left(\theta_{1}, \theta_{2} ; y\right)=\frac{1}{2 \pi} \sum_{m_{1}=-\infty}^{\infty} \sum_{m_{2}=-\infty}^{\infty} h\left(m_{1}, m_{2} ; y\right)
$$

$$
\begin{equation*}
\times \exp \left(i m_{1} \theta_{1}+i m_{2} \theta_{2}\right) \tag{10}
\end{equation*}
$$

When the starting values (4) are substituted in $G\left(\theta_{1}, \theta_{2} ; 0\right)$ in Eq. (7), one obtains, after some rearranging of terms,

$$
\begin{align*}
\Gamma\left(\theta_{1}, \theta_{2} ; y\right)= & \frac{\frac{1}{2}\left(\cos \theta_{1}+\cos \theta_{2}\right)+(y-1) h(0,0 ; y)}{2 \pi\left[1-\frac{1}{2} y\left(\cos \theta_{1}+\cos \theta_{2}\right)\right]} \\
& +\frac{1}{2 \pi} y h(0,0 ; y) \tag{11}
\end{align*}
$$

Equation (11) is an implicit equation containing $h(0,0 ; y)$ on both the right- and left-hand sides. An equation for determining $h(0,0 ; y)$ can be obtained by multiplying Eq. (11) by $(2 \pi)^{-1}$ and integrating with respect to $\theta_{1}$ and $\theta_{2}$ from $-\pi$ to $+\pi$. The result is

$$
\begin{align*}
& h(0,0 ; y)=\frac{1}{1}\left(I_{1,0}+I_{-1,0}+I_{0,1}+I_{0,-1}\right) \\
& \quad+y h(0,0 ; y)\left[I_{0,0}-\frac{1}{4}\left(I_{1,0}+I_{-1,0}+I_{0,1}+I_{0,-1}\right)\right] \tag{12}
\end{align*}
$$

where

$$
\begin{equation*}
I_{m, n}=\left(\frac{1}{2 \pi}\right)^{2} \int_{-\pi}^{\pi} d \theta_{1} \int_{-\pi}^{\pi} d \theta_{2} \frac{\exp \left(i m \theta_{1}+i n \theta_{2}\right)}{1-\frac{1}{2} y\left(\cos \theta_{1}+\cos \theta_{2}\right)} . \tag{13}
\end{equation*}
$$

The integral $I_{0,0}$ in (12) is evaluated as

$$
\begin{equation*}
I_{0,0}={ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; y^{2}\right] \tag{14}
\end{equation*}
$$

where ${ }_{2} F_{1}[a, b ; c ; x]$ denotes the hypergeometric function; and the integrals $I_{ \pm 1,0}$ and $I_{0, \pm 1}$ are equal and expressible in terms of $I_{0,0}$ as ${ }^{5}$

$$
\begin{equation*}
I_{1,0}=y^{-1}\left(I_{0,0}-1\right) . \tag{15}
\end{equation*}
$$

As a consequence, the explicit expression for $h(0,0 ; y)$ can be written as

$$
\begin{equation*}
h(0,0 ; y)=y^{-1}(1-y)^{-1}\left(1-I_{0,0}^{-1}\right), \tag{16}
\end{equation*}
$$

and that for $\Gamma\left(\theta_{1}, \theta_{2} ; y\right)$ as

$$
\begin{align*}
& \Gamma\left(\theta_{1}, \theta_{2} ; y\right)=\frac{1}{2 \pi} \frac{1}{1-y} \\
& \quad \times\left\{1-\frac{1-\frac{1}{2}\left(\cos \theta_{1}+\cos \theta_{2}\right)}{1-\frac{1}{2} y\left(\cos \theta_{1}+\cos \theta_{2}\right)} \cdot \frac{1}{I_{0,0}}\right\} . \tag{17}
\end{align*}
$$

The generating function $\Gamma\left(\theta_{1}, \theta_{2} ; y\right)$ in (17) is a weighted sum of all the $P\left(m_{1}, m_{2} ; N\right)$ 's. In order to obtain an explicit expression for $R_{N}^{2}$, the mean square displacement defined in terms of the $P\left(m_{1}, m_{2} ; N\right)$ 's in Eq. (5), we first subtract $(1 / 2 \pi) h(0,0 ; y)$ from $\Gamma\left(\theta_{1}, \theta_{2} ; y\right)$ and then select the coefficient of $y^{N}$

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{C_{0}} \frac{d y}{y^{N+1}}\left[\Gamma\left(\theta_{1}, \theta_{2} ; y\right)-\frac{1}{2 \pi} h(0,0 ; y)\right] \\
& =\frac{1}{2 \pi} \sum_{m_{1}=-\infty}^{\infty} \sum_{m_{2}=-\infty}^{\infty} P\left(m_{1}, m_{2} ; N\right) \exp \left(i \theta_{1} m_{1}+i \theta_{2} m_{2}\right), \tag{18}
\end{align*}
$$

Fig. 1. Cuts and integration contours $C_{0}$ and
$C_{1}$ in the complex $y$ plane.

where $C_{0}$ is a counterclockwise contour around the origin in the complex $y$ plane (see Fig. 1). The explicit expression for $R_{N}^{2}$ in the case of the 2-dimensional lattice is

$$
\begin{align*}
R_{N}^{2}= & \frac{\left.\frac{1}{2 \pi i} \int_{C_{0}} \frac{d y}{y^{N+1}}\left(-\frac{d^{2}}{d \theta_{1}^{2}}-\frac{d^{2}}{d \theta_{2}^{2}}\right) \Gamma\left(\theta_{1}, \theta_{2} ; y\right)\right|_{\theta_{1}=\theta_{2}=0}}{\frac{1}{2 \pi i} \int_{C_{0}} \frac{d y}{y^{N+1}}\left[\Gamma(0,0 ; y)-\frac{1}{2 \pi} h(0,0 ; y)\right]} \\
= & \frac{1}{2 \pi i} \int_{C_{0}} \frac{d y}{\frac{1}{2 \pi i}} \int_{C_{0}} \frac{1}{y^{N+1}} \frac{d y}{y^{N+2}} \frac{1}{(1-y)^{2} I_{0,0}} \tag{19}
\end{align*},
$$

where $I_{0,0}$ is the hypergeometric function (14). The expression for $R_{N}^{2}$ in a $D$-dimensional lattice is identical with (19) except that $I_{0,0}$ is replaced by

$$
\begin{align*}
I_{0, \cdots, 0} & =\left(\frac{1}{2 \pi}\right)^{D} \int_{-\pi}^{\pi} d \theta_{1} \cdots \\
& \times \int_{-\pi}^{\pi} d \theta_{D}\left[1-D^{-1} y\left(\cos \theta_{1}+\cdots+\cos \theta_{D}\right)\right]^{-1} \tag{20}
\end{align*}
$$

The solution of our random walk problem on a slightly defective lattice has led to a result involving $I_{0}, \ldots, 0(y)$, the generating function for a random walk on a perfect lattice, a well-known connection. ${ }^{3-9}$ However, the particular form of the result is somewhat unexpected. It is the ratio of two quantities appearing in the paper of Montroll and Weiss ${ }^{8}$

$$
\begin{equation*}
R_{N}^{2}=S_{N} /\left(S_{N+1}-S_{N}\right)=S_{N} / \Delta_{N+1} \tag{21}
\end{equation*}
$$

where, in the notation of Montroll and Weiss, $S_{N}$ is the average number of different lattice points visited in an $N$-step walk; and $\Delta_{N}$, an auxilliary function, is the average number of new lattice points visited when the $(N+1)$ th step is taken. Montroll and Weiss have studied the function $S_{N}$ in considerable detail, and we can utilize their results in one and three dimensions
to calculate $R_{N}^{2}$. In the case of a one-dimensional lattice, where the asymptotic series for $S_{N}$ is

$$
S_{N} \sim(8 N / \pi)^{\frac{1}{2}}\{1+(1 / 4 N)-\cdots\}
$$

we obtain the well-known result

$$
\begin{align*}
R_{N}^{2} & \sim \frac{N^{\frac{1}{2}}\{1+(1 / 4 N)\}}{(N+1)^{\frac{1}{2}}\{1+[1 / 4(N+1)]\}-N^{\frac{1}{2}}\{1+(1 / 4 N)\}} \\
& \sim 2 N, \quad D=1 . \tag{22}
\end{align*}
$$

In the case of the three-dimensional simple cubic lattice, where the asymptotic series for $S_{N}$ is

$$
\begin{equation*}
S_{N} \sim\left(N / u_{0}\right)+\left(2 u_{1} / u_{0}^{2}\right)(N / \pi)^{\frac{1}{2}}+\cdots \tag{23}
\end{equation*}
$$

and $u_{0}=1.51639$ and $u_{1}=1.16955$, we obtain the result

$$
\begin{align*}
R_{N}^{2} & \sim \frac{\frac{N}{u_{0}}+\frac{2 u_{1}}{u_{0}^{2}}\left(\frac{N}{\pi}\right)^{\frac{1}{2}}}{\frac{1}{u_{0}}+\frac{2 u_{1}}{u_{0}^{2}} \pi^{-\frac{1}{2}}\left[(N+1)^{\frac{1}{2}}-N^{\frac{1}{2}}\right]} \\
& \sim N\left[1+\left(0.4351 / N^{\frac{1}{2}}\right)\right], \quad D=3 . \tag{24}
\end{align*}
$$

Montroll and Weiss have only obtained the leading term in the asymptotic series for $S_{N}$ in two dimensions using a Tauberian theorem. We have carried out the required analysis for $S_{N}$ in this case in the Appendix; and the value of $R_{N}^{2}$ is

$$
\begin{equation*}
R_{N}^{2} \sim N[1+(1 / \ln N)], \quad D=2 . \tag{25}
\end{equation*}
$$

## 4. REMARKS

Although the calculations in this paper have been carried out explicitly for simple cubic lattices, it appears from an analysis along the lines used by Montroll ${ }^{6,7}$ that Eq. (21) for $R_{N}^{2}$ is valid on facecentered and body-centered cubic lattices as well. Montroll and Weiss ${ }^{8}$ have obtained the asymptotic series for $S_{N}$ in these two lattices; and they only differ from the simple cubic lattice result (23) in the numerical values of $u_{0}$ and $u_{1}$.
The denominator $\Delta_{N+1}$ in Eq. (21) for $R_{N}^{2}$ is

$$
\Delta_{N+1}=\sum_{m_{1}=-\infty}^{\infty} \sum_{m_{2}=-\infty}^{\infty} P\left(m_{1}, m_{2} ; N\right),
$$

the probability of not visiting the origin up to the $N$ th step. The asymptotic values which we have obtained for this quantity are

$$
\Delta_{N+1} \sim\left\{\begin{array}{cl}
(2 / \pi N)^{\frac{1}{2}}, & D=1,  \tag{26}\\
\pi / \ln N, & D=2, \\
u_{0}^{-1}+u_{1} u_{0}^{-2} \pi^{-\frac{1}{2}} N^{-1}, & D=3
\end{array}\right.
$$

These values are consistent with the results of Polya ${ }^{10}$ that the probability of eventual return to the origin on a $D$-dimensional cubic lattice is unity in the infinite one- and two-dimensional lattices and $1-\left(1 / u_{0}\right)$ for the three-dimensional lattice. The results in Eq. (26) show the rate of approach to the limiting values.

It is of interest to compare the contribution to the mean square end-to-end distance of the $N-1$ nested overlap restrictions considered in this paper with the contributions of $N-1$ independent or separate overlap restrictions. It was shown in Ref. 2 that $\delta_{s}$, the increase in $R_{N}^{2}$ resulting from the single restriction that the $k$ th and the ( $k+s$ )th steps cannot overlap, is proportional to $s^{\frac{1}{2}}, s^{0}$, and $s^{-\frac{1}{2}}$ in the case of the one-, two-, and three-dimensional random walks, respectively. Thus, in the case of the 2-dimensional random walk, the quantity

$$
\sum_{s=1}^{N-1} \delta_{s}
$$

is proportional to $N$, whereas the actual contribution of the set of nested overlap restrictions to $R_{N}^{2}$ is $N / \ln N$.

## APPENDIX. ASYMPTOTIC EXPRESSIONS FOR $R_{N}^{2}=S_{N} / \Delta_{N+1}$ FOR $N \gg 1$ IN THE 2DIMENSIONAL LATTICE

Montroll and Weiss ${ }^{8}$ and Dvoretsky and Erdös ${ }^{11}$ have given an asymptotic formula for $S_{N}$ in the case of the 2-dimensional lattice. We use the contour integral expressions for $S_{N}$ and $\Delta_{N}$ and obtain the first two terms in the asymptotic series for $S_{N} / \Delta_{N+1}$. First consider the integral for $\Delta_{N}$

$$
\begin{equation*}
\Delta_{N}=\frac{1}{2 \pi i} \int_{C_{0}} \frac{d y}{y^{N+1}} \frac{1}{(1-y)_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; y^{2}\right]} . \tag{A1}
\end{equation*}
$$

The integrand contains logarithmic branch points at $y= \pm 1$. Introduce cuts in the complex $y$ plane which start at $y= \pm 1$ and extend out to $\pm \infty$ respectively as shown in Fig. 1. The contour $C_{0}$ can be deformed into the contour $C_{1}$ shown in Fig. 1. The dominant asymptotic contribution of the line integral around $C_{1}$ to $\Delta_{N}$ for $N \gg 1$ comes from the portion of the contour between $Q$ and $R$ in the immediate vicinity of $y=1$, where there is a pole superimposed on the logarithmic branch point (see Fig. 1)

$$
\begin{equation*}
\Delta_{N} \sim \frac{1}{2 \pi i} \int_{Q}^{R} \frac{d y}{y^{N+1}} \frac{1}{(1-y)_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; y^{2}\right]} \tag{A2}
\end{equation*}
$$

For our purposes it is sufficient to set the distance of $Q$ and $R$ from $y=1$ equal to $N^{-\frac{1}{2}}$ and assume that

[^226]$\ln N \gg 1$. It is then possible to replace the hypergeometric function ${ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; y^{2}\right]$ by its analytic continuation ${ }^{12}$ where, in the interval of integration, the only significant term is
\[

$$
\begin{equation*}
{ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; y^{2}\right] \sim \pi^{-1} \ln [1 /(1-y)] . \tag{A3}
\end{equation*}
$$

\]

The phase of the logarithm is chosen so that the logarithm is real on the real axis between $y=0$ and $y=1$. Thus, we have for the value of ${ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; y^{2}\right]$ on the lower and upper sides of the cut
${ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; y^{2}\right] \sim \begin{cases}\pi^{-1}\{\ln [1 /(y-1)]-i \pi\}, & \text { lower, } \\ \pi^{-1}\{\ln [1 /(y-1)]+i \pi\}, & \text { upper. }\end{cases}$

Substituting (A4) in (A2), one obtains the following expression for $\Delta_{N}$

$$
\begin{gather*}
\Delta_{N} \sim \frac{1}{2 \pi i}\left\{\int_{1+N^{-\frac{1}{2}}}^{1} \frac{d y}{y^{N+1}} \frac{1}{1-y} \frac{\pi}{\ln [1 /(y-1)]-i \pi}\right. \\
\left.\quad+\int_{1}^{1+N^{-\frac{1}{2}}} \frac{d y}{y^{N+1}} \frac{1}{1-y} \frac{\pi}{\ln [1 /(y-1)]+i \pi}\right\} \\
\sim \pi \int_{1}^{1+N^{-\frac{1}{2}}} \frac{d y}{y^{N+1}} \frac{1}{y-1} \frac{1}{\ln ^{2}[1 /(y-1)]+\pi^{2}} . \tag{A5}
\end{gather*}
$$

Replacing $y$ by $1+x / N$ in (A5), neglecting $\pi^{2}$, and integrating by parts, one obtains

$$
\begin{equation*}
\Delta_{N} \sim \pi \int_{0}^{N^{\frac{1}{2}}} \frac{d x}{[1+(x / N)]^{N+2}} \frac{1}{\ln N-\ln x} \tag{A6}
\end{equation*}
$$

Now, consider the corresponding integral for $S_{N}$

$$
\begin{equation*}
S_{N} \sim \frac{1}{2 \pi i} \int_{Q}^{R} \frac{d y}{y^{N+1}} \frac{1}{(1-y)^{2}} \frac{\pi}{\ln [1 /(1-y)]} . \tag{A7}
\end{equation*}
$$

Integrate (A7) by parts using the fact that

$$
-\frac{d}{d y} E_{1}\left[-\ln \left(\frac{1}{1-y}\right)\right]=\frac{1}{(1-y)^{2}} \frac{1}{\ln [1 /(1-y)]},
$$ where

$$
E_{1}(z)=\int_{z}^{\infty} e^{-t} t^{-1} d t
$$

and obtain

$$
\begin{align*}
S_{N} \sim & \frac{N}{2 i}\{- \\
& \int_{1+N^{-\frac{1}{2}}}^{1} \frac{d y}{y^{N+2}} E_{1}\left[-\ln \left(\frac{1}{y-1}\right)+i \pi\right]  \tag{A8}\\
& \left.\quad-\int_{1+N^{-\frac{1}{2}}}^{1} \frac{d y}{y^{N+2}} E_{1}\left[-\ln \left(\frac{1}{y-1}\right)-i \pi\right]\right\}
\end{align*}
$$

In the interval of integration in (A8), one can replace

[^227]the exponential integrals ${ }^{13}$
\[

$$
\begin{gathered}
E_{1}\left[-\ln \left(\frac{1}{y-1}\right) \pm i \pi\right] \sim E_{1}\left[-\ln \left(\frac{1}{y-1}\right)\right] \\
\quad+\frac{1}{y-1}\left\{\frac{2}{\ln [1 /(y-1)]}+\frac{2 \pm i \pi}{\ln ^{2}[1 /(y-1)]}\right. \\
\left.\quad+\frac{4-\pi^{2} \pm 2 i \pi}{\ln ^{3}[1 /(y-1)]}+\cdots\right\} .
\end{gathered}
$$
\]

The result is

$$
\begin{align*}
S_{N} \sim N & \int_{1}^{1+N^{-\frac{1}{2}}} \frac{d y}{y^{N+2}} \frac{1}{y-1} \\
& \times\left\{\frac{1}{\ln ^{2}[1 /(y-1)]}+\frac{2}{\ln ^{3}[1 /(y-1)]}+\cdots\right\} . \tag{A9}
\end{align*}
$$

Finally, as in Eq. (A5), replace $y$ by $1+x / N$, and integrate by parts

$$
\begin{align*}
S_{N} \sim N \pi & \int_{0}^{N^{\frac{1}{2}}} \frac{d x}{[1+(x / N)]^{N+3}} \\
& \times\left\{\frac{1}{\ln N-\ln x}+\left(\frac{1}{\ln N-\ln x}\right)^{2}+\cdots\right\} \tag{A10}
\end{align*}
$$

The expression for $R_{N}^{2}$, from (A6) and (A10) is
$R_{N}^{2}=S_{N} / \Delta_{N+1}$

$$
\begin{equation*}
\sim N+N \frac{\int_{0}^{N^{\frac{1}{2}}} \frac{d x}{[1+(x / N)]^{N+3}}\left(\frac{1}{\ln N-\ln x}\right)^{2}}{\int_{0}^{N^{\frac{1}{2}}} \frac{d x}{[1+(x / N)]^{N+3}}\left(\frac{1}{\ln N-\ln x}\right)} . \tag{A11}
\end{equation*}
$$

In arriving at Eq. (A11), we have consistently neglected terms of higher order in $(\ln N)^{-1}$. We must now estimate the value of the two integrals in (A11). This can be done by splitting the interval of integration into three parts: from 0 to $(\ln N)^{-1}$, from $(\ln N)^{-1}$ to $\ln N$, and from $\ln N$ to $N^{\frac{1}{2}}$. It is a simple matter to show that for the denominator

$$
\begin{align*}
& \int_{0}^{(\ln N)^{-1}} \frac{d x}{[1+(x / N)]^{N+3}} \frac{1}{\ln N-\ln x}<(\ln N)^{-2}, \\
& {[\ln N+\ln (\ln N)]^{-1}} \\
& \quad<\int_{(\ln N)^{-1}}^{\ln N} \frac{d x}{[1+(x / N)]^{N+3}} \frac{1}{\ln N-\ln x}, \\
& {[\ln N-\ln (\ln N)]^{-1},}  \tag{A12}\\
& \quad \quad \quad \int_{(\ln N)^{-1}}^{\ln N} \frac{d x}{[1+(x / N)]^{N+3}} \frac{1}{\ln N-\ln x},
\end{align*}
$$

[^228] cendental Functions (McGraw-Hill Book Company, Inc., New York, 1953), Vol. 2, p. 145.
and
\[

$$
\begin{aligned}
& \int_{\ln N}^{N^{\frac{1}{2}}} \frac{d x}{[1+(x / N)]^{N+3}} \frac{1}{\ln N-\ln x} \\
&<2(\ln N)^{-1}\left(1+N^{-1} \ln N\right)^{-(N+2)}
\end{aligned}
$$
\]

Therefore, the dominant contribution of the denom-
inator is $(\ln N)^{-1}$. The same procedure can be used for the numerator to give

$$
\int_{0}^{N^{\frac{1}{2}}} \frac{d x}{[1+(x / N)]^{N+3}}\left(\frac{1}{\ln N-\ln x}\right)^{2} \sim(\ln N)^{-2}
$$

Thus, we finally arrive at the following estimate

$$
\begin{equation*}
R_{N}^{2} \sim N\left[1+(\ln N)^{-1}\right] \tag{A13}
\end{equation*}
$$
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#### Abstract

A one-sentence nonalgebraic evaluation of averages, such as occur in the theory of the Debye-Waller factor, is given, which is valid for certain types of anharmonic modes and also for ensembles more general than the canonical ensemble.


$I^{N}$N a recent paper, Mermin ${ }^{1}$ reconsidered the evaluation of the average

$$
\left\langle e^{S}\right\rangle \equiv \operatorname{tr} \rho e^{S} / \operatorname{tr} \rho
$$

where

$$
S=\sum_{i}\left(c_{i} a_{i}+d_{i} a_{i}^{\dagger}\right), \quad \rho=\exp \left(-\beta \sum_{i} \omega_{i} a_{i}^{\dagger} a_{i}\right)
$$

$$
\begin{equation*}
\beta=1 / k_{B} T, \tag{1}
\end{equation*}
$$

and the $a_{i}$ and $a_{i}^{\dagger}$ are boson annihilation and creation operators. He has given an algebraic derivation of the well-known result

$$
\begin{equation*}
\left\langle e^{S}\right\rangle=\exp \left[\frac{1}{2} \sum_{i} c_{i} d_{i} \operatorname{coth} \frac{1}{2} \beta \omega_{i}\right] \tag{2}
\end{equation*}
$$

in one sentence, albeit a rather long one, using the identity $e^{A+B}=e^{A} e^{B} e^{-\frac{1}{2}[A, B]}([A, B]$ a $c$-number $)$.

Here, we offer another (and shorter) one-sentence derivation which, though restricted to a macroscopic lattice (i.e., very many nonvanishing $c_{i}$ 's and/or $d_{i}$ 's), is more general than the usual algebraic proofs in that we assume only that the density operator $\rho$ has the form

$$
\begin{equation*}
\rho=\prod_{i} p_{i}\left(n_{i}\right), \quad n_{i}=a_{i}^{\dagger} a_{i} \tag{3}
\end{equation*}
$$

with the $p_{i}$ any reasonably general probability density functions [i.e., $p_{i}\left(n_{i}\right)$ should be a positive semi-definite operator with unit trace].

## DERIVATION

If we calculate $\left\langle e^{S}\right\rangle$ in the representation in which all the operators $X_{i} \equiv c_{i} a_{i}+d_{i} a_{i}^{\dagger}$ are diagonal, the diagonal elements of $p_{i}$ define a normalized set of

[^229]classical probabilities and the Central Limit Theorem of probability theory, ${ }^{2}$ which is then applicable, states that the sum
$$
S \equiv \sum X_{i}
$$
has a Gaussian distribution (in this case with mean zero, because $\left\langle X_{i}\right\rangle \equiv 0$ ), from which we deduce
\[

$$
\begin{align*}
\left\langle e^{S}\right\rangle & =\exp \frac{1}{2}\left\langle S^{2}\right\rangle=\exp \frac{1}{2} \sum_{i}\left\langle X_{i}^{2}\right\rangle \\
& =\exp \left[\sum_{i} c_{i} d_{i}\left(\left\langle n_{i}\right\rangle+\frac{1}{2}\right)\right], \quad \text { for general } p_{i}\left(n_{i}\right) \\
& =\exp \left[\frac{1}{2} \sum c_{i} d_{i} \operatorname{coth} \frac{1}{2} \beta \omega_{i}\right], \quad \text { if } p_{i}\left(n_{i}\right) \propto e^{-\beta \omega_{i} n_{i}} \tag{4}
\end{align*}
$$
\]

## REMARKS

It should be emphasized that all other proofs, including Mermin's, implicitly or explicitly make use of the fact that each normal mode amplitude has a Gaussian distribution at any temperature (the utilization of this fact is the aim of all the various algebraic maneuvers), a fact which is unnecessary in treating a macroscopic system provided only that no small set of modes contributes to $\left\langle e^{S}\right\rangle$ out of proportion to its number. The derivation is thus valid for independent but anharmonic modes, and for independent modes not at thermal equilibrium, but not, for example for the Mössbauer effect whenever the emitting (or absorbing) nucleus produces a localized mode in the lattice.

[^230]and
\[

$$
\begin{aligned}
& \int_{\ln N}^{N^{\frac{1}{2}}} \frac{d x}{[1+(x / N)]^{N+3}} \frac{1}{\ln N-\ln x} \\
&<2(\ln N)^{-1}\left(1+N^{-1} \ln N\right)^{-(N+2)}
\end{aligned}
$$
\]

Therefore, the dominant contribution of the denom-
inator is $(\ln N)^{-1}$. The same procedure can be used for the numerator to give
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\int_{0}^{N^{\frac{1}{2}}} \frac{d x}{[1+(x / N)]^{N+3}}\left(\frac{1}{\ln N-\ln x}\right)^{2} \sim(\ln N)^{-2}
$$

Thus, we finally arrive at the following estimate

$$
\begin{equation*}
R_{N}^{2} \sim N\left[1+(\ln N)^{-1}\right] \tag{A13}
\end{equation*}
$$
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If we calculate $\left\langle e^{S}\right\rangle$ in the representation in which all the operators $X_{i} \equiv c_{i} a_{i}+d_{i} a_{i}^{\dagger}$ are diagonal, the diagonal elements of $p_{i}$ define a normalized set of

[^231]classical probabilities and the Central Limit Theorem of probability theory, ${ }^{2}$ which is then applicable, states that the sum
$$
S \equiv \sum X_{i}
$$
has a Gaussian distribution (in this case with mean zero, because $\left\langle X_{i}\right\rangle \equiv 0$ ), from which we deduce
\[

$$
\begin{align*}
\left\langle e^{S}\right\rangle & =\exp \frac{1}{2}\left\langle S^{2}\right\rangle=\exp \frac{1}{2} \sum_{i}\left\langle X_{i}^{2}\right\rangle \\
& =\exp \left[\sum_{i} c_{i} d_{i}\left(\left\langle n_{i}\right\rangle+\frac{1}{2}\right)\right], \quad \text { for general } p_{i}\left(n_{i}\right) \\
& =\exp \left[\frac{1}{2} \sum c_{i} d_{i} \operatorname{coth} \frac{1}{2} \beta \omega_{i}\right], \quad \text { if } p_{i}\left(n_{i}\right) \propto e^{-\beta \omega_{i} n_{i}} \tag{4}
\end{align*}
$$
\]

## REMARKS

It should be emphasized that all other proofs, including Mermin's, implicitly or explicitly make use of the fact that each normal mode amplitude has a Gaussian distribution at any temperature (the utilization of this fact is the aim of all the various algebraic maneuvers), a fact which is unnecessary in treating a macroscopic system provided only that no small set of modes contributes to $\left\langle e^{S}\right\rangle$ out of proportion to its number. The derivation is thus valid for independent but anharmonic modes, and for independent modes not at thermal equilibrium, but not, for example for the Mössbauer effect whenever the emitting (or absorbing) nucleus produces a localized mode in the lattice.
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#### Abstract

Representations of compact metric groups in Hilbert spaces over the quaternions are studied. A generalization of the Peter-Weyl theorem is formulated and proved. The problem of finding all the irreducible quaternionic representations of an arbitrary compact metric group is solved, and a rule is given for computing the " $Q$-characters" of all the irreducible quaternionic representations once the characters of all the irreducible complex representations are known. For the Abelian case, it is shown that every irreducible quaternionic representation is equivalent to a complex representation and hence one dimensional. An example is given of a non-Abelian group whose irreducible quaternionic representations are all one dimensional.


## 1. INTRODUCTION

$I^{T}$T is well known (see, e.g., Birkhoff and von Neumann, ${ }^{1}$ Yang, ${ }^{2}$ Mackey, ${ }^{3}$ Michel ${ }^{4}$ ) that the lattice of closed linear manifolds of a quaternionic Hilbert space is a possible candidate for the logic of propositions (see Varadarajan ${ }^{5}$ ) of a quantum mechanical system, and that there is nothing canonical about the (classical) choice of the complex number system for the development of quantum mechanics. But, in spite of the wide-spread knowledge of this fact, very little work has been done toward setting up a theory of quaternionic quantum mechanics apart from the fundamental work ${ }^{6-9}$ of Finkelstein, Jauch, Speiser, and Schiminovitch. We hope that our present work is of some help in this context, as the theory of group representations is indispensable for the exposition of quantum mechanics and compact metric groups are an important special case.

## II. PRELIMINARY IDEAS

We present this section in some detail as our orientation differs from that of Finkelstein et al.

Let $Q$ denote the division ring of real quaternions. We denote an arbitrary element $q$ of $Q$ by $q=q_{0}+$ $q_{1} i+q_{2} j+q_{3} k$, where $q_{0}, q_{1}, q_{2}, q_{3}$ are real. We

[^233]identify the reals with the set of all quaternions $q$ with $q_{1}=q_{2}=q_{3}=0$ and the complex numbers with the set of all quaternions $q$ with $q_{2}=q_{3}=0$. Every $q \in Q$ may be written in the form $\alpha+\beta j$, where $\alpha$ and $\beta$ are complex. We denote by $q^{*}$ the conjugate of the quaternion $q$.

## 1. Vector Spaces

By a vector space over $Q$ (to be called a $Q$-space) we always mean a left-vector space over $Q$. A $Q$ Banach space is a complete normed $Q$-space. If $X$ is a topological space, we denote by $\mathrm{C}_{Q}(X)$ the $Q$ Banach space of all bounded quaternion-valued continuous functions on $X$ with the supremum norm.

An inner product on a $Q$-space V is a quaternionvalued function on $V \times \vee$, denoted by (...), with the properties:
(i) $(x, y)=(y, x)^{*}$,
(ii) $\left(p x+p^{\prime} x^{\prime}, y\right)=p(x, y)+p^{\prime}\left(x^{\prime}, y\right)$,
(iii) $(x, x) \geq 0,=0$ if and only if $x=0$,
where $x, x^{\prime}, y \in \mathrm{~V}$, and $p, p^{\prime} \in Q$. From (i) and (ii) we have

$$
\left(x, p y+p^{\prime} y^{\prime}\right)=(x, y) p^{*}+\left(x, y^{\prime}\right) p^{\prime *}
$$

It is easy to prove that, on an inner product $Q$-space, $\|x\|=(x, x)^{\frac{1}{2}}$ defines a norm. ${ }^{7}$ A $Q$-space V is called a $Q$-Hilbert space if there exists an inner product on $V$ such that the induced norm makes $V$ a complete normed $Q$-space. The concepts of orthogonality, basis, etc., for $Q$-Hilbert spaces are defined in the usual way. In what follows $H$ denotes a $Q$-Hilbert space.

An operator on H is a bounded linear transformation of H into itself. An automorphism of H is a bijective operator on H . For every automorphism $A$, there exists an unique automorphism $A^{-1}$ such that $A A^{-1}=A^{-1} A=I$. The set of all automorphisms is a group in a natural way.

The elementary theory of $Q$-Hilbert spaces can now be developed as in the complex case. We note in particular that, for every operator $A$ on $H$, there exists a unique operator $A^{*}$ on H such that $(A x, y)=$ $\left(x, A^{*} y\right)$ for all $x, y \in \mathrm{H} . A^{*}$ is called the adjoint of $A$. An operator $A$ on H is called Hermitian if $A=A^{*}$ and unitary if $A A^{*}=A^{*} A=I$.

The spectral theory of Hermitian operators in $Q$ Hilbert spaces parallels the theory in the complex case. ${ }^{6,7}$

Let now $V$ be a finite-dimensional $Q$-space. (Note that $V$ may be endowed with a $Q$-Hilbert space structure.) Given a basis $\left(e_{1}, \cdots, e_{n}\right)$ of $V$, every linear transformation $A$ on $V$ has a matrix representation $\left(a_{r s}\right)$, defined by

$$
A e_{s}=\sum_{r} a_{r s} e_{r}
$$

If $A$ and $B$ are two linear transformations with matrices $\left(a_{r s}\right)$ and $\left(b_{r s}\right)$, respectively, then the matrix of $A B$ is given by $\left(c_{r s}\right)$, where

$$
c_{r s}=\sum_{t} b_{t s} a_{r t}
$$

Observe that our rule for matrix multiplication differs from the usual rule for matrices over a field.

If $A$ has the matrix $\left(a_{r s}\right)$ with respect to an orthonormal basis $\left(e_{r}\right)$, then $a_{r s}=\left(A e_{s}, e_{r}\right)$. The matrix of $A^{*}$ with respect to the same basis is then $\left(b_{r s}\right)$, where $b_{r s}=\left(A^{*} e_{s}, e_{r}\right)=a_{s r}^{*}$. If $A$ is Hermitian, then $A=A^{*}$ and hence $a_{r s}=a_{s r}^{*}$. If $A$ is unitary, $A^{*} A=A A^{*}=I$ and hence

$$
\sum_{t} a_{s t}^{*} a_{r t}=\delta_{r s}=\sum_{t} a_{t s} a_{t r}^{*}
$$

We note here that, if $A$ has the matrix $\left(a_{r s}\right)$ with respect to a basis $\left(e_{r}\right)$, then

$$
\operatorname{Re}(\operatorname{tr} A)=\operatorname{Re}\left(\sum_{r} a_{r r}\right)
$$

is defined independently of the basis $\left(e_{r}\right)$.

## 2. The Symplectic Picture

It is convenient for our purposes to restate the usual definition ${ }^{10}$ in geometric language.

If $V$ is a $Q$-space, then the additive group of $V$ can be considered as a $C$-space (i.e., a vector space over the complex numbers). This we denote by $\mathrm{V}^{C}$ and call the symplectic picture of $V$. If $\left(e_{1}, \cdots, e_{n}\right)$ is a basis for $V$, then $\left(e_{1}, \cdots, e_{n}, j e_{1}, \cdots, j e_{n}\right)$ is a basis for $\mathrm{V}^{C}$. Hence $\mathrm{V}^{C}$ is of dimension $2 n$. A linear transformation $A$ on $V$ is also a linear transformation on $\mathrm{V}^{C}$. This we denote by $A^{C}$. If the matrix of $A$ with respect to the basis $\left(e_{1}, \cdots, e_{n}\right)$ is $A_{1}+A_{2} j$, where

[^234]$A_{1}$ and $A_{2}$ are complex matrices, then the matrix of $A^{C}$ with respect to the basis $\left(e_{1}, \cdots, e_{n}, j e_{1}, \cdots, j e_{n}\right)$ is
\[

\left|$$
\begin{array}{rr}
A_{1} & A_{2} \\
-\overline{A_{2}} & \overline{A_{1}}
\end{array}
$$\right|
\]

where $\bar{\alpha}$ denotes the complex conjugate of the complex number $\alpha$ and $\bar{B}=\left(\bar{b}_{r s}\right)$ if $B$ is the complex matrix ( $b_{r s}$ ).

## 3. Integration Theory

Let $(X, \Sigma, \mu)$ be a measure space. We always identify functions which differ only on $\mu$-null sets. A quaternion-valued measurable function

$$
f(x)=f_{0}(x)+f_{1}(x) i+f_{2}(x) j+f_{3}(x) k
$$

on $X$, where $f_{r}[r=0,1,2,3$, are real-valued (measurable) functions on $X$ ] is said to be integrable with respect to $\mu$ if and only if $f_{0}, f_{1}, f_{2}, f_{3}$ are integrable with respect to $\mu$. If $f$ is integrable, the integral of $f$ with respect to $\mu$ is defined as

$$
\begin{aligned}
& \int f d \mu=\int f_{0} d \mu+\left(\int f_{1} d \mu\right) i \\
&+\left(\int f_{2} d \mu\right) j+\left(\int f_{3} d \mu\right) k
\end{aligned}
$$

The following properties of the integral are easily verified ( $q \in Q$ is arbitrary):
(i) $\int(f+g) d \mu=\int f d \mu+\int g d \mu$,
(ii) $\int(p f q) d \mu=p\left(\int f d \mu\right) q$,
(iii) $\left(\int f d \mu\right)^{*}=\int f^{*} d \mu$,
(iv) $\left|\int f d \mu\right| \leq \int|f| d \mu$.

The only nontrivial relation is (iv). This may be proved by a slight modification of Cramér's proof ${ }^{11}$ for the complex case.

We define $\mathrm{L}_{Q}^{2}(X)$ as the set of all quaternion-valued measurable functions $f$ such that $|f|^{2}$ is integrable with respect to $\mu$. It follows that $f \in \mathrm{~L}_{Q}^{2}(X)$ implies that $f^{*} \in L_{Q}^{2}(X)$. If we define for $f$ and $g$ in $L_{Q}^{2}(X)$ $(f, g)=\int f g^{*} d \mu$ then $L_{Q}^{2}(X)$ becomes a $Q$-Hilbert space with (., .) as inner product.

If $f, g \in \mathrm{~L}_{Q}^{2}(X)$ and $\int f^{*} g d \mu=0$, we say that $f$ and $g$ are left orthogonal. If $f$ and $g$ are also orthogonal, we say that $f$ and $g$ are bothways orthogonal.

[^235]We note that if $f \in \mathrm{~L}_{Q}^{2}(X)$ and $p \in Q$, then $f p \in \mathrm{~L}_{Q}^{2}(X)$. If $f$ and $g$ are left orthogonal then $f p$ and $g q$ are left orthogonal for any $p, q \in Q$.

## III. $Q$-REPRESENTATIONS

In what follows, we denote by $G$ a compact metric group and by $\mu$ the unique normalized Haar measure on $\Sigma$, the class of Borel sets of $G$.

Let $H$ be a separable $Q$-Hilbert space and $A(H)$ the group of automorphisms of H . By a $Q$-representation $^{9} A$ of $G$ in H we mean a homomorphism $g \rightarrow A_{g}$ from $G$ to $\mathrm{A}(\mathrm{H})$ such that $g \rightarrow A_{g} x$ from $G$ to H is continuous for every fixed $x \in \mathrm{H}$. The $Q$-representation $A$ is called unitary if $A_{g}$ is unitary for every $g \in G$. An example of a $Q$-representation of $G$ in $\mathrm{L}_{Q}^{2}(G)$ is the right regular representation. This is, in fact, unitary.

When H is finite-dimensional, we may, on occasion, regard the $A_{g}$ as matrices with respect to some fixed basis of H .

The notions of equivalence, irreducibility, etc., of $Q$-representations are defined in the usual way. ${ }^{12}$

We now state some basic theorems. The departure from the complex case is only slight and so we omit the proofs.

Theorem 1: Any $Q$-representation $A$ of $G$ in $H$ is equivalent to a unitary $Q$-representation.

Theorem 2: Every unitary $Q$-representation of $G$ is a direct sum of irreducible unitary $Q$-representations of $G$. Every irreducible $Q$-representation of $G$ is finite-dimensional.

The irreducible unitary $Q$-representations of $G$ split up into equivalence classes in a natural way. We shall index these equivalence classes by $\alpha$. (It follows from our analysis that the set of all $\alpha$ 's is countable.) Let $n_{\alpha}$ be the dimension of any irreducible $Q$-representation of type $\alpha$.

Consider now a unitary $Q$-representation of $G$ in H. Let

$$
\mathrm{H}=\underset{t}{\oplus} \mathrm{~S}_{t}
$$

be a direct sum decomposition of H into irreducible subspaces and let the irreducible subspaces $S_{t}$ of type $\alpha$ be indexed by a set of cardinality $c_{\alpha}$. We call $c_{\alpha}$ the multiplicity of type $\alpha$ in the decomposition

$$
\mathrm{H}=\underset{t}{\oplus} S_{t} .
$$

[^236]Theorem 3: In any decomposition of H into irreducible subspaces the same types occur with the same multiplicities.

Schur's Lemma ${ }^{9}$ : Let $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ be two finitedimensional $Q$-spaces. Let $\left(A_{\alpha}\right)$ and $\left(B_{\beta}\right)$ be irreducible collections of linear transformations on $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$, respectively. If $M$ is any linear transformation from $\mathrm{H}_{1}$ to $\mathrm{H}_{2}$ such that $\left(B_{\beta} M\right)=\left(M A_{\alpha}\right)$, then $M$ is either 0 or an isomorphism.

Corollary 1: If $U$ and $V$ be two inequivalent irreducible unitary $Q$-representations of $G$ in $Q$-Hilbert spaces $H_{1}$ and $H_{2}$, respectively, then

$$
\int\left(V_{g} M U_{g}^{-1} x, y\right) d g=0, \quad x \in \mathrm{H}_{1}, \quad y \in \mathrm{H}_{2}
$$

for any linear transformation $M$ from $H_{1}$ to $H_{2}$.
Corollary 2: Let $U$ be an irreducible unitary $Q$ representation of $G$ in a $Q$-Hilbert space H of dimension $n$. Then for any Hermitian operator $M$ of $H$ into itself

$$
\int\left(U_{g} M U_{g}^{-1} x, y\right) d g=\frac{\operatorname{Re}(\operatorname{tr} M)}{n}(x, y) .
$$

Remark: Note that with our geometric approach Corollary 2 may be proved directly without invoking the ersatz determinant used by Finkelstein et al. ${ }^{\text {. }}$

## IV. ORTHOGONALITY RELATIONS AND THE PETER-WEYL THEOREM

We now begin an analysis of the irreducible (and hence finite-dimensional) $Q$-representations of a compact metric group $G$.
Let $A$ be an irreducible $Q$-representation of $G$ in H of dimension $n$ and let [ $a_{r s}(g)$ ] be the matrix of $A_{g}$ with respect to an orthonormal basis ( $e_{r}$ ). The function $a_{r s}(g)=\left(A_{g} e_{r}, e_{3}\right)$ is a continuous function on $G$ for every $r, s$; i.e., the matrix entries $\left[a_{r s}().\right]$ of $A$ with respect to an orthonormal basis are continuous. It follows that the matrix entries of $A$ with respect to any basis of H are continuous, i.e., are elements of $\mathrm{C}_{Q}(G)$ and hence of $\mathrm{L}_{Q}^{2}(G)$.

We know that (see Theorem 24 in Ref. 13) in the complex case the matrix entries of two inequivalent irreducible unitary representations are orthogonal. A similar result holds in the quaternionic case. To see this, let $U$ and $V$ be inequivalent irreducible unitary $Q$ representations acting on $Q$-Hilbert spaces H and K , respectively, and let $u_{r s}(g)$ [respectively $v_{r s}(g)$ ] be the matrix entries of $U_{g}\left(V_{g}\right)$ with respect to the orthonormal basis $\left(e_{s}\right)\left[\left(f_{s}\right)\right]$. If $M: \mathrm{H} \rightarrow \mathrm{K}$ is the linear

[^237]transformation defined by $M e_{t}=f_{w}, M e_{s}=0$ if $s \neq t$, then by Corollary 1 to Schur's Lemma
\[

$$
\begin{aligned}
0 & =\int\left(V_{g} M U_{g}^{-1} e_{r}, f_{s}\right) d g \\
& =\int u_{r i}^{*}(g) v_{s w}(g) d g,
\end{aligned}
$$
\]

and also by the invariance of the integral,

$$
\begin{aligned}
& =\int\left(V_{g}^{-1} M U_{g} e_{r}, f_{s}\right) d g \\
& =\int u_{t r}(g) v_{u_{s}}^{*}(g) d g .
\end{aligned}
$$

In words, every matrix entry of $U$ is bothways orthogonal to every matrix entry of $V$.
To study the orthogonal relations between the matrix entries of a single representation $U$, let $M: H \rightarrow H$ be the linear transformation defined by $M e_{t}=e_{v v}$ and $M e_{s}=0$ if $s \neq t$. Then we have, as above,

$$
\begin{align*}
\int\left(U_{g} M U_{g}^{-1} e_{r}, e_{s}\right) d g & =\int u_{r i}^{*}(g) u_{s w}(g) d g \\
& =\int u_{t r}(g) u_{w s}^{*}(g) d g \tag{A}
\end{align*}
$$

In case $r=s$ and $t=w, M$ is Hermitian with $\operatorname{Re}(\operatorname{tr} M)=1$ and so, from Corollary 2 to Schur's Lemma, it follows that

$$
\int\left|u_{w s}(g)\right|^{2} d g=\frac{1}{n} \text { for all } w, s .
$$

Further, Eq. (A) shows that the $n^{2}$ matrix entries are mutually orthogonal if and only if they are mutually left orthogonal. However, in contrast to the complex case, it is not necessary that they be orthogonal, as the following example shows.

Example 1: Let $G$ be the symmetric group of degree 3. The elements of $G$ are
$g_{0}=\left(\begin{array}{lll}0 & 1 & 2 \\ 0 & 1 & 2\end{array}\right), g_{1}=\left(\begin{array}{lll}0 & 1 & 2 \\ 0 & 2 & 1\end{array}\right), g_{2}=\left(\begin{array}{lll}0 & 1 & 2 \\ 1 & 0 & 2\end{array}\right)$,
$g_{3}=\left(\begin{array}{lll}0 & 1 & 2 \\ 1 & 2 & 0\end{array}\right), g_{4}=\left(\begin{array}{lll}0 & 1 & 2 \\ 2 & 0 & 1\end{array}\right), g_{5}=\left(\begin{array}{lll}0 & 1 & 2 \\ 2 & 1 & 0\end{array}\right)$.
Let $I=\left|\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right|, J=\left|\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right|$ and define

$$
\begin{gathered}
U_{0}=I, \quad U_{1}=[(i+j) / \sqrt{2}] J, \\
U_{2}=[(\sqrt{3}-1) i / 2 \sqrt{2}-(\sqrt{3}+1) j / 2 \sqrt{2}] J, \\
U_{3}=[(-1+\sqrt{3} k) / 2] I, \quad U_{4}=[(-1-\sqrt{3} k) / 2] I, \\
U_{5}=[-(\sqrt{3}+1) i / 2 \sqrt{2}+(\sqrt{3}-1) j / 2 \sqrt{2}] J .
\end{gathered}
$$

Then the representation $g_{i} \rightarrow U_{i}$ is unitary and, moreover, irreducible, because the only vector sent into a multiple of itself by all the $U_{i}$ is the null vector. Since in each matrix the two elements in the principal diagonal are equal, two of the matrix entries are identical.

Let $A_{g}=\left[a_{r s}(g)\right]$ be any irreducible $Q$-representation of $G$ of type $\alpha$. Define

$$
\mathrm{F}_{x}=\operatorname{Span}\left[a_{r s}(g) q: 1 \leq r, s \leq n_{\alpha}, q \in Q\right] .
$$

It is easy to check that $F_{\alpha}$ depends only on the type $\alpha$ of the representation and not on the particular representation chosen. We call $F_{z}$ the space of matrix entries of type $\alpha$. Since every element of the generating set of $F_{\alpha}$ is a (real) linear combination of the $4 n_{\alpha}^{2}$ elements of the type

$$
a_{r s}(g), a_{r s}(g) i, a_{r s}(g) j, a_{r s}(g) k, \quad 1 \leq r, s \leq n_{\alpha},
$$

$F_{\alpha}$ is a closed linear manifold of $L_{Q}^{2}(G)$ of dimension at most $4 n_{\alpha}^{2}$ (see also Theorem 11, this paper).
The following theorem generalizes the Peter-Weyl theorem to the quaternionic case.

Theorem 4: The subspaces $\mathrm{F}_{\alpha}$ and $\mathrm{F}_{\beta}$ are bothways orthogonal if $\alpha \neq \beta$. If $\sum_{\alpha} F_{\alpha}$ denotes the set of finite sums of elements of $U_{\alpha} F_{\alpha}$, where $\alpha$ ranges over all types and $\sum_{\alpha} F_{\alpha}$ the uniform closure of $\sum_{\alpha} F_{\alpha}$, then

$$
\bar{\sum}_{\alpha} \bar{F}_{\alpha}=\mathrm{C}_{Q}(G) \text { and } \underset{\alpha}{\oplus} \mathrm{F}_{\alpha}=\mathrm{L}_{Q}^{2}(G)
$$

Proof: Let $\left[u_{r s}(g)\right],\left[v_{r s}(g)\right]$ be unitary representations of types $\alpha$ and $\beta$ respectively. For any $p, q \in Q$

$$
\begin{aligned}
& \int\left[u_{r s}(g) p\right]\left[v_{t w}(g) q\right]^{*} d g \\
& \quad=p q^{*} \int\left[\left(p q^{*}\right)^{-1} u_{r s}(g) p q^{*}\right] v_{t w}^{*}(g) d g=0,
\end{aligned}
$$

by the orthogonality relations proved earlier, since, for any quaternion $q$, the representation [ $q^{-1} u_{r s}(g) q$ ] is equivalent to $\left[u_{r s}(g)\right]$. Since the elements of $F_{\alpha}$ and $F_{\beta}$ are linear combinations of elements of the form $\left[u_{r s}(g) p\right]$ and $\left[v_{t w}(g) q\right]$, respectively, we have shown that $F_{\alpha}$ and $F_{\beta}$ are orthogonal. To prove that $F_{\alpha}$ and $F_{\beta}$ are left orthogonal, it is enough to show that, for $p, q \in Q, p u_{r s}(g)$ and $q v_{t w}(g)$ are left orthogonal. But

$$
\begin{aligned}
& \int\left[p u_{r s}(g)\right]^{*}\left[q v_{t w}(g)\right] d g \\
& \quad=\int u_{r s}^{*}(g)\left[p^{*} q v_{t w}(g)\left(p^{*} q\right)^{-1}\right] d g\left(p^{*} q\right)=0 .
\end{aligned}
$$

For the second part, let us denote by $\Delta$ the set of all real functions arising from all possible real representations of $G$. Then (Ref. 13, p. 119) the finite real
linear combinations of elements of $\Delta$ are dense in $\mathrm{C}_{R}(G)$, the Banach space of real-valued continuous functions on $G$. It follows that finite quaternion linear combinations of elements of $\Delta$ are dense in $\mathrm{C}_{Q}(G)$.
Therefore, to prove that

$$
\overline{\sum_{\alpha} F_{\alpha}}=C_{Q}(G)
$$

it is enough to show that every function in $\Delta$ is a linear combination (and hence a finite sum) of functions in $U_{\alpha} F_{\alpha}$. But since every real representation $A$ is equivalent to a direct sum of irreducible $Q$ representations and since the matrix entries of irreducible $Q$-representations belong to $\mathrm{U}_{\alpha} \mathrm{F}_{\alpha}$, it follows that every matrix entry of $A$ and hence every element of $\Delta$ is a linear combination of elements of $\mathrm{U}_{a} \mathrm{~F}_{\alpha}$.

Since $C_{Q}(G)$ is dense in $L_{Q}^{2}(G)$ and uniform convergence implies $L^{2}$-convergence and since the $F_{\alpha}$ are mutually orthogonal subspaces of $L_{Q}^{2}(G)$, we have

$$
\mathrm{L}_{Q}^{2}(G)=\underset{\alpha}{\oplus} \mathrm{F}_{\alpha} .
$$

Corollary: There exists at most a countable number of inequivalent irreducible $Q$-representations of $G$.
Proof: $\mathrm{L}_{Q}^{2}(G)$ is separable.
The following theorem (cf. Ref. 13, p. 120) may now be proved exactly as in the complex case.

Theorem 5: We select one representative from each equivalence class of irreducible $Q$-representations of $G$ and denote them by

$$
U^{(1)}, \cdots, U^{(n)}, \cdots
$$

Then for every element $g \in G$ distinct from the identity, there exists an $n$ such that $U_{g}^{(n)}$ is not the identity transformation.

## v. $Q$-CHARACTERS

Let $A_{g}=\left[a_{r s}(g)\right]$ be a $Q$-representation of $G$ of degree $n$. Define

$$
X\left(A_{g}\right)=\operatorname{Re}\left[\sum_{r} a_{r r}(\mathrm{~g})\right] .
$$

Then it is easy to see that if $A$ and $B$ are equivalent $Q$-representations, then $X\left(A_{g}\right)=X\left(B_{g}\right)$. In this way we may associate with every equivalence class of $Q$-representations a real-valued function $X(g)$ which we call (see also Finkelstein, Jauch, and Speiser ${ }^{9}$ ) its $Q$-character (to distinguish it from the usual definition of the character of a complex representation
which we call the $C$-character). We denote by $X_{\alpha}(g)$ the $Q$-character of any irreducible $Q$-representation of type $\alpha$. Note that if $A_{g}$ is of type $\alpha$, then

$$
\begin{aligned}
X_{\alpha}(g)=\frac{1}{4} \sum_{r}\left[a_{r r}(g)+i a_{r r}(g) i^{*}+\right. & j a_{r r}(g) j^{*} \\
& \left.+k a_{r r}(g) k^{*}\right] \in \mathrm{F}_{\alpha} .
\end{aligned}
$$

Thus we have the following theorem.
Theorem 6: Two irreducible $Q$-representations are equivalent if and only if they have the same $Q$ character. Moreover, $Q$-characters of inequivalent irreducible $Q$-representations are orthogonal.

## VI. CLASSIFICATION OF IRREDUCIBLE $Q$-REPRESENTATIONS

We now proceed to study the inter-relations between the irreducible $Q$-representations and the irreducible $C$-representations of $G$. Let $B$ be an irreducible $C$ representation of $G$ and $\bar{B}$ its contragredient. ${ }^{14}$ Recall that (if $\chi$ denotes the complex character) $\chi\left(\bar{B}_{g}\right)=\overline{\chi\left(B_{g}\right)}$. $B$ satisfies exactly one of the following three conditions ${ }^{15,16}$ :
(a) $B$ is not equivalent to $\bar{B}$.
(b) There exists a matrix $M$ such that $M=M^{T}$ (the transpose of $M$ ) and $M B_{g} M^{-1}=\bar{B}_{g}$ for all $g \in G$.
(c) There exists a matrix $M$ such that $M=-M^{T}$ and $M B_{g} M^{-1}=\bar{B}_{g}$ for all $g \in G$. We say (cf. Ref. 16) that $B$ is nonreal, potentially real or pseudoreal according as it satisfies (a), (b), or (c).

Note that every $C$-matrix representation $B$ may be considered to be a $Q$-matrix representation since we have identified the complex field with a fixed subfield of the quaternions. However, even if $B$ is irreducible as a $C$-representation, it need not be irreducible as a $Q$-representation. The following theorem ${ }^{9}$ gives a necessary and sufficient condition.

Theorem 7: An irreducible $C$-representation $B$ is an irreducible $Q$-representation if and only if $B$ is not pseudoreal. If $B$ is pseudoreal, then $B$ decomposes over $Q$ into the direct sum of two equivalent irreducible $Q$-representations.

Consider now an irreducible $Q$-representation $A$ of $G$. We say that $A$ is (i) of class $\mathbf{R}$ if it is equivalent to a real representation, (ii) of class $\mathbf{C}$ if it is equivalent to a $C$-representation but not equivalent

[^238]to any real representation, and (iii) of class $\mathbf{Q}$ if it is neither of class $\mathbf{R}$ nor of class $\mathbf{C}$. The following three theorems establish correspondences between the various classes of irreducible $Q$-representations and $C$-representations.

Theorem 8: A $Q$-representation is of class $\mathbf{R}$ if and only if it is equivalent to a potentially real representation. Two potentially real representations are $Q$ inequivalent if and only if they are $C$-inequivalent.

Proof: Since a $C$-representation is potentially real if and only if it is equivalent to a real representation, ${ }^{16}$ the first part follows. For the second part, we have only to note that the $C$-character of a potentially real representation is real and hence equal to its $Q$ character.

Theorem 9: A $Q$-representation is of class $\mathbf{C}$ if and only if it is equivalent to a nonreal representation. Two nonreal representations $B$ and $C$ are $Q$-inequivalent if and only if $B$ is $C$-inequivalent to both $C$ and $\bar{C}$.

Proof: If $A$ be a $Q$-representation of class C, $Q$ equivalent to a $C$-representation $B$, then it is clear that $B$ cannot be potentially real. Also, since $B$ is $Q$-irreducible, $B$ cannot be pseudoreal by Theorem 7. Hence $B$ must be nonreal. To prove the converse, we have only to show that a nonreal representation $B$ cannot be $Q$-equivalent to a potentially real representation $D$. But this is evident, since $X\left(B_{g}\right)=$ $\frac{1}{2}\left[\chi\left(B_{g}\right)+\chi\left(\bar{B}_{g}\right)\right]$ is orthogonal to $X\left(D_{g}\right)=\chi\left(D_{g}\right)$, using the classical orthogonality relations.

If $B$ and $C$ are $Q$-inequivalent, then $X\left(B_{g}\right)$ is not equal to $X\left(C_{g}\right)$ and hence $\chi\left(B_{g}\right)$ is not equal to either $\chi\left(C_{g}\right)$ or $\chi\left(\bar{C}_{g}\right)$, i.e., $B$ is $C$-inequivalent to both $C$ and $\bar{C}$. Conversely, if $B$ is $C$-inequivalent to both $C$ and $\bar{C}$, then $X\left(B_{g}\right)=\frac{1}{2}\left[\chi\left(B_{g}\right)+\chi\left(\bar{B}_{g}\right)\right]$ is orthogonal to $X\left(C_{q}\right)=\frac{1}{2}\left[\chi\left(C_{q}\right)+\chi\left(\bar{C}_{q}\right)\right]$ and hence $B$ and $C$ are $Q$-inequivalent.

We now turn our attention to pseudoreal representations. If $B$ is one such, then by Theorem 7, $B=$ $B^{1} \oplus B^{2}$ where $B^{1}$ and $B^{2}$ are equivalent irreducible $Q$-representations. Since $\chi(B)$ is real, $X\left(B_{g}^{1}\right)=\frac{1}{2} \chi\left(B_{g}\right)$ and hence the equivalence class of $B^{1}$ is uniquely determined by $B$. We call any member of this equivalence class a $Q$-representation induced by $B$.

Theorem 10: A $Q$-representation $A$ is of class $\mathbf{Q}$ if and only if it is induced by a pseudoreal representation. Two pseudoreal representations are $C$-inequivalent if and only if their induced $Q$-representations are $Q$-inequivalent.

Proof: Let the $Q$-representation of class $\mathbf{Q}$ of dimension $n$ act on the $Q$-space V . We may assume that $A$ is unitary. Then $g \rightarrow A_{g}^{C}$ is a unitary $C$ representation of $G$ in $\mathrm{V}^{C}$.

We first prove that $g \rightarrow A_{g}^{C}$ is irreducible. If it is not, let $\left(e_{1}, \cdots, e_{r}\right)$ be a basis in $\mathrm{V}^{C}$ of some invariant subspace $S$ for $A^{C}$. Since $A^{C}$ is unitary, by replacing $S$ by $S^{\perp}$ if necessary, we may assume that $r \leq n$. The $Q$-subspace spanned by ( $e_{1}, \cdots, e_{r}$ ) in V is then invariant under $A$. Since $A$ is irreducible, we can conclude that $r=n$. But then the matrix of $A_{g}$ with respect to $\left(e_{1}, \cdots, e_{n}\right)$ is the matrix of $A_{g}^{C}$ restricted to $S$ with respect to ( $e_{1}, \cdots, e_{n}$ ) which is complexa contradiction since $A$ is of class $\mathbf{Q}$. Hence $A^{C}$ is irreducible.

We show next that $A^{C}$ is pseudoreal. If $A_{g}$ has the matrix $A_{g}^{1}+A_{g}^{2} j$ (where $A_{g}^{1}$ and $A_{g}^{2}$ are complex) with respect to some basis in $V$, then with respect to the corresponding basis in $\mathrm{V}^{C}, A_{g}^{C}$ has the matrix

$$
\left|\begin{array}{cc}
A_{g}^{1} & A_{g}^{2} \\
-\vec{A}_{g}^{2} & \overrightarrow{A_{g}^{1}}
\end{array}\right| .
$$

Since $A_{g}^{C}$ is unitary, $\bar{A}_{g}^{O}$ has the matrix

$$
\left|\begin{array}{cc}
\bar{A}_{g}^{1} & \bar{A}_{g}^{2} \\
-A_{g}^{2} & A_{g}^{1}
\end{array}\right| .
$$

The matrix

$$
M=\left|\begin{array}{cc}
0 & -I \\
I & 0
\end{array}\right|
$$

has the properties $M=-M^{T}$ and $M A_{g}^{C} M^{-1}=\bar{A}_{g}^{C}$, i.e., $A^{C}$ is pseudoreal.

Since the equality $X\left(A_{q}\right)=\frac{1}{2} \chi\left(A_{g}^{C}\right)$ is evident by looking at the matrices of $A_{g}$ and $A_{g}^{C}$, we conclude that $A$ is induced by $A^{C}$.
Conversely, if $B$ is a pseudoreal representation inducing the $Q$-representation $A$, then $A$ has to be of class $\mathbf{Q}$. For, if not, we may assume, by what has been proved so far, that $A$ is either a potentially real or a nonreal representation. In either case $\chi(A)$ is orthogonal to $\chi(B)=2 X(A)=2 \operatorname{Re}[\chi(A)]$-a contradiction.

The second part is proved by a comparison of characters.

To sum up, the situation is as follows: There is a one-to-one correspondence between the equivalence classes of potentially real (respectively pseudoreal) representations and the equivalence classes of $Q$ representations of class $\mathbf{R}$ (class $\mathbf{Q}$ ). There is a one-toone correspondence between pairs of equivalence classes of nonreal representations, each pair consisting
of the equivalence classes of a representation and its contragredient, and the equivalence classes of $Q$ representations of class $\mathbf{C}$.

This leads us to the following rule for the computation of irreducible $Q$-characters. Recall that an irreducible $C$-representation with character $\chi$ is nonreal, potentially real or pseudoreal according as

$$
\begin{align*}
\int \chi\left(g^{2}\right) d g & =0  \tag{1}\\
& =+1 \tag{2}
\end{align*}
$$

or

$$
\begin{equation*}
=-1 \tag{3}
\end{equation*}
$$

Rule: Every real irreducible $C$-character $\chi(g)$ determines an irreducible $Q$-character $X(g)=\chi(g)$ or $\frac{1}{2} \chi(g)$ according as $\chi$ satisfies (2) or (3). Every nonreal irreducible $C$-character $\chi(g)$ determines an irreducible $Q$-character $X(g)=\operatorname{Re}[\chi(g)]$. All the irreducible $Q$-characters are obtained in this way.

In the complex case, a $C$-character $\chi$ is irreducible if and only if its ( $L^{2}$-) norm is unity. For the quaternionic case, we may show that the square of the norm of an irreducible $Q$-character is 1 , $\frac{1}{2}$, or $\frac{1}{4}$ according as the corresponding representation is of class $\mathbf{R}, \mathbf{C}$, or $\mathbf{Q}$. This does not in general give us a criterion for deciding the irreducibility of an arbitrary finitedimensional $Q$-representation, but if the square of the norm of its $Q$-character is $\frac{1}{4}$, we can conclude that the representation is irreducible and is of class Q.

Every $Q$-character $X(g)$ is an invariant function, i.e., $X(g)=X\left(h g h^{-1}\right)$ for all $h \in G$. In contrast to the complex case, it is not in general true that the irreducible $Q$-characters form a basis for the subspace of invariant functions $I$ in $L_{Q}^{2}(G)$. In Example 2 of Sec. VII, for instance, there are only five irreducible $Q$ characters, whereas $L_{Q}^{2}(G)$ is of dimension 8. However, since, as is easily checked, the irreducible $C$-characters form a basis for $I$, we may conclude from our analysis that the irreducible $Q$-characters form a basis for $I$ if and only if every irreducible $C$-character is real. This happens, for instance, when $G=S O(3)$.
In passing we note that $S O(3)$ does not admit of any irreducible $Q$-representation of class $\mathbf{Q}$, since it does not admit of any irreducible $C$-representation of even degree.
We conclude this section with the following result.
Theorem 11: If $A$ is an irreducible $Q$-representation of type $\alpha$ and degree $n$, then the subspace $F_{\alpha}$ has dimension $n^{2}, 2 n^{2}$, or $4 n^{2}$ according as $A$ is of class $\mathbf{R}, \mathbf{C}$, or $\mathbf{Q}$.

Proof: If $A$ is of class $\mathbf{R}$, we may assume that $A$ is real and orthogonal. Since the (real-valued) matrix entries of $A$ are then orthogonal and the reals commute with all the quaternions, $F_{\alpha}$ is of dimension $n^{2}$.
If $A$ is of class $\mathbf{C}$, then again we may take $A$ to be complex and unitary. If $A_{g}$ has the matrix $\left[a_{r g}(g)\right]$, its contragredient has the matrix $\left[\bar{a}_{r a}(g)\right]$. By definition, every element of $F_{\alpha}$ is a linear combination of elements of the form $a_{r s}(g)(\beta+\gamma j)=\beta a_{r s}(g)+\gamma j \bar{a}_{r s}(g)$, where $\beta$ and $\gamma$ are complex. Again using the classical orthogonal relations, we may conclude that $F_{\alpha}$ is of dimension $2 n^{2}$.

Now, let $A$ be in class $\mathbf{Q}$. Consider $A^{C}$. By Theorems 7 and 10 , there exists a matrix $M$ such that

$$
M A_{g}^{C} M^{-1}=\left|\begin{array}{cc}
B_{g} & 0 \\
0 & C_{g}
\end{array}\right|
$$

where $B$ and $C$ are equivalent to $A$. Therefore, $\mathrm{F}_{\alpha}$ is spanned by the right $Q$-multiples of the matrix entries of $M A^{C} M^{-1}$ and hence of $A^{C}$. But the set of matrix entries of $A^{C}$ is closed (except possibly for sign) with respect to complex conjugation and by the same method used earlier in the proof, we can conclude that $\mathrm{F}_{\alpha}$ is spanned by the matrix entries of $A^{C}$. But, by Theorem 10 again, $A^{C}$ is an irreducible $C$ representation. Invoking the classical orthogonal relations once more, we conclude that $F_{\alpha}$ is of dimension $4 n^{2}$.

## VII. ABELIAN GROUPS

Let now $G$ denote a compact metric Abelian group. Since every irreducible $C$-representation of $G$ is one dimensional, it follows from Theorem 10 that $G$ does not admit of any irreducible $Q$-representations of class $\mathbf{Q}$, i.e., every irreducible $Q$-representation of $G$ is equivalent to a $C$-representation. It follows immediately that every irreducible $Q$-representation of $G$ is one dimensional. However, in contrast to the complex case, it is not true that if every irreducible $Q$-representation of a compact metric group $G$ is one dimensional, then $G$ is Abelian, as the following example shows. We denote by $G^{0}$ the group opposite to $G$ (i.e., the elements of $G^{0}$ are those of $G$ and the group operation in $G^{0}$ is given by $g \cdot h=h g$ ).

Example 2: Let $G$ be the quaternion group, i.e., $G=[ \pm 1, \pm i, \pm j, \pm k]$. Consider $G^{0}$. We show that every irreducible $Q$-representation of $G^{0}$ is one dimensional.
If $q \in Q$, let $R_{q}$ denote the linear transformation of the $Q$-space $Q$, given by $R_{q}(p)=p q$ for all $p$ in $Q$.

Consider the representations:
(1)

$$
\begin{align*}
g \rightarrow R_{g} & \\
g \rightarrow A_{g} & =R_{1} \quad \text { for all } g \in G^{0} \\
g \rightarrow A_{g} & =R_{1} \text { if } g= \pm 1, \pm i \\
& =R_{-1} \text { otherwise } \\
g \rightarrow A_{g} & =R_{1} \text { if } g= \pm 1, \pm j \\
& =R_{-1} \quad \text { otherwise } \\
g \rightarrow A_{g} & =R_{1} \text { if } g= \pm 1, \pm k  \tag{5}\\
& =R_{-1} \quad \text { otherwise. }
\end{align*}
$$

(4)

It is easy to verify that the above five (one-dimensional and hence irreducible) $Q$-representations are
mutually inequivalent. If $F_{r}$ is the subspace in $L_{Q}^{2}\left(G^{0}\right)=Q^{(8)}$ associated with the $r$ th-representation above, then $F_{1}$ has dimension four and each of the remaining $F_{r}$ has dimension one. It follows that $G^{0}$ cannot have any irreducible $Q$-representation inequivalent to all the five above and in particular that $G^{0}$ does not have any $Q$-representation of degree greater than one.
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g \rightarrow A_{g} & =R_{1} \text { if } g= \pm 1, \pm k  \tag{5}\\
& =R_{-1} \quad \text { otherwise. }
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It is easy to verify that the above five (one-dimensional and hence irreducible) $Q$-representations are
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## 1. INTRODUCTION

IN previous papers ${ }^{1-3}$ we considered the two- and three-dimensional scalar problems of multiple scattering of waves by arbitrary configurations of arbitrary scatterers. In the present paper, the results are extended to the three-dimensional electromagnetic case. We parallel our previous analysis of the threedimensional scalar case, ${ }^{3}$ and exploit as much of that development as feasible; similarly, because recent

[^241]surveys of the literature of scattering by more than one object are available ${ }^{4,5}$ we restrict citations to explicitly related work. Conventional integral and series scalar-vector representations which are adequate (although not particularly convenient) for isolatedscatterer problems, are too cumbersome for multiple scattering problems. We therefore work with vectordyadic representations essentially as in Morse and Feshbach, ${ }^{6}$ and in Saxon ${ }^{7,8}$; we supplement these with

[^242]results of Hansen, ${ }^{9}$ Stratton, ${ }^{10}$ Silver, ${ }^{11}$ and Wilcox, ${ }^{12}$ as well as with additional representations and theorems derived in the course of the present development (e.g., by separating variables in the vector wave equation). We use dyadic surface integral forms, complex integral dyadic plane-wave representations, inverse distance series involving the vector scattering amplitudes acted on by the dyadic analog of Beltrami's operator, series for dyadic fields in terms of dyads of vector harmonics, etc. To facilitate discussion we start with a relatively conventional vector formalism, and then switch to dyadic representations.

In the following we always indicate dyadics by using a tilde- $\tilde{g}, \tilde{u}, \tilde{\varphi}$, etc., and write vectors as $\mathbf{g}, \mathbf{u}, \boldsymbol{\varphi}$, etc.; a caret always indicates a unit vector- $\hat{g}, \hat{x}, \hat{\theta}$, etc., but we also define some special symbols ( $\mathbf{0}, \mathbf{i}, \boldsymbol{\epsilon}$, $\mathbf{n}$, etc.) to represent unit vectors. For brevity, we regard the numbered equations and figures of Ref. 3 as part of the present text, and cite them as Eq. (3:8), Fig. 3:1, etc.

## 2. ONE SCATTERER

### 2.1. Vector Fields

The three-dimensional scattering of a plane electromagnetic wave (with $\mathrm{e}^{-i \omega t}$ suppressed) is specified in the external region by a solution of

$$
\begin{gather*}
\nabla \times \nabla \times \psi-k^{2} \psi=0, \quad \nabla \cdot \psi=0, \\
k=|k|=2 \pi / \lambda, \tag{1}
\end{gather*}
$$

subject to prescribed conditions on the scatterer's surface, and subject to the condition that $\psi$ consist of a plane wave $\varphi$ plus a radiated wave $\mathbf{u}$. With increasing distance from the scatterer $(r \rightarrow \infty)$ the function $\psi$ (which represents either the $\mathbf{E}$ or $\mathbf{H}$ field) reduces to a plane wave

$$
\begin{equation*}
\varphi(\mathbf{i}: \mathbf{\epsilon})=\boldsymbol{\epsilon} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}}, \quad \mathbf{k}=k \mathbf{i}, \quad \mathbf{r}=r \mathbf{o} \tag{2}
\end{equation*}
$$

where $\boldsymbol{\epsilon}, \mathbf{i}$, and $\mathbf{o}$ are unit vectors. Because of the divergence condition $\boldsymbol{\nabla} \cdot \boldsymbol{\varphi}=0$, the "polarization vector" $\boldsymbol{\epsilon}$ is perpendicular to the direction of incidence, $\boldsymbol{\epsilon} \cdot \mathbf{i}=0$; to make this explicit, we write

$$
\begin{align*}
\varphi(\mathbf{i}: \boldsymbol{\epsilon}) & =\boldsymbol{\epsilon} \cdot(\tilde{I}-\mathbf{i i}) \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}}=\boldsymbol{\epsilon} \cdot \tilde{\varphi}(\mathbf{i}), \\
\tilde{\varphi}(\mathbf{i}) & \equiv(\tilde{I}-\mathbf{i}) \mathrm{e}^{i k i \mathbf{r}}, \tag{3}
\end{align*}
$$

where $\tilde{I}$ is the unit dyadic, and $\tilde{\varphi}$ is a dyadic plane wave. The difference $\psi-\boldsymbol{\varphi}=\mathbf{u}$, the scattered wave, may

[^243]be specified by the Sommerfeld-Silver radiation condition ${ }^{11,12}$
\[

$$
\begin{equation*}
\lim r[\mathbf{0} \times(\nabla \times \mathbf{u})+i k \mathbf{u}]=0, \quad \text { as } r \rightarrow \infty \tag{4}
\end{equation*}
$$

\]

For concreteness, we may take the origin of coordinates of $\mathbf{r}$ as the center of the smallest sphere which completely encloses the scatterer; we use the same geometry as in Fig. 3:1.

From (4) and Green's theorem it follows ${ }^{12}$ that for $r \sim \infty$,

$$
\begin{equation*}
\mathbf{u} \sim \mathbf{g}(\mathbf{0}, \mathbf{i}: \boldsymbol{\epsilon}) h(k r), \quad h(r) \equiv h_{0}^{(\mathbf{1})}(r)=\mathrm{e}^{i r} / i r, \tag{5}
\end{equation*}
$$

where the normalized "scattering amplitude" $\mathbf{g}(\mathbf{o}, \mathbf{i}: \boldsymbol{\epsilon})$ specifies the "far-field" response in the direction of observation $\mathbf{o}$ to plane-wave excitation of direction of incidence $\mathbf{i}$ and polarization $\boldsymbol{\epsilon}$. Since $\boldsymbol{\nabla} \cdot \mathbf{u}=0$, we have $\boldsymbol{0} \cdot \hat{g}=0$, and we may write

$$
\mathbf{g}(\mathbf{0}, \mathbf{i}: \mathbf{\epsilon})=(\tilde{I}-\mathbf{0 0}) \cdot \mathbf{g}(\mathbf{0}, \mathbf{i}: \mathbf{\epsilon}) .
$$

In general, we take $\psi=\mathbf{E}$, and $\boldsymbol{\nabla} \times \psi=\mathbf{H i} \omega \mu_{0}=$ $\mathbf{H i} \omega$. At the surface of a perfect conductor,

$$
\begin{equation*}
\mathbf{n} \times \psi=\mathbf{n} \times(\boldsymbol{\varphi}+\mathbf{u})=0 \tag{6}
\end{equation*}
$$

where $\mathbf{n}$ is the surface normal. For a scatterer specified by relative electrical constants $\epsilon$ and $\mu$ we introduce the internal field $\psi^{\prime}$ such that

$$
\begin{gather*}
\nabla \times \nabla \times \psi^{\prime}-k^{\prime 2} \psi^{\prime}=0, \quad \nabla \cdot \psi^{\prime}=0, \\
k^{\prime}=k(\epsilon \mu)^{\frac{1}{2}}, \tag{7}
\end{gather*}
$$

and use the surface conditions

$$
\begin{equation*}
\mathbf{n} \times \psi=\mathbf{n} \times \psi^{\prime}, \quad \mathbf{n} \times(\nabla \times \psi)=\mathbf{n} \times\left(\nabla \times \psi^{\prime} / \mu\right) \tag{8}
\end{equation*}
$$

Surface integral representation: Introducing the free-space dyadic Green's function ${ }^{13,7,6}$

$$
\begin{align*}
& \tilde{\Gamma}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left(\tilde{I}+\frac{\nabla \nabla}{k^{2}}\right) \frac{k h\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{4 \pi i} \\
& \nabla \times \boldsymbol{\nabla} \times \tilde{\Gamma}-k^{2} \tilde{\Gamma}=-\tilde{I} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{9}
\end{align*}
$$

we apply Gauss' theorem for dyadics to construct

$$
\begin{align*}
& \int[(\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{u}) \cdot \tilde{\Gamma}-\mathbf{u} \cdot(\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \tilde{\Gamma})] d V \\
& \quad=\int \mathbf{n} \cdot[(\boldsymbol{\nabla} \times \mathbf{u}) \times \tilde{\Gamma}+\mathbf{u} \times(\boldsymbol{\nabla} \times \tilde{\Gamma})] d S \\
& \quad=-\int[(\boldsymbol{\nabla} \times \mathbf{u}) \cdot(\mathbf{n} \times \tilde{\Gamma})-(\mathbf{n} \times \mathbf{u}) \cdot(\boldsymbol{\nabla} \times \tilde{\Gamma})] d S . \tag{10}
\end{align*}
$$

In the region external to the scatterer, we use (1), (9),

[^244]and (10) to reduce the dyadic form of Green's theorem (10) to
\[

$$
\begin{equation*}
\mathbf{u}(\mathbf{r})=\int[(\boldsymbol{\nabla} \times \mathbf{u}) \cdot(\mathbf{n} \times \tilde{\Gamma})-(\mathbf{n} \times \mathbf{u}) \cdot(\boldsymbol{\nabla} \times \tilde{\Gamma})] d S \tag{11}
\end{equation*}
$$

\]

where now n points away from the scatterer, and where the integral is over any surface enclosing the scatterer and excluding $\mathbf{r}$. We rewrite (11) as

$$
\begin{align*}
& \mathbf{u}(\mathbf{r} ; \mathbf{i}: \boldsymbol{\epsilon})=\frac{k}{4 \pi i} \int[(\boldsymbol{\nabla} \times \mathbf{u}) \cdot(\mathbf{n} \times \tilde{h}) \\
&\quad-(\mathbf{n} \times \mathbf{u}) \cdot(\boldsymbol{\nabla} \times \tilde{h})] d S \\
& \equiv\left\{\tilde{h}\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right), \mathbf{u}\left(\mathbf{r}^{\prime} ; \mathbf{i}: \mathbf{\epsilon}\right)\right\} ; \\
& \tilde{h}\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)=\left(\tilde{I}+\boldsymbol{\nabla} \boldsymbol{\nabla} / k^{2}\right) h\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)=\tilde{\Gamma} 4 \pi i / k, \\
& h(r)=\mathrm{e}^{i r} / i r . \tag{12}
\end{align*}
$$

If we replace $\tilde{\Gamma}$ by $\tilde{\Gamma} \cdot \mathbf{e}$ in the above, where $\mathbf{e}$ is an arbitrary constant vector, then (10) reduces to the usual vector form of Green's theorem [say (10) - e] and the left-hand sides of (11) and (12) reduce to $\mathbf{u} \cdot \mathbf{e}$.
Since $\left\{\tilde{h}\left(k \mid \mathbf{r}-\mathbf{r}^{\prime}\right), \varphi\left(\mathbf{r}^{\prime}\right)\right\}=0$ for $\mathbf{r}$ outside $S$, we may also write

$$
\begin{equation*}
\mathbf{u}(\mathbf{r})=\left\{\tilde{h}\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right), \Psi\left(\mathbf{r}^{\prime}\right)\right\} . \tag{13}
\end{equation*}
$$

From (13), (9), and (8), we obtain

$$
\begin{align*}
\psi=\varphi-\int & {\left[\left(\frac{K^{2}}{\mu}-k^{2}\right) \psi^{\prime} \cdot \tilde{\Gamma}\right.} \\
& \left.+\left(1-\frac{1}{\mu}\right)\left(\nabla \times \psi^{\prime}\right) \cdot(\nabla \times \tilde{\Gamma})\right] d V \tag{14}
\end{align*}
$$

which also holds for an interior point, in which case $\psi=\psi^{\prime}$ is supplied by the internal (instead of the external) singularity of $\tilde{\Gamma}$. The case $\mu=1$ is discussed in detail by Saxon, ${ }^{7}$ and a generalization of (14) is considered in Ref. 14.
If $k\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \gg 1$ and $r \gg r^{\prime}$, then
$\tilde{h}\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \sim(\tilde{I}-\mathbf{0}) \mathrm{e}^{-i k 0 . \mathbf{r}^{\prime}} h(k r)=\tilde{\varphi}(-\mathbf{o}) h(k r)$,
and (12) reduces to the far-field form (5) with


For any unit vector $\gamma$ perpendicular to 0 we have

$$
\begin{equation*}
\boldsymbol{\gamma} \cdot \mathbf{g}(\mathbf{0}, \mathbf{i}: \boldsymbol{\epsilon})=\{\boldsymbol{\varphi}(-\mathbf{o}: \boldsymbol{\gamma}), \mathbf{u}(\mathbf{i}: \boldsymbol{\epsilon})\} \tag{17}
\end{equation*}
$$

where $\mathbf{r}^{\prime}$ has been suppressed. If $\gamma=\hat{g}=\mathbf{g} / g$, then the left side of (17) reduces to $g(\mathbf{o}, \mathbf{i}: \boldsymbol{\epsilon})$.

Scattering theorems: To facilitate subsequent applications we use the present formalism to derive certain theorems which $g$ fulfills. See Saxon ${ }^{8}$ for derivation based on a tensor scattering matrix.

[^245]Consider two solutions of a scattering problem for two different incident waves, say $\psi_{1}=\boldsymbol{\varphi}_{1}+\mathbf{u}_{1}$ and $\psi_{2}=\varphi_{2}+u_{2}$, such that $\varphi_{1}=\varphi\left(\mathbf{i}_{1}: \epsilon_{1}\right)$, etc. Since $\psi_{1}$ and $\psi_{2}$ satisfy the same conditions at the scatterer [i.e., (6), or (7) plus (8)], we have $\left\{\psi_{1}, \psi_{2}\right\}_{S}=0$ on its surface $S$, and since $\psi_{1}$ and $\psi_{2}$ fulfill (1) in the external region, it follows from (10) $\cdot \mathrm{e}$ that

$$
\begin{equation*}
\left\{\boldsymbol{\psi}_{1}, \psi_{2}\right\}=\left\{\left(\varphi_{1}+\mathbf{u}_{1}\right),\left(\varphi_{2}+\mathbf{u}_{2}\right)\right\}=0 \tag{18}
\end{equation*}
$$

for any surface (including the surface at infinity $S_{\infty}$ ) surrounding the scatterer. Since

$$
\left\{\boldsymbol{\varphi}_{1}, \boldsymbol{\varphi}_{2}\right\}=\left\{\mathbf{u}_{1}, \mathbf{u}_{2}\right\}_{S_{\infty}}=0,
$$

(18) reduces to

$$
\begin{equation*}
\left\{\boldsymbol{\varphi}_{1}, \mathbf{u}_{2}\right\}=-\left\{\mathbf{u}_{1}, \boldsymbol{\varphi}_{2}\right\}=\left\{\boldsymbol{\varphi}_{2}, \mathbf{u}_{1}\right\}, \tag{19}
\end{equation*}
$$

where the last equality follows from the explicit form of the operator in (12). Thus since $\varphi_{1}=\varphi\left(\mathbf{i}_{1}: \boldsymbol{\epsilon}_{1}\right)=$ $\boldsymbol{\epsilon}_{1} \cdot \tilde{\varphi}\left(\mathbf{i}_{1}\right)$, we use (17) in (19) to obtain the reciprocity relation

$$
\begin{equation*}
\epsilon_{1} \cdot g\left(-i_{1}, i_{2}: \epsilon_{2}\right)=\epsilon_{2} \cdot g\left(-i_{2}, i_{1} ; \epsilon_{1}\right) \tag{20}
\end{equation*}
$$

This holds for the relatively weak surface condition $\left\{\psi_{1}, \psi_{2}\right\}_{S}=0$, which includes (6), etc.

If $\psi_{1}$ is replaced by its complex conjugate $\psi_{1}^{*}$, then for lossless scatterers

$$
\begin{equation*}
\left\{\psi_{1}^{*}, \psi_{2}\right\}=\left\{\left(\varphi_{1}^{*}+\mathbf{u}_{1}^{*}\right),\left(\varphi_{2}+\mathbf{u}_{2}\right)\right\}=0 \tag{21}
\end{equation*}
$$

We have $\left\{\varphi_{1}^{*}, \varphi_{2}\right\}=0$, and

$$
\begin{align*}
\left\{\mathbf{u}_{1}^{*}, \mathbf{u}_{2}\right\} & =\frac{k}{4 \pi i} 2 i k \int\left(\mathbf{0} \times \mathbf{g}_{2} h\right) \cdot\left(\mathbf{0} \times \mathbf{g}_{1} h\right)^{*} d S_{\infty} \\
& =\frac{1}{2 \pi} \int \mathbf{g}\left(\mathbf{0} ; \mathbf{i}_{2}: \boldsymbol{\epsilon}_{2}\right) \cdot \mathbf{g}^{*}\left(\mathbf{0}, \mathbf{i}_{1}: \boldsymbol{\epsilon}_{1}\right) d \Omega_{o}, \tag{22}
\end{align*}
$$

where $d \Omega_{o}$ is the differential solid angle around $\mathbf{o}$, and the integration is over all angles of observation. Since $\varphi^{*}=\epsilon^{*} \mathrm{e}^{-i k^{i^{*} \cdot}}=\varphi\left(-\mathbf{i}^{*}: \epsilon^{*}\right)$, we reduce (21) to

$$
\epsilon_{1}^{*} \cdot g\left(i_{1}^{*}, i_{2}: \epsilon_{2}\right)+\epsilon_{2}^{*} \cdot g^{*}\left(i_{2}^{*}, i_{1}: \epsilon_{1}\right)
$$

$$
\begin{equation*}
=\frac{-1}{2 \pi} \int g\left(\mathbf{0}, \mathbf{i}_{2}: \boldsymbol{\epsilon}_{2}\right) \cdot \mathbf{g}^{*}\left(\mathbf{0}, \mathbf{i}_{1}: \boldsymbol{\epsilon}_{\mathbf{1}}\right) d \Omega_{\sigma} . \tag{23}
\end{equation*}
$$

In particular, in the forward scattered direction, such that all i's reduce to $\mathbf{i}$, and all $\boldsymbol{\epsilon}$ 's to $\boldsymbol{\epsilon}$, we obtain the "energy theorem"

$$
\begin{align*}
-\operatorname{Re} \boldsymbol{\epsilon} \cdot \mathbf{g}(\mathbf{i}, \mathbf{i}: \boldsymbol{\epsilon}) & =\frac{1}{4 \pi} \int|\mathbf{g}(\mathbf{0}, \mathbf{i}: \boldsymbol{\epsilon})|^{2} d \Omega_{o} \\
& =\frac{k^{2}}{4 \pi} Q(\mathbf{i}: \boldsymbol{\epsilon}) \tag{24}
\end{align*}
$$

where $Q$ is the total scattering cross section. If the scatterer is not lossless, then $4 \pi / k^{2}$ times the left-most form of (24) equals the sum of scattering plus absorption cross sections.

Plane-wave representation: If $\mathbf{u}$ is known, then (16) gives $\mathbf{g}$ by integration. An inverse relation follows from (14) by using ${ }^{15}$

$$
\begin{equation*}
h\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)=\frac{1}{2 \pi} \int \mathrm{e}^{i k p \cdot\left(\mathbf{r}-\mathbf{r}^{\prime}\right)} d \Omega_{p} \tag{25}
\end{equation*}
$$

where the limits of the complex paths of the angles associated with the unit vector $\mathbf{p}(\tau, \beta)$ (each path analogous to one in Sommerfeld's integral for $H_{0}^{(1)}$ ) are chosen to ensure $\operatorname{Im} p \cdot\left(r-r^{\prime}\right)>0$. See additional discussion in Noether ${ }^{15}$ and after ( $3: 8$ ).

Substituting the corresponding dyadic

$$
\begin{align*}
\tilde{h}\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) & =\left(\tilde{I}+\frac{\nabla \nabla}{k^{2}}\right) h\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \\
& =\frac{1}{2 \pi} \int(\tilde{I}-\mathbf{p p}) \mathrm{e}^{i k p \cdot\left(\mathbf{r}-\mathbf{r}^{\prime}\right)} d \Omega_{p} \tag{26}
\end{align*}
$$

into $u$ of (12), and using definition (16), we obtain the vector analog of (3:9):

$$
\begin{align*}
\mathbf{u}(\mathbf{r} ; \mathbf{i}) & =\frac{1}{2 \pi} \int \mathrm{e}^{i k p \cdot r}\left\{(\tilde{I}-\mathbf{p p}) \mathrm{e}^{-i k \cdot \cdot \mathbf{r}^{\prime}}, \mathbf{u}\left(\mathbf{r}^{\prime} ; \mathbf{i}: \boldsymbol{\epsilon}\right)\right\} d \Omega_{p} \\
& =\frac{1}{2 \pi} \int \mathrm{e}^{i k p \cdot \mathbf{r}} \mathbf{g}(\mathbf{p}, \mathbf{i}: \boldsymbol{\epsilon}) d \Omega_{p} \tag{27}
\end{align*}
$$

which holds at least for $r>r_{\text {max }}^{\prime} \equiv a$. (See Ref. 3 for weaker condition.)

Cartesian representation in inverse powers of $r$ : The asymptotic form given in (5) is the leading term of a series expansion of $\mathbf{u}$ in inverse powers of $r$ which converges for $r>r_{\text {max }}^{\prime}=a$; see Wilcox ${ }^{12}$ for a detailed discussion. This series, with coefficients expressed in different forms, may be obtained from (27) by various procedures, e.g., by means of

$$
\begin{gather*}
\frac{1}{2 \pi} \int \mathrm{e}^{i r \cdot \cdot 0} F(\mathbf{p}) d \Omega_{z}=h(r) \mathscr{D}(r ; D) F(\mathbf{o}) \\
\mathscr{D}(r ; D)=1+\frac{i}{2 r} D+\left(\frac{i}{2 r}\right)^{2} \frac{D(D-1 \cdot 2)}{2!}+\cdots \\
+\left(\frac{i}{2 r}\right)^{n} \frac{D(D-1 \cdot 2)(D-2 \cdot 3) \cdots(D-[n-1] n)}{n!}, \\
D=\frac{-1}{\sin ^{2} \theta}\left[\partial_{\varphi}^{2}+\sin \theta \partial_{\theta}\left(\sin \theta \partial_{\theta}\right)\right] \tag{28}
\end{gather*}
$$

where $r$ is a parameter, $F(0)$ is representable as series of surface harmonics, and $D$ is Beltrami's operator; see (3:10) to (3:16) for details. Using (28) for the

[^246]Cartesian components of (27), we obtain

$$
\begin{align*}
\mathbf{u} & =h(k r) D(k r ; D) \mathbf{g}(\mathbf{0}) \\
& =h(k r)\left[\mathbf{g}+\frac{i}{2 k r} D \mathbf{g}+\left(\frac{i}{2 k r}\right)^{2} \frac{D(D-2)}{2} \mathbf{g}+\cdots\right], \tag{29}
\end{align*}
$$

subject to $\boldsymbol{\nabla} \cdot \mathbf{u}=0$ and $\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{u}-k^{\mathbf{2}} \mathbf{u}=\mathbf{0}$.
Special function representations: In the following, except for normalization factors, we work with the transverse vector spherical functions introduced by Hansen, ${ }^{9}$ and discussed by Stratton, ${ }^{10}$ Morse and Feshbach, ${ }^{6}$ Saxon, ${ }^{7}$ Stein, ${ }^{16}$ and others. We use

$$
\begin{align*}
\mathbf{M}_{n m}(\mathbf{r}) & =h_{n}(k r) \mathbf{C}_{n}^{m}(\mathbf{0}), \\
\mathbf{C}_{n}^{m}(\mathbf{0}) & =-\mathbf{r} \times \boldsymbol{\nabla} Y_{n}^{m}(\mathbf{0})=\left(\theta \frac{\partial_{\varphi}}{\sin \theta}-\hat{\varphi} \partial_{\theta}\right) Y_{n}^{m}(\mathbf{0}) \\
& =-\mathbf{L}(\mathbf{0}) Y_{n}^{m}(\mathbf{0}), \\
Y_{n}^{m}(\mathbf{0}) & =P_{n}^{m}(\cos \theta) \mathrm{e}^{i m \varphi}, \\
Y_{n}^{-m}(\mathbf{0}) & =(-1)^{m}[(n-m)!/(n+m)!] P_{n}^{m}(\cos \theta) \mathrm{e}^{-i m \varphi} . \tag{30}
\end{align*}
$$

Here $h_{n}=h_{n}^{(1)}$ is a radiating spherical Hankel function, and $P_{n}^{m}$ is an associated Legendre function. Similarly

$$
\begin{align*}
\mathbf{N}_{n m}(\mathbf{r})= & {\left[n(n+1) h_{n}(k r) \mathbf{P}_{n}^{m}(\mathbf{0})\right.} \\
& \left.+\partial_{k r}\left[k r h_{n}(k r)\right] \mathbf{B}_{n}^{m}(\mathbf{0})\right] / k r, \\
\mathbf{P}_{n}^{m}(\mathbf{0})= & \mathbf{o} Y_{n}^{m}(\mathbf{0}), \quad \mathbf{B}_{n}^{m}(\mathbf{0})=r \nabla Y_{n}^{m}(\mathbf{0})=\mathbf{0} \times \mathbf{C}_{n}^{m}(\mathbf{0}) . \tag{31}
\end{align*}
$$

The two sets are related through $k \mathbf{N}=\boldsymbol{\nabla} \times \mathbf{M}$ and $k \mathbf{M}=\boldsymbol{\nabla} \times \mathbf{N}$. For real directions, the corresponding even and odd vector harmonics $\mathbf{P}_{n m}^{e, o}$ and $\mathbf{C}_{n m}^{e, o}$ of Morse and Feshbach ${ }^{6}$ (pp. 1865, 1898, 1899) are the real and imaginary parts, respectively, of the present $\mathbf{P}_{n}^{m}$ and $\mathbf{C}_{n}^{m} /[n(n+1)]^{\frac{1}{2}}$. We have

$$
\mathbf{C}_{n}^{-m}(\mathbf{0})=(-1)^{m}[(n-m)!/(n+m)!]\left[\mathbf{C}_{n}^{m}\left(\mathbf{o}^{*}\right)\right]^{*}
$$

We also work with $\mathbf{N}$ in an alternative form, essentially as in Morse and Feshbach ${ }^{6}$ (p. 1866):

$$
\begin{align*}
i^{n-1} \mathbf{N}_{n}(r) & =\frac{n(n+1)}{2 n+1}\left[h_{n-1} i^{n-1} \mathbf{E}_{n-1}-h_{n+1} i^{n+1} \mathbf{H}_{n+1}\right] \\
\mathbf{E}_{n-1} & \equiv \mathbf{P}_{n}+\frac{\mathbf{B}_{n}}{n}, \quad \mathbf{H}_{n+1} \equiv \mathbf{P}_{n}-\frac{\mathbf{B}_{n}}{n+1}, \tag{32}
\end{align*}
$$

where we have dropped arguments and the index $m$ for brevity. Henceforth, also for brevity, all four-digit page numbers we cite are to be found in Morse and Feshbach. ${ }^{6}$

[^247]The angular functions satisfy the following orthogonality relations:

$$
\begin{align*}
\int \mathbf{C}_{n}^{-m} \cdot \mathbf{B}_{v}^{\mu} d \Omega & =\int \mathbf{C}_{n}^{-m} \cdot \mathbf{P}_{v}^{\mu} d \Omega=\int \mathbf{P}_{n}^{-m} \cdot B_{v}^{\mu} d \Omega=0, \\
\int \mathbf{C}_{n}^{-m} \cdot \mathbf{C}_{v}^{\mu} d \Omega & =\int \mathbf{B}_{n}^{-m} \cdot \mathbf{B}_{v}^{\mu} d \Omega \\
& =n(n+1) \int \mathbf{P}_{n}^{-m} \cdot \mathbf{P}_{v}^{\mu} d \Omega \\
& =(-1)^{m} 4 \pi \delta_{n v} \delta_{m \mu} n(n+1) /(2 n+1), \\
\int \mathbf{E}_{n-1}^{-m} \cdot \mathbf{H}_{n+1}^{\mu} d \Omega & =\int \mathbf{E}_{n-1}^{-m} \cdot \mathbf{C}_{v}^{\mu} d \Omega \\
& =\int \mathbf{H}_{n+1}^{-m} \cdot \mathbf{C}_{v}^{\mu} d \Omega=0, \\
n \int \mathbf{E}_{n-1}^{-m} \cdot \mathbf{E}_{v-1}^{\mu} d \Omega & =(n+1) \int \mathbf{H}_{n+1}^{-m} \cdot \mathbf{H}_{v+1}^{\mu} d \Omega \\
& =(-1)^{m} 4 \pi \delta_{n v} \delta_{m \mu}, \\
\mathbf{P}_{n}^{m} \cdot \mathbf{B}_{n}^{m} & =\mathbf{P}_{n}^{m} \cdot \mathbf{C}_{n}^{m}=\mathbf{B}_{n}^{m} \cdot \mathbf{C}_{n}^{m}=0, \\
\mathbf{C}_{n}^{m} \cdot \mathbf{C}_{v}^{\mu} & =\mathbf{B}_{n}^{m} \cdot \mathbf{B}_{v}^{\mu} . \tag{33}
\end{align*}
$$

The asymptotic forms of Hansen's functions are

$$
\begin{equation*}
i^{n} \mathbf{M}_{n}(k r) \sim h(k r) \mathbf{C}_{n}(\mathbf{0}), \quad i^{n-1} \mathbf{N}_{n}(k r) \sim h(k r) \mathbf{B}_{n}(\mathbf{0}), \tag{34}
\end{equation*}
$$

where $h=h_{0}^{(1)}$ as in (5).
From pp. 1782 and 1875 we may write the normalized dyadic Green's function for $r>r^{\prime}$ as

$$
\begin{align*}
\tilde{h}\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)= & \sum_{n=1}^{\infty} \sum_{m=-n}^{n}\left[\mathbf{M}_{n m}(\mathbf{r}) \mathbf{M}_{n,-m}^{1}\left(\mathbf{r}^{\prime}\right)\right. \\
& \left.+\mathbf{N}_{n m}(\mathbf{r}) \mathbf{N}_{n,-m}^{1}\left(\mathbf{r}^{\prime}\right)\right](-1)^{m} d_{n} \\
& d_{n} \equiv \frac{2 n+1}{n(n+1)} \tag{35}
\end{align*}
$$

where the functions with superscript 1 are the nonsingular nonradiating functions ( $j$ type), and those without superscripts are the radiating functions ( $h^{(1)}$ type). If we substitute (35) into (12), we obtain
$\mathbf{u}(\mathbf{r} ; \mathbf{i}: \boldsymbol{\epsilon})=\sum\left[\mathbf{M}_{n m}(\mathbf{r}) c_{n m}(\mathbf{i}: \boldsymbol{\epsilon})-i \mathbf{N}_{n m}(\mathbf{r}) b_{n m}(\mathbf{i}: \boldsymbol{\epsilon})\right] i^{n}$,

$$
c_{n m}(\mathbf{i}: \boldsymbol{\epsilon})=i^{-n}(-1)^{m} d_{n}\left\{\mathbf{M}_{n,-m}^{1}\left(\mathbf{r}^{\prime}\right), \mathbf{u}\left(\mathbf{r}^{\prime} ; \mathbf{i}: \mathbf{\epsilon}\right)\right\},
$$

$$
\begin{equation*}
b_{n m}=i^{-n+1}(-1)^{m} d_{n}\left\{\mathbf{N}_{n,-m}^{1}, \mathbf{u}\right\} \tag{36}
\end{equation*}
$$

The scattering coefficients (or multipole coefficients) $c$ and $b$ are of the magnetic-type and electric-type, respectively. If we introduce (34) into (36), and compare with (5) we have
$\mathbf{g}(\mathbf{0}, \mathbf{i}: \boldsymbol{\epsilon})=\Sigma\left[\mathbf{C}_{n}^{m}(\mathbf{0}) c_{n m}(\mathbf{i}: \boldsymbol{\epsilon})+\mathbf{B}_{n}^{m}(\mathbf{0}) b_{n m}(\mathbf{i}: \boldsymbol{\epsilon})\right]$,
which may also be derived directly from (16) by
substituting [from (35) with $r \sim \infty$, or from p. 1866].

$$
\begin{align*}
& \tilde{\varphi}\left(\mathbf{r}^{\prime} ;-\mathbf{0}\right)=(\tilde{I}-\mathbf{o}) \mathrm{e}^{-i k \cdot \mathbf{r}^{\prime}} \\
& =\sum\left[\mathbf{C}_{n}^{m}(\mathbf{0}) \mathbf{M}_{n,-m}^{1}\left(\mathbf{r}^{\prime}\right)+i \mathbf{B}_{n}^{m}(\mathbf{0}) \mathbf{N}_{n,-m}^{1}\left(\mathbf{r}^{\prime}\right)\right] i^{-n}(-1)^{m} d_{n} \tag{38}
\end{align*}
$$

We could also have obtained (36) for $\mathbf{u}$ by substituting (37) into (27). Thus

$$
\begin{align*}
\mathbf{u} & =\frac{1}{2 \pi} \int \mathrm{e}^{i k \mathbf{p} \cdot \mathbf{r}} \sum\left[\mathbf{C}_{n}^{m}(\mathbf{p}) c_{n m}+\mathbf{B}_{n}^{m}(\mathbf{p}) b_{n m}\right] d \Omega_{p}, \\
c_{n m} & =\frac{(-1)^{m} d_{n}}{4 \pi} \int \mathbf{C}_{n}^{-m}(\mathbf{0}) \cdot \mathbf{g}(\mathbf{0}) d \Omega_{o}{ }^{\top}, \\
b_{n m} & =\frac{(-1)^{m} d_{n}}{4 \pi} \int \mathbf{B}_{n}^{-m}(\mathbf{o}) \cdot \mathbf{g}(\mathbf{0}) d \Omega_{o}, \tag{39}
\end{align*}
$$

which reduces to (36) on using

$$
\begin{align*}
i^{n} \mathbf{M}_{n m}(\mathbf{r}) & =\frac{1}{2 \pi} \int \mathrm{e}^{i k \cdot \cdot \mathbf{r}} \mathbf{C}_{n}^{m}(\mathbf{p}) d \Omega_{p}, \\
i^{n-1} \mathbf{N}_{n m}(\mathbf{r}) & =\frac{1}{2 \pi} \int \mathrm{e}^{i k \cdot \cdot} \cdot \mathbf{r} \mathbf{B}_{n}^{m}(\mathbf{p}) d \Omega_{p} \tag{40}
\end{align*}
$$

(the radiating function analogs of the forms on pp. 1865-1866).

General representation in inverse powers of $r$ : The present series leads to an inverse-distance expansion fully analogous to (3:16). For the scalar case, ${ }^{3}$ we substituted Hankel's polynomial form

$$
\begin{align*}
& h_{n}(r) i^{n}=h(r)[1+n(n+1)(i / 2 r) \\
& \left.+n(n+1)[n(n+1)-1 \cdot 2](1 / 2!)(i / 2 r)^{2}+\cdots\right] \\
& \quad \equiv h(r) \mathscr{D}(r ; n[n+1]) \tag{41}
\end{align*}
$$

into $u=\sum a_{n m}(i) h_{n}(k r) i^{n} Y_{n}^{m}(\mathbf{0})$, and then used Legendre's equation

$$
\begin{equation*}
n(n+1) Y_{n}(\mathbf{0})=D Y_{n}(\mathbf{0}), \tag{42}
\end{equation*}
$$

and the scalar amplitude $g=\sum a_{n m}(\mathbf{i}) Y_{n}^{m}(\mathbf{0})$ to obtain the form $u=h(k r) D(k r ; D) g(0)$ [implicit in the Cartesian representation (29)].

We obtain the analog of (42) for the vector spherical harmonics by separating variables in the vector wave equation (1); we write $\psi(\mathbf{r})$ as a series of functions $R_{n}(r) F_{n}(\mathbf{0})$, and obtain

$$
\begin{align*}
& \mathbf{F}_{n}(\mathbf{0})\left[r^{2} k^{2}+\left(1 / R_{n}\right) \partial_{r}\left(r^{2} \partial_{r} R_{n}\right)\right] \\
& \quad=r^{2}\left[\boldsymbol{\nabla} \times\left(\boldsymbol{\nabla} \times \mathbf{F}_{n}\right)-\boldsymbol{\nabla} \boldsymbol{\nabla} \cdot \mathbf{F}_{n}\right] \equiv \tilde{D} \cdot \mathbf{F}_{n}(\mathbf{0}) \tag{43}
\end{align*}
$$

where $\tilde{D}$ reduces to $D I I$ in Cartesian coordinates. In polar coordinates, with $\mathbf{F}=F_{r} \hat{r}+F_{\theta} \hat{\theta}+F_{\varphi} \hat{\varphi}, \mathbf{o}=\hat{r}$,
we have

$$
\begin{align*}
& \tilde{D} \cdot \mathbf{F}=\hat{r}\left\{D F_{r}+2 F_{r}+\frac{2}{\sin \theta}\left[\partial_{\theta}\left(\sin \theta F_{\theta}\right)+\partial_{\varphi} F_{\varphi}\right]\right\} \\
& +\hat{\theta}\left\{D F_{\theta}+\frac{1}{\sin ^{2} \theta}\left[F_{\theta}+2 \cos \theta \partial_{\varphi} F_{\varphi}\right]-2 \partial_{\theta} F_{r}\right\} \\
& +\hat{\varphi}\left\{D F_{\varphi}-\frac{1}{\sin ^{2} \theta}\left[-F_{\varphi}+2 \cos \theta \partial_{\varphi} F_{\theta}\right]-\frac{2}{\sin \theta} \partial_{\varphi} F_{r}\right\} . \tag{44}
\end{align*}
$$

If we specialize (43) to $R \mathbf{F}=\mathbf{M}$ of (30), and use Bessel's equation

$$
\begin{equation*}
\left[k^{2} r^{2}+\partial_{r}\left(r^{2} \partial_{r} h_{n}\right) / h_{n}\right]=n(n+1) \tag{45}
\end{equation*}
$$

we obtain the vector analog of (42):

$$
\begin{equation*}
[n(n+1)-\tilde{D} \cdot] \mathrm{C}_{n}(\mathbf{0})=0 \tag{46}
\end{equation*}
$$

Similarly, if we specialize (43) to $R \mathbf{F}=\mathbf{N}$ of (32), apply (45) for $h_{n-1}$ and $h_{n+1}$ and use the orthogonality properties of $\mathbf{E}_{n-1}, \mathbf{H}_{n+1}$ as in (33), we obtain

$$
\begin{array}{r}
{[(n-1) n-\tilde{D} \cdot] \mathbf{E}_{n-1}=0, \quad \mathbf{E}_{n-1}=\mathbf{P}_{n}+\mathbf{B}_{n} / n,} \\
{[(n+1)(n+2)-\tilde{D} \cdot] \mathbf{H}_{n+1}=0,} \\
\mathbf{H}_{n+1}=\mathbf{P}_{n}-\mathbf{B}_{n} /(n+1) . \tag{48}
\end{array}
$$

The above provides a different procedure than the usual one of synthesizing solutions of the vector wave equation from known solutions of the scalar equation: We separate variables in the vector equation to obtain (43) and work with solutions of the form $h_{v}(r) F_{v}(\mathbf{o})$, where $\mathbf{F}$ represents the three sets of eigenvectors $\mathbf{E}_{n-1}, \mathbf{C}_{n}$, and $\mathbf{H}_{n+1}$ of the linear operator $\tilde{D}$.

Using (41) we rewrite $\mathbf{M}$ of (30) and $\mathbf{N}$ of (32) as

$$
\begin{align*}
i_{n} \mathbf{M}_{n} & =h \mathscr{D}(n[n+1]) \mathbf{C}_{n} \\
i^{n-1} \mathbf{N}_{n} & =h \frac{n(n+1)}{2 n+1} \\
\quad \times & {\left[\mathscr{D}([n-1] n) \mathbf{E}_{n-1}-\mathscr{D}([n+1][n+2]) \mathbf{H}_{n+1}\right] } \tag{49}
\end{align*}
$$

where the three $\mathfrak{D}$ 's are polynomials in ( $n[n+1]$ ), ([ $n-1] n$ ), and ([ $n+1][n+2]$ ), respectively. From (46)-(48), we have

$$
\begin{align*}
& \mathscr{D}(v[v+1]) \mathbf{F}_{v}=\mathscr{D}(\tilde{D} \cdot) \mathbf{F}_{v} \equiv \tilde{D} \cdot \mathbf{F}_{v} \\
& \tilde{\mathscr{D}(k r ; \tilde{D})=\tilde{I}+(i / 2 k r) \tilde{D}} \\
& \quad+(i / 2 k r)^{2} \tilde{D} \cdot(\tilde{D}-1 \cdot 2 \tilde{I})+\cdots \tag{50}
\end{align*}
$$

Using (50) in (49), we obtain

$$
\begin{equation*}
i^{n} \mathbf{M}_{n}(\mathbf{r})=h(k r) \tilde{D}(k r ; \tilde{D}) \cdot \mathbf{C}_{n}(\mathbf{o}) \tag{51}
\end{equation*}
$$

$i^{n-1} \mathbf{N}_{n}(\mathbf{r})$
$=h(k r) \tilde{D}(k r ; \tilde{D}) \cdot[n(n+1) /(2 n+1)]\left(\mathbf{E}_{n-1}-\mathbf{H}_{n+1}\right)$.

From the definitions in (32),

$$
\mathbf{E}_{n-1}-\mathbf{H}_{n+1}=\frac{2 n+1}{n(n+1)} \mathbf{B}_{n}
$$

(52) reduces to

$$
\begin{equation*}
i^{n-1} \mathbf{N}_{n}(\mathbf{r})=h(k r) \tilde{\mathscr{D}}(k r ; \tilde{D}) \cdot \mathbf{B}_{n}(\mathbf{0}) . \tag{53}
\end{equation*}
$$

We may now construct the full vector analog of the scalar solution (3:16). Substituting (51) and (53) into (36), reduces the solution to

$$
\begin{align*}
\mathbf{u} & =h(k r) \tilde{\mathscr{D}}(k r ; \tilde{D}) \cdot \sum\left[\mathbf{C}_{n}^{m}(\mathbf{0}) c_{n m}+\mathbf{B}_{n}^{m}(\mathbf{o}) b_{n m}\right] \\
& =h(k r) \tilde{\mathscr{D}}(k r ; \tilde{D}) \cdot \mathbf{g}(\mathbf{o}, \mathbf{i}: \boldsymbol{\epsilon}), \tag{54}
\end{align*}
$$

where the differentiations are with respect to the angles of 0 .
The longitudinal (with respect to o) $\mathbf{P}$ terms do not appear explicitly in (54) [or in (53)]; however, except for the leading term (the far-field form $h \mathrm{~g}$ ), components along $o$ are generated by the $\tilde{D}$ - operation. The polar representation of the above series form obtained by using (44) for $\tilde{D}$, with polar components of subsequent terms expressed recursively in terms of the first ( $\mathbf{g}$ ), was derived originally by Wilcox, ${ }^{12}$ who also showed that the series in $r^{-\nu}$ converged absolutely and uniformly in $r, \theta$, and $\varphi$ in any region $r>r_{\text {max }}^{\prime}=a$.

Since our series for the scattering amplitude $\mathbf{g}(\mathbf{0})$ of (37) is a general transverse form, we see from (27) and (54) that

$$
\begin{equation*}
\frac{1}{2 \pi} \int \mathrm{e}^{i k \mathrm{p} \cdot \mathrm{r}} \mathbf{F}(\mathbf{p}) d \Omega_{p}=h(r) \tilde{\mathscr{D}}(r ; \tilde{D}) \cdot \mathbf{F}(\mathbf{0}) \tag{55}
\end{equation*}
$$

where $r$ is a parameter, and where $\mathbf{F}(0)$ is representable as a series of transverse vector surface harmonics. To cover vector problems for which $\boldsymbol{\nabla} \cdot \psi \neq 0$, we generalize (55) to include nontransverse components $\left(\mathbf{P}_{n}^{m}\right.$ ). This corresponds to fields which involve the longitudinal functions

$$
\begin{align*}
& \mathbf{L}_{n m}(\mathbf{r})=\partial_{k r}\left[h_{n}(k r)\right] \mathbf{P}_{n}^{m}(\mathbf{0})+\left(h_{n} / k r\right) \mathbf{B}_{n}^{m}(\mathbf{o}) \\
& =\frac{i^{-n+1}}{2 n+1}\left[n h_{n-1} i^{n-1} \mathbf{E}_{n-1}+(n+1) h_{n+1} i^{n+1} \mathbf{H}_{n+1}\right] \\
& \quad=\frac{i^{-n+1}}{2 \pi} \int \mathrm{e}^{i k \cdot \cdot} \cdot \mathbf{P}_{n}^{m}(\mathbf{p}) d \Omega_{p}, \tag{56}
\end{align*}
$$

essentially as on p. 1865, and in terms of $\mathbf{E}$ and $\mathbf{H}$ of (32). Thus if

$$
\begin{equation*}
\mathbf{F}(\mathbf{0})=\sum\left[\mathbf{C}_{n}^{m}(\mathbf{0}) c_{n m}+\mathbf{B}_{n}^{m}(\mathbf{0}) b_{n m}+\mathbf{P}_{n}^{m}(\mathbf{0}) p_{n m}\right] \tag{57}
\end{equation*}
$$

then substituting (57) for $\mathbf{F}(\mathbf{p})$ in (55) we obtain
$\frac{1}{2 \pi} \int \mathrm{e}^{i k p \cdot \mathrm{r}} \mathbf{F}(\mathbf{p}) d \Omega_{p}$
$=\Sigma\left[\mathbf{M}_{n m}(\mathbf{r}) c_{n m}-i \mathbf{N}_{n m} b_{n m}-i \mathbf{L}_{n m} p_{n m}\right] i^{n} \equiv \mathbf{V}$.

From the second equality of (56), and from (41), (47), and (48) we obtain

$$
\begin{align*}
\mathbf{L}_{n m} i^{n-1}= & \frac{h}{2 n+1}\left[n \mathscr{D}([n-1] n) \mathbf{E}_{n-1}\right. \\
& \left.+(n+1) \mathcal{D}([n+1][n+2]) \mathbf{H}_{n+1}\right] \\
= & h \tilde{\mathcal{D}}(\tilde{D}) \cdot \frac{1}{2 n+1}\left[n \mathbf{E}_{n-1}+(n+1) \mathbf{H}_{n+1}\right] \\
= & h \tilde{D}(\tilde{D}) \cdot \mathbf{P}_{n}^{m}(\mathbf{0}) \tag{59}
\end{align*}
$$

where the final form followed from

$$
n \mathbf{E}_{n-1}+(n+1) \mathbf{H}_{n+1}=(2 n+1) \mathbf{P}_{n}
$$

Substituting (51), (53), and (59) into the series $\mathbf{V}$ of (58) gives

$$
\begin{align*}
\mathbf{V} & =h \tilde{D}(\tilde{D}) \cdot \sum\left[\mathbf{C}_{n}^{m}(\mathbf{0}) c_{n m}+\mathbf{B}_{n}^{m}(\mathbf{0}) b_{n m}+\mathbf{P}_{n}^{m}(\mathbf{0}) p_{n m}\right] \\
& =h(k r) \tilde{D}(k r ; \tilde{D}) \cdot \mathbf{F}(\mathbf{0}) . \tag{60}
\end{align*}
$$

Thus (55) holds for any $\mathbf{F}(\mathbf{0})$ representable in terms of any series of vector surface harmonics.

### 2.2. Dyadic Fields

We may parallel the above development of the scattering problem of the vector plane wave $\varphi(\mathrm{i}: \boldsymbol{\epsilon})$ of (2) by the analogous development for the dyadic plane wave introduced in (3):

$$
\begin{align*}
\tilde{\varphi}(\mathbf{i})=(\tilde{I}-\mathbf{i}) e^{i k \mathbf{k} \cdot \mathbf{r}} & =\left(\tilde{I}+\nabla \nabla / k^{2}\right) e^{i k i \cdot \mathbf{r}} \\
& =\nabla \times \nabla \times \tilde{I} e^{i k i \mathbf{r}} / k^{2} . \tag{61}
\end{align*}
$$

The dyadic scattering problem, because of its higher symmetry, is often the easier one: for the vector form (2) we must specify both a direction of incidence $\mathbf{i}$ plus a direction of polarization $\boldsymbol{\epsilon}$ in the plane perpendicular to $i$, but in (61) we specify only the direction of incidence $\mathbf{i}=\mathbf{k} / k$. The vector plane wave follows from $\varphi(\mathbf{i}: \boldsymbol{\epsilon})=\tilde{\varphi}(\mathbf{i}) \cdot \epsilon$, and we may introduce a dyadic scattering amplitude ${ }^{6-8} \tilde{g}(\mathbf{0}, \mathbf{i})$, such that the vector amplitude follows from

$$
\begin{equation*}
\mathbf{g}(\mathbf{0}, \mathbf{i}: \mathbf{\epsilon})=\tilde{g}(\mathbf{0}, \mathbf{i}) \cdot \epsilon . \tag{62}
\end{equation*}
$$

We may rewrite (61) as

$$
\begin{equation*}
\tilde{\varphi}(\mathbf{i})=(\epsilon \epsilon+\delta \delta) e^{i k i \cdot \mathbf{r}}=\varphi(\mathbf{i}: \epsilon) \epsilon+\varphi(i: \delta) \delta, \tag{63}
\end{equation*}
$$

where $\mathbf{i}, \boldsymbol{\epsilon}, \boldsymbol{\delta}$ form an orthogonal set of unit vectors. From the superposition principle, the corresponding dyadic scattered wave is thus

$$
\begin{equation*}
\tilde{u}(\mathbf{r} ; \mathbf{i})=\mathbf{u}(\mathbf{i}: \epsilon) \epsilon+\mathbf{u}(\mathbf{i}: \delta) \delta . \tag{64}
\end{equation*}
$$

Asymptotically, we have
$\tilde{u}(\mathbf{r} ; \mathbf{i}) \sim h(k r)[\mathbf{g}(\mathbf{0}, \mathbf{i}: \mathbf{\varepsilon}) \boldsymbol{\epsilon}+\mathbf{g}(\mathbf{0}, \mathbf{i}: \delta) \delta]=h(k r) \tilde{g}(\mathbf{0}, \mathbf{i})$
with

$$
\begin{equation*}
\tilde{g}(0, \mathbf{i})=g(0, \mathrm{i}: \epsilon) \epsilon+\mathrm{g}(\mathbf{0}, \mathrm{i}: \delta) \delta \tag{66}
\end{equation*}
$$

in accord with (62) and with Saxon's definition. ${ }^{7,8}$
Although we could construct the dyadic functions from the vector ones by using (64) and (66), it is somewhat simpler to consider the dyadic scattering problem systematically. In the following, (1d) means Eq. (1) in terms of $\tilde{\psi}$, etc.

Surface integrals: If we transpose the dyadic $\tilde{\Gamma}$ terms in (10), we obtain

$$
\begin{align*}
& \int\left[\tilde{\Gamma}^{\mathrm{T}} \cdot(\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{u})-(\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \tilde{\Gamma})^{\mathrm{T}} \cdot \mathbf{u}\right] d V \\
& \quad=-\int\left[(\mathbf{n} \times \tilde{\Gamma})^{\mathrm{T}} \cdot(\nabla \times \mathbf{u})-(\nabla \times \tilde{\Gamma})^{\mathrm{T}} \cdot(n \times \mathbf{u})\right] d S \tag{67}
\end{align*}
$$

where the superscript $T$ indicates the transposed (Gibbs' conjugate) dyadic. For any dyadic solution of (ld),

$$
(\nabla \times \nabla \times \tilde{F})^{\mathrm{T}}=k^{2} \tilde{F}^{\mathrm{T}}=\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \tilde{F}^{\mathrm{T}}
$$

$$
\begin{equation*}
(\mathbf{n} \times \widetilde{F})^{\mathrm{T}}=-\tilde{F}^{\mathrm{T}} \times \mathbf{n}, \quad(\boldsymbol{\nabla} \times \tilde{F})^{\mathrm{T}}=-\widetilde{F}^{\mathrm{T}}(\times \boldsymbol{\nabla}), \tag{68}
\end{equation*}
$$

where $(\times \nabla)$ operating to the left on $\widetilde{F}$ in the last equality means differentiate to the left on $\tilde{F}$ but leave the vector part of $\times \nabla$ on the right of $\tilde{F}$. In particular, for $\tilde{F}=\tilde{\Gamma}$ of (9), we have

$$
\begin{gather*}
\tilde{\Gamma}^{\mathrm{T}}=\tilde{\Gamma}, \quad(n \times \tilde{\Gamma})^{\mathrm{T}}=-\tilde{\Gamma} \times \mathbf{n} \\
(\boldsymbol{\nabla} \times \tilde{\Gamma})^{\mathrm{T}}=-\boldsymbol{\nabla} \times \tilde{\Gamma}=h_{\mathbf{1}}\left(k \mid \mathbf{r}-\mathbf{r}^{\prime}\right) k \mathbf{0} \times \tilde{I} . \tag{69}
\end{gather*}
$$

From the steps leading to (10) and (67), we obtain

$$
\begin{align*}
& \int\left[\tilde{F}^{\mathrm{T}} \cdot(\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \tilde{u})-(\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \tilde{F})^{\mathrm{T}} \cdot \tilde{u}\right] d V \\
& \quad=-\int\left[(\mathbf{n} \times \tilde{F})^{\mathrm{T}} \cdot(\boldsymbol{\nabla} \times \tilde{u})-(\nabla \times \tilde{F})^{\mathrm{T}} \cdot(\mathbf{n} \times \tilde{u})\right] d S . \tag{70}
\end{align*}
$$

In the region external to the scatterer, we use (70) for $\tilde{F}=\tilde{\Gamma}=\tilde{h} k / 4 \pi i$ to obtain

$$
\begin{align*}
\tilde{u}(\mathbf{r} ; \mathbf{i})=\frac{k}{4 \pi i} & \int\left[(n \times \tilde{h})^{\mathrm{T}} \cdot(\boldsymbol{\nabla} \times \tilde{u})\right. \\
& \left.-(\boldsymbol{\nabla} \times \tilde{h})^{\mathrm{T}} \cdot(\mathbf{n} \times \tilde{u})\right] d S \equiv\{\tilde{h}, \tilde{u}\}, \tag{71}
\end{align*}
$$

where n points away from the scatterer. It is this definition of the brace operation for dyadics, equivalent to (12) for $\tilde{u}$ replaced by a vector $\mathbf{u}$, that we use henceforth. Since $\left(\tilde{A}^{\mathrm{T}} \cdot \tilde{B}\right)^{\mathrm{T}}=\widetilde{B}^{\mathrm{T}} \cdot \tilde{A}$, we have $\tilde{u}^{\mathrm{T}}=$ $\left\{\tilde{h}, \tilde{u}^{\mathrm{T}}\right\}$, and also

$$
\begin{align*}
& \tilde{u}^{\mathrm{T}}=\{\tilde{h}, \tilde{u}\}^{\mathrm{T}}=\frac{k}{4 \pi i} \int\left[(\boldsymbol{\nabla} \times \tilde{u})^{\mathrm{T}} \cdot(\mathbf{n} \times \tilde{h})\right. \\
&\left.-(\mathbf{n} \times \tilde{u})^{\mathrm{T}} \cdot(\nabla \times \tilde{h})\right] d S=-\{\tilde{u}, \tilde{h}\} . \tag{72}
\end{align*}
$$

Similarly

$$
\begin{equation*}
\tilde{g}(\mathbf{0}, \mathbf{i})=\left\{\tilde{\varphi}(-\mathbf{o}), \tilde{u}\left(\mathbf{r}^{\prime} ; \mathbf{i}\right)\right\} \tag{73}
\end{equation*}
$$

From (18d), i.e., $\left\{\tilde{\psi}_{1}, \tilde{\psi}_{2}\right\}=0$, we proceed as for (19) to obtain

$$
\begin{equation*}
\left\{\tilde{\varphi}_{1}, \tilde{u}_{2}\right\}=-\left\{\tilde{u}_{1}, \tilde{\varphi}_{2}\right\}=\left\{\tilde{\varphi}_{2}, \tilde{u}_{1}\right\}^{\mathrm{T}} \tag{74}
\end{equation*}
$$

where the last equality follows from (72). Thus using (73) in (74), we obtain Saxon's result ${ }^{8}$

$$
\begin{equation*}
\tilde{g}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)=\tilde{g}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right), \tag{75}
\end{equation*}
$$

which also follows from (20) and (62):

$$
\begin{aligned}
\epsilon_{1} \cdot\left[\tilde{g}\left(-i_{1}, i_{2}\right) \cdot \epsilon_{2}\right] & =\epsilon_{2} \cdot\left[\tilde{g}\left(-i_{2}, i_{1}\right) \cdot \epsilon_{1}\right] \\
& =\epsilon_{1} \cdot \tilde{g}^{\mathrm{T}}\left(-\mathbf{i}_{2}, i_{1}\right) \cdot \boldsymbol{\epsilon}_{2} .
\end{aligned}
$$

From (74), we see that $\mathbf{i}_{1} \cdot \tilde{g}\left(\mathbf{i}_{1}, \mathbf{i}_{2}\right)=\tilde{g}\left(\mathbf{i}_{1}, \mathbf{i}_{2}\right) \cdot \mathbf{i}_{2}=0$, i.e., $\tilde{g}$ is transverse both fore and aft [cf. (66)]. From (66) and (74), we have

$$
\begin{align*}
\tilde{g}\left(i_{1}, i_{2}\right)=\tilde{g}^{\mathrm{T}}\left(-i_{2},-i_{1}\right)= & \epsilon_{1} g\left(-i_{2},-i_{1}: \epsilon_{1}\right) \\
& +\delta_{1} g\left(-i_{2},-i_{1}: \delta_{1}\right), \tag{76}
\end{align*}
$$

which supplements (66) in providing a vector representation for $\tilde{g}\left(\mathbf{i}_{1}, \mathbf{i}_{2}\right)$ in terms of observed instead of incident polarizations.

Similarly from (21d), i.e., $\left\{\tilde{\psi}_{1}^{*}, \tilde{\psi}_{2}\right\}=0$, we proceed as for (21) to obtain

$$
\begin{equation*}
\left\{\tilde{\varphi}_{1}^{*}, \tilde{u}_{2}\right\}+\left\{\tilde{u}_{1}^{*}, \tilde{\varphi}_{2}\right\}+\left\{\tilde{u}_{1}^{*}, \tilde{u}_{2}\right\}=0 . \tag{77}
\end{equation*}
$$

The first term equals $\tilde{g}\left(\mathbf{i}_{1}^{*}, \mathbf{i}_{2}\right)$, the second reduces to $+\left\{\tilde{\varphi}_{2}^{*}, \tilde{u}_{1}\right\}^{\mathrm{T} *}=\tilde{g}^{\mathrm{T} *}\left(\mathbf{i}_{2}^{*}, \mathbf{i}_{1}\right)$, and the last equals

$$
\begin{align*}
\left\{\tilde{u}_{1}^{*}, \tilde{u}_{2}\right\} & =\frac{k}{4 \pi i} 2 i k \int\left(\mathbf{0} \times \tilde{g}_{1} h\right)^{* \mathrm{~T}} \cdot\left(\mathbf{0} \times \tilde{g}_{2} h\right) d S \\
& =\frac{1}{2 \pi} \int \tilde{g}^{\mathrm{T} *}\left(\mathbf{0}, \mathbf{i}_{\mathbf{1}}\right) \cdot \tilde{g}\left(\mathbf{0}, \mathbf{i}_{2}\right) d \Omega . \tag{78}
\end{align*}
$$

Thus the dyadic analog of (23) is
$\tilde{g}\left(\mathbf{i}_{1}^{*}, \mathbf{i}_{2}\right)+\tilde{g}^{\dagger}\left(\mathbf{i}_{2}^{*}, \mathbf{i}_{1}\right)=-\frac{1}{2 \pi} \int \tilde{g}^{\dagger}\left(\mathbf{o}, \mathbf{i}_{\mathbf{1}}\right) \cdot \tilde{g}\left(\mathbf{0}, \mathbf{i}_{2}\right) d \Omega$,

$$
\begin{equation*}
\tilde{g}^{\dagger} \equiv \tilde{g}^{T *} \tag{79}
\end{equation*}
$$

as obtained originally by Saxon ${ }^{8}$ by a briefer, more abstract procedure. The symbol $\tilde{g}^{\dagger}$ represents the Hermitian adjoint of $\tilde{g}$. In the forward direction $i_{1}^{*}=i_{2}^{*}=i_{1}=i_{2}$ we may reduce (79) to (24):

$$
\begin{align*}
-\boldsymbol{\epsilon} \cdot\left[\tilde{g}(\mathbf{i}, \mathbf{i})+\tilde{g}^{\dagger}(\mathbf{i}, \mathbf{i})\right] \cdot \epsilon & =-2 \operatorname{Re}[\boldsymbol{\epsilon} \cdot \tilde{g}(\mathbf{i}, \mathbf{i}) \cdot \boldsymbol{\epsilon}] \\
& =\frac{1}{2 \pi} \int|\tilde{g}(\mathbf{0}, \mathbf{i}) \cdot \epsilon|^{2} d \Omega \\
& =\frac{k^{2}}{4 \pi} Q(\mathbf{i}: \mathbf{\epsilon}) . \tag{80}
\end{align*}
$$

Plane wave form: To construct the dyadic analog of (27), we use $(\tilde{I}-\mathbf{p p}) \cdot(\tilde{I}-\mathbf{p p})=\tilde{I}-\mathbf{p p}$, and rewrite
(26) in terms of the form (61) as

$$
\begin{equation*}
\tilde{h}\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)=\frac{1}{2 \pi} \int \tilde{\varphi}(\mathbf{r} ; \mathbf{p}) \cdot \tilde{\varphi}\left(\mathbf{r}^{\prime} ;-\mathbf{p}\right) d \Omega_{p} . \tag{81}
\end{equation*}
$$

Substituting in (71) and using (73), we obtain

$$
\begin{align*}
\tilde{u}(\mathbf{r} ; \mathbf{i}) & =\frac{1}{2 \pi} \int \tilde{\varphi}(\mathbf{r} ; \mathbf{p}) \cdot \tilde{g}(\mathbf{p}, \mathbf{i}) d \Omega_{p} \\
& =\frac{1}{2 \pi} \int e^{i k p \cdot \mathbf{r}} \tilde{g}(\mathbf{p}, \mathbf{i}) d \Omega_{p} . \tag{82}
\end{align*}
$$

Similarly for ( 55 d ), etc.
If the scatterer is not at the origin $r=0$, but at $\mathbf{r}=\mathbf{b}$ then we may work with

$$
\begin{align*}
& \tilde{u} \cdot \tilde{\varphi}(\mathbf{b} ; \mathbf{i}) \sim h(k r) \tilde{\varphi}(\mathbf{b} ;-\mathbf{0}) \cdot \tilde{g}(\mathbf{0}, \mathbf{i}) \cdot \tilde{\varphi}(\mathbf{b} ; \mathbf{i}) \\
&=h e^{i k \mathbf{k} \cdot(1-\mathbf{o})} \tilde{g}(\mathbf{0}, \mathbf{i}) . \tag{83}
\end{align*}
$$

Special function series: Corresponding to

$$
\begin{align*}
\tilde{\varphi}(\mathbf{i}) & \left.=\tilde{\varphi}^{\mathrm{T}} \mathbf{(} \mathbf{i}\right)=(\tilde{I}-\mathbf{i}) e^{i \mathbf{k} \cdot \mathbf{r}} \\
& =\sum\left[\mathbf{M}_{n m}^{1}(\mathbf{r}) \mathbf{C}_{n}^{-m}(\mathbf{i})-i \mathbf{N}_{n m}^{1} \mathbf{B}_{n}^{-m}\right] i^{n}(-1)^{m} d_{n}, \\
d_{n} & =\frac{2 n+1}{n(n+1)}, \tag{84}
\end{align*}
$$

we have

$$
\begin{align*}
& \tilde{u}(\mathbf{r} ; \mathbf{i})=\sum_{m, n}\left[\mathbf{M}_{n m}(\mathbf{r}) \mathbf{c}_{n m}(\mathbf{i})-i \mathbf{N}_{n m} \mathbf{b}_{n m}(\mathbf{i})\right],  \tag{85}\\
& \tilde{g}(\mathbf{0}, \mathbf{i})=\sum\left[\mathbf{C}_{n}^{m}(\mathbf{0}) \mathbf{c}_{n m}(\mathbf{i})+\mathbf{B}_{n}^{m} \mathbf{b}_{n m}(\mathbf{i})\right], \tag{86}
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{c}_{n m}(\mathbf{i})=\sum_{v, \mu}\left[\alpha_{n m v \mu} \mathbf{C}_{v}^{-\mu}(\mathbf{i})+\beta_{m n v \mu} \mathbf{B}_{v}^{-\mu}(\mathbf{i})\right], \\
& \mathbf{b}_{n m}(\mathbf{i})=\sum\left[\gamma_{m n v \mu} \mathbf{C}_{v}^{-\mu}(\mathbf{i})+\delta_{n m v \mu} \mathbf{B}_{v}^{-\mu}(\mathbf{i})\right] . \tag{87}
\end{align*}
$$

The reciprocity relation (75) gives

$$
\alpha_{v,-\mu, n,-m}=(-1)^{n+v} \alpha_{n m v \mu},
$$

and similarly for $\delta$; for $\beta$ and $\gamma$ we obtain this form with $(-1)^{n+v+1}$.

For a spherically symmetric scatterer,
$\tilde{u}(\mathbf{r} ; \mathbf{i})=\sum\left[\mathbf{M}_{n m}(\mathbf{r}) \mathbf{C}_{n}^{-m}(\mathbf{i}) c_{n}-i \mathbf{N}_{n m} \mathbf{B}_{n}^{-m} b_{n}\right] i^{n}(-1)^{m}$,
$\tilde{g}(\mathbf{0}, \mathbf{i})=\sum\left[\mathbf{C}_{n}^{m}(\mathbf{0}) \mathbf{C}_{n}^{-m}(\mathbf{i}) c_{n}+\mathbf{B}_{n}^{m}(\mathbf{0}) \mathbf{B}_{n}^{-m}(\mathbf{i}) b_{n}\right](-1)^{n}$,

$$
\begin{equation*}
\Sigma=\sum_{n=1}^{\infty} \sum_{m=-n}^{n} \tag{89}
\end{equation*}
$$

where $b$ and $c$ are independent of directions. We may rewrite (89) as

$$
\begin{gather*}
\tilde{g}(\mathbf{0}, \mathbf{i})=\sum_{n=1}^{\infty}\left[\mathcal{C}_{n}(\mathbf{0}, \mathbf{i}) c_{n}+\widetilde{B}_{n}(\mathbf{0}, \mathbf{i}) b_{n}\right], \\
\widetilde{C}_{n}(\mathbf{0}, \mathbf{i})=\sum_{m=-n}^{n} \mathbf{C}_{n}^{m}(\mathbf{0}) \mathbf{C}_{n}^{-m}(\mathbf{i})(-1)^{m}=\mathbf{L}(\mathbf{0}) L(\mathbf{i}) P_{n}(\mathbf{0} \cdot \mathbf{i}), \\
\widetilde{B}_{n}(\mathbf{0}, \mathbf{i})=[\mathbf{0} \times \mathbf{L}(\mathbf{0})][\mathbf{i} \times \mathbf{L}(\mathbf{i})] P_{n}(\mathbf{0} \cdot \mathbf{i}), \tag{90}
\end{gather*}
$$

where $P_{n}(\mathbf{0} \cdot \mathbf{i})=\sum Y_{n}^{m}(\mathbf{0}) Y_{n}^{-m}(\mathbf{i})(-1)^{m}$ is the Legendre polynomial, and $\mathbf{L}$ is defined in (30).

The form (90) has essentially the same symmetry as for the scalar problem: The reciprocity relation (75) reduces to

$$
\begin{equation*}
\tilde{g}(\mathbf{0}, \mathbf{i})=\tilde{g}(-\mathbf{0},-\mathbf{i})=\tilde{g}^{\mathrm{T}}(\mathbf{i}, \mathbf{0}) . \tag{91}
\end{equation*}
$$

Substituting (91) into (79) gives the simpler form

$$
\begin{equation*}
-\operatorname{Re} \tilde{g}\left(\mathbf{i}_{1}, \mathbf{i}_{2}\right)=\frac{1}{4 \pi} \int \tilde{g}^{*}\left(\mathbf{i}_{1}, \mathbf{o}\right) \cdot \tilde{g}\left(\mathbf{0}, \mathbf{i}_{2}\right) d \Omega \tag{92}
\end{equation*}
$$

and using (90), and

$$
\begin{aligned}
& \int \tilde{C}_{n}\left(\mathbf{i}_{1}, \mathbf{o}\right) \cdot \tilde{B}_{v}\left(\mathbf{0}, \mathbf{i}_{2}\right) d \Omega=0 \\
& \int \tilde{D}_{n}\left(\mathbf{i}_{1}, \mathbf{0}\right) \cdot \tilde{D}_{v}\left(\mathbf{0}, \mathbf{i}_{2}\right) d \Omega=4 \pi \tilde{D}_{n}\left(\mathbf{i}_{1}, \mathbf{i}_{2}\right) \delta_{n v} / d_{n}
\end{aligned}
$$

with $\tilde{D}=\tilde{C}$ or $\widetilde{B}$, we obtain

$$
\begin{equation*}
-d_{n} \operatorname{Re} c_{n}=\left|c_{n}\right|^{2}, \quad-d_{n} \operatorname{Re} b_{n}=\left|b_{n}\right|^{2} \tag{93}
\end{equation*}
$$

In the forward direction, we have

$$
\begin{equation*}
\tilde{g}(\mathbf{i}, \mathbf{i})=(I-\mathbf{i i}) \sum\left[\frac{1}{2} n(n+1)\left(b_{n}+c_{n}\right)\right], \tag{94}
\end{equation*}
$$

and the total cross section equals $-4 \pi / k^{2}$ times $\operatorname{Re} \sum[]$.
If only the dipole terms are significant, then

$$
\begin{align*}
\tilde{g}(\mathbf{0}, \mathbf{i})= & \widetilde{C}_{1} c_{1}+\widetilde{B}_{1} b_{1}, \tilde{C}_{1} \equiv \widetilde{C}_{1}^{0}+\widetilde{C}_{1}^{1}, \widetilde{B}_{1} \equiv \widetilde{B}_{1}^{0}+\widetilde{B}_{1}^{1} \\
\tilde{C}_{1}^{0}= & \mathbf{C}_{1}^{0}(\mathbf{0}) \mathbf{C}_{1}^{0}(\mathbf{i})=\hat{\varphi} \hat{\varphi}_{i} \sin \theta \sin \theta_{i}, \\
\widetilde{C}_{1}^{1}= & \operatorname{Re} \mathbf{C}_{1}^{1} \mathbf{( 0 )} \mathbf{C}_{1}^{1 *}(\mathbf{i}) \\
= & \left(\hat{\theta \theta_{i}}+\hat{\varphi} \hat{\varphi}_{i} \cos \theta \cos \theta_{i}\right) \cos \left(\varphi-\varphi_{i}\right) \\
& +\left(\hat{\theta} \hat{\varphi}_{i} \cos \theta_{i}-\hat{\varphi} \hat{\theta}_{i} \cos \theta\right) \sin \left(\varphi-\varphi_{i}\right), \\
\widetilde{B}_{1}^{0}= & \mathbf{B}_{1}^{0}(\mathbf{0}) \mathbf{B}_{1}^{0}(\mathbf{i})=\hat{\theta} \hat{\theta}_{i} \sin \theta \sin \theta_{i}, \\
\widetilde{B}_{1}^{1}= & \operatorname{Re} \mathbf{B}_{1}^{1}(\mathbf{o}) \mathbf{B}_{1}^{1 *}(\mathbf{i}) \\
= & \left(\hat{\theta} \hat{\theta}_{i} \cos \theta \cos \theta_{i}+\hat{\varphi} \hat{\varphi}_{i}\right) \cos \left(\varphi-\varphi_{i}\right) \\
& +\left(\hat{\theta} \hat{\varphi}_{i} \cos \theta-\hat{\varphi} \hat{\theta}_{i} \cos \theta_{i}\right) \sin \left(\varphi-\varphi_{i}\right) . \tag{95}
\end{align*}
$$

For a homogeneous sphere of radius $a$, for the surface conditions ( 6 d ),

$$
\begin{equation*}
c_{n}=\frac{-j_{n}(x)}{h_{n}(x)} d_{n}, \quad b_{n}=\frac{-\partial_{x}\left[x j_{n}(x)\right]}{\partial_{x}\left[x h_{n}(x)\right]} d_{n}, \quad x=k a . \tag{96}
\end{equation*}
$$

For conditions (7d) plus (8d), we supplement (84) and (88) with the internal field

$$
\begin{equation*}
\tilde{\psi}^{\prime}=\sum\left[\mathbf{M}_{n m}^{1}\left(k^{\prime} \mathbf{r}\right) \mathbf{C}_{n}^{-m}(\mathbf{i}) c_{n}^{\prime}-i \mathbf{N}_{n m}^{1} \mathbf{B}_{n}^{-m} b_{n}^{\prime}\right] \mathbf{i}^{n}(-1)^{m} \tag{97}
\end{equation*}
$$

and obtain

$$
\begin{align*}
c_{n} & =-\frac{j_{n}(X) \partial_{x}\left[x j_{n}(x)\right]-j_{n}(x) \partial_{x}\left[X j_{n}(X)\right] / \mu}{j_{n}(X) \partial_{x}\left[x h_{n}(x)\right]-h_{n}(x) \partial_{\partial}\left[X j_{n}(X)\right] / \mu} d_{n} \\
& =c_{n}(\mu), \quad b_{n}=c_{n}(\epsilon), \quad X=k^{\prime} a . \tag{98}
\end{align*}
$$

See Morse and Feshbach ${ }^{6}$ (pp. 1882ff), Stratton ${ }^{10}$ (pp. 563ff), and Van de Hulst ${ }^{17}$ (pp. 113ff).
Small scatterer of arbitrary shape: For an arbitrarily shaped scatterer with all dimensions very small compared to wavelength, in terms of dyadic electric ( $\tilde{p}$ ) and magnetic ( $\tilde{m}$ ) dipole moments (pp. 1886ff), we have

$$
\begin{align*}
\tilde{u} \cdot \tilde{\varphi} & =\tilde{h}(k r) \cdot \tilde{p} \cdot \tilde{\varphi}+(\nabla \times \tilde{h}) \cdot \tilde{m} \cdot\left(\nabla \times \tilde{\varphi} / k^{2}\right) \\
& =[\tilde{h} \cdot \tilde{p}+(\nabla \times \tilde{h}) \cdot \tilde{m} \cdot(\mathbf{i} \times \tilde{I}) i / k] \cdot \tilde{\varphi}, \quad(9 \tag{99}
\end{align*}
$$

where $\tilde{p}$ arises from the $E$ field $\tilde{\varphi}$, and $\tilde{m}$ from the associated $H$ field proportional to $\boldsymbol{\nabla} \times \tilde{\varphi}=\mathbf{i} \times \tilde{\varphi} i k=$ $\mathbf{i} \times \tilde{I} \cdot \tilde{\varphi} i k$; both $\tilde{p}$ and $\tilde{m}$ are independent of $\mathbf{i}$ and $\mathbf{o}$. From the definition of $\tilde{h}$ in (12), we obtain

$$
\begin{gathered}
\tilde{h}=(I-\mathbf{o o}) \mathcal{H}+\mathbf{o o} H=\tilde{h}^{T}, \\
\mathscr{H}(x)=\frac{\partial_{x}\left[x h_{1}(x)\right]}{x}, \quad H(x)=\frac{2 h_{1}}{x}
\end{gathered}
$$

$$
\begin{equation*}
\nabla \times \tilde{h}=-k h_{1} \mathbf{0} \times \tilde{I}=-k h_{1} \tilde{I} \times 0=-(\nabla \times h)^{\mathrm{T}} . \tag{100}
\end{equation*}
$$

Using $\tilde{h} \sim(\tilde{I}-\mathbf{o o}) h, \quad \nabla \times \tilde{h} \sim i 0 \times I \tilde{I} h$ in (99) to obtain $\tilde{u} \sim \tilde{g} h$, we write
$\tilde{g}(\mathbf{0}, \mathbf{i})=(\tilde{I}-\mathbf{0 0}) \cdot \tilde{p} \cdot(\tilde{I}-\mathbf{i i})$

$$
\begin{equation*}
-(\mathbf{0} \times \tilde{I}) \cdot \tilde{m} \cdot(\tilde{I} \times \mathbf{i}) \equiv \tilde{g}_{e}+\tilde{g}_{m} \tag{101}
\end{equation*}
$$

Here $\quad \tilde{I}-\mathbf{i i}=\boldsymbol{\epsilon \epsilon}+\boldsymbol{\delta \delta}=-(\tilde{I} \times \mathbf{i}) \cdot(\tilde{I} \times \mathbf{i})$,

$$
\tilde{I} \times \mathbf{i}=\mathbf{i} \times \tilde{I}=\boldsymbol{\delta} \boldsymbol{\epsilon}-\boldsymbol{\epsilon} \boldsymbol{\delta}
$$

are both planar dyadics; the first is symmetrical, and the second is antisymmetrical. Both annihilate components of vectors parallel to $\mathbf{i}$; the second $(I \times \mathbf{i})$ turns perpendicular components through $90^{\circ}$ around $\mathbf{i}$ as an axis, and the first $\left[\tilde{I}-\mathbf{i i}=-(\tilde{I} \times \mathbf{i})^{2}\right]$ is the negative of a turn through $180^{\circ}$; see Gibbs ${ }^{18}$ for detailed discussion of $(\tilde{I} \times \mathbf{i})^{n}$.

From theorem (75) applied to (101), we obtain

$$
\begin{equation*}
\tilde{p}=\tilde{p}^{\mathrm{T}}, \quad \tilde{m}=\tilde{m}^{\mathrm{T}} ; \tag{102}
\end{equation*}
$$

thus each is symmetrical and may be put in the form $\tilde{p}=p_{\xi} \xi \hat{\xi}+p_{\eta} \hat{\eta} \hat{\eta}+p_{\zeta} \xi \xi$, where the vectors correspond to the principal axis. From theorem (79), we obtain

$$
\begin{align*}
-\operatorname{Re} \tilde{p} & =\frac{1}{4 \pi} \int \tilde{p} \cdot(\tilde{I}-\mathbf{0 0}) \cdot \tilde{p}^{*} d \Omega=\frac{2}{3} \tilde{p} \cdot \tilde{p}^{*} \\
-\operatorname{Re} \tilde{m} & =-\frac{1}{4 \pi} \int \tilde{m} \cdot(\tilde{I} \times \mathbf{0}) \cdot(\tilde{I} \times \mathbf{0}) \cdot \tilde{m}^{*} d \Omega \\
& =\frac{2}{3} \tilde{m} \cdot \tilde{m}^{*} \tag{103}
\end{align*}
$$

[^248]With $s$ equal to either $\xi, \eta$, or $\zeta$, we have $-\operatorname{Re} p_{s}=$ $\frac{2}{3}\left|p_{s}\right|^{2}$; similarly, with $s$ or $t$ or $r$ equal to either $x, y$, or $z$, we have $-\operatorname{Re} p_{s t}=-\operatorname{Re} p_{t s}=\frac{?}{3} \sum p_{s r} p_{r t}^{*}$.

The special case (95) corresponds to $\tilde{p}=b_{1} \tilde{I}$, $\tilde{m}=c_{1} \tilde{I}:$

$$
\begin{align*}
\tilde{g}(\mathbf{0}, \mathbf{i})= & b_{1}(\tilde{I}-\mathbf{0} \mathbf{0}) \cdot(\tilde{I}-\mathbf{i})-c_{\mathbf{1}}(\mathbf{0} \times \tilde{I}) \cdot(\tilde{I} \times \mathbf{i}) \\
= & b_{\mathbf{1}}(\hat{\theta \theta}+\hat{\varphi} \hat{\varphi}) \cdot\left(\theta_{i} \hat{\theta}_{i}+\hat{\varphi}_{i} \hat{\varphi}_{i}\right) \\
& \quad+c_{\mathbf{1}}(\hat{\varphi} \hat{\theta}-\hat{\theta} \hat{\varphi}) \cdot\left(\hat{\varphi}_{i} \hat{\theta}_{i}-\hat{\theta}_{i} \hat{\varphi}_{i}\right) . \quad(10 \tag{104}
\end{align*}
$$

For later use, we make the relations between (95) and (104) explicit by rewriting $\bar{h}$ in terms of Hansen's functions. From (35) for $r^{\prime} \rightarrow 0$ we see that all terms vanish except

$$
\begin{align*}
\mathbf{N}_{10} \rightarrow \frac{2}{3}\left(\mathbf{P}_{1}^{0}+\mathbf{B}_{1}^{0}\right) & =\frac{2}{3}(\hat{r} \cos \theta-\theta \sin \theta)=\frac{2}{3} \hat{z}, \\
\mathbf{N}_{11} \rightarrow \frac{2}{3}\left(\mathbf{P}_{1}^{1}+\mathbf{B}_{1}^{1}\right) & =\frac{2}{3}\left[\hat{r} e^{i \varphi} \sin \theta+e^{i \varphi}(\cos \theta \hat{\theta}+i \hat{\varphi})\right] \\
& =\frac{2}{3}(\hat{x}+i \hat{y}), \\
\mathbf{N}_{1-1} & =-\frac{1}{2}\left(\mathbf{N}_{11}^{*}\right) \rightarrow-\frac{1}{2} \frac{2}{3}(\hat{x}-i \hat{y}), \tag{105}
\end{align*}
$$

where $\hat{z},(\hat{x}+i \hat{y}) / \sqrt{2}$ and $(\hat{x}-i \hat{y}) / \sqrt{2}$ form a set of orthonormal vectors. Consequently,

$$
\begin{align*}
\tilde{h}(k r) & =h^{\mathrm{T}}=\hat{z} \mathbf{N}_{10}(k r)+\frac{1}{2}(\hat{x}-i \hat{y}) \mathbf{N}_{11}-(\hat{x}+i \hat{y}) \mathbf{N}_{1-1} \\
& \equiv \hat{\mathbf{N}} \mathbf{N}_{10}+\hat{x} \mathbf{N}_{11 e}+\hat{y} \mathbf{N}_{110}, \tag{106}
\end{align*}
$$

Using the asymptotic forms of the left- and right-hand sides, we also have

$$
\begin{align*}
\tilde{I}-\mathbf{0 0} & =\hat{z} \mathbf{B}_{1}^{0}(\mathbf{0})+\frac{1}{2}(\hat{x}-i \hat{y}) \mathbf{B}_{1}^{1}-(\hat{x}+i \hat{y}) \mathbf{B}_{1}^{-1} \\
& =\hat{z} \mathbf{B}_{1}^{0}(\mathbf{0})+\hat{x} \operatorname{Re} \mathbf{B}_{1}^{1}+\hat{y} \operatorname{Im} \mathbf{B}_{1}^{2} \\
& \equiv \hat{z} B_{z}(\mathbf{0})+\hat{x} B_{x}(\mathbf{0})+\hat{y} B_{y}(\mathbf{0}), \tag{107}
\end{align*}
$$

where since, $(\tilde{I}-\mathbf{0 0})=(\tilde{I}-\mathbf{0 0})^{\mathbf{T}}$, we may transpose the left and right members of each term. Similarly, since $\boldsymbol{\nabla} \times \mathbf{N} \hat{z}=(\boldsymbol{\nabla} \times \mathbf{N}) \hat{z}=k \mathbf{M} \hat{z}$ etc.,

$$
\begin{align*}
\boldsymbol{\nabla} \times \tilde{h} / k & =-(\boldsymbol{\nabla} \times \tilde{h})^{T} / k \\
& =\mathbf{M}_{10} \hat{z}+\frac{1}{2} \mathbf{M}_{11}(\hat{x}-i \hat{y})-\mathbf{M}_{1-1}(\hat{x}+i \hat{y}) \\
& =-\hat{z} \mathbf{M}_{10}-\hat{x} \mathbf{M}_{11 e}-\hat{y} \mathbf{M}_{110}, \tag{108}
\end{align*}
$$

$\mathbf{0} \times \tilde{I}=\tilde{I} \times \mathbf{0}$

$$
\begin{align*}
& =-(0 \times I)^{T}=\hat{z} \mathbf{C}_{1}^{0}+\hat{x} \operatorname{Re} \mathbf{C}_{1}^{1}+\hat{y} \operatorname{Im} \mathbf{C}_{1}^{1} \\
& \equiv \hat{z} \mathbf{C}_{z}+\hat{x} \mathbf{C}_{x}+\hat{y} \mathbf{C}_{y} . \tag{109}
\end{align*}
$$

Since $\tilde{I} \times \mathbf{0}=(\tilde{I}-\mathbf{0 0}) \cdot(\tilde{I} \times \mathbf{0})$, we also have $\tilde{I} \times \mathbf{0}=$ $\mathbf{B}_{z}(\mathbf{0}) \mathrm{C}_{z}(\mathbf{o})+\mathbf{B}_{x} \mathrm{C}_{x}+\mathbf{B}_{y} \mathrm{C}_{y}$.

Substituting (107) into the electric term of (101), and letting $\hat{s}$ and $\hat{t}$ range over $\hat{x}, \hat{y}$, $\hat{z}$ we may write

$$
\begin{gather*}
\tilde{g}_{e}(\mathbf{0}, \mathbf{i})=\sum_{s, t} \mathbf{B}_{s}(\mathbf{0}) p_{s t} \mathbf{B}_{t}(\mathbf{i}), \quad p_{s t}=\hat{s} \cdot \tilde{p} \cdot \hat{t} ; \\
\hat{s}, \hat{t}=\hat{x}, \hat{y}, \hat{z} \tag{110}
\end{gather*}
$$

We may also work with the first form of (107) to
obtain

$$
\begin{equation*}
\tilde{g}_{e}(\mathbf{0}, \mathbf{i})=\sum_{m \mu} \mathbf{B}_{\mathbf{1}}^{m}(\mathbf{0}) \mathbf{B}_{1}^{-\mu}(\mathbf{i}) p_{m \mu} ; \quad m, \mu=-1,0,+1 \tag{111}
\end{equation*}
$$

where, e.g.,

$$
p_{01}=\hat{z} \cdot \tilde{p} \cdot(\hat{x}+i \hat{y})=\left(\mathbf{P}_{1}^{0}+\mathbf{B}_{1}^{0}\right) \cdot \tilde{p} \cdot\left(\mathbf{P}_{1}^{1}+\mathbf{B}_{1}^{1}\right)
$$

If the principal axes of $\tilde{p}$ coincide with $\hat{x}, \hat{y}, \hat{z}$ then (110) reduces to

$$
\begin{equation*}
\tilde{g}_{e}(\mathbf{0}, \mathbf{i})=\mathbf{B}_{x}(\mathbf{0}) \mathbf{B}_{x}(\mathbf{i}) p_{x}+\mathbf{B}_{y}(\mathbf{0}) \mathbf{B}_{y}(\mathbf{i}) p_{y}+\mathbf{B}_{z}(\mathbf{0}) \mathbf{B}_{z}(\mathbf{i}) p_{z} \tag{112}
\end{equation*}
$$

The analogous discussion goes through for $g_{m}$, i.e.,

$$
\begin{align*}
\mathbf{g}_{m} & =-(\tilde{I} \times \mathbf{0}) \cdot \tilde{m} \cdot(\tilde{I} \times \mathbf{i})=(\tilde{I} \times \mathbf{0})^{T} \cdot \tilde{m} \cdot(\tilde{I} \times \mathbf{i}) \\
& =\sum_{s \tilde{s}} \mathbf{C}_{s}(\mathbf{0}) m_{s t} \mathbf{C}_{t}(\mathbf{i}), \text { etc. } \tag{113}
\end{align*}
$$

See Morse and Feshbach ${ }^{6}$ (pp. 1886fi) for an alternative development and for illustrations of $\tilde{p}$ and $\tilde{m}$. Electric dipole dyadics are also considered by Yvon, ${ }^{19}$ Mazur, ${ }^{20}$ Fixman, ${ }^{21}$ Brown, ${ }^{22}$ and others.

## 3. MANY SCATTERERS

For many scatterers in the geometry of Fig. 3:1, we write the vector field as

$$
\begin{equation*}
\Psi=\varphi(\mathbf{i}: \boldsymbol{\epsilon})+\boldsymbol{U}, \quad \boldsymbol{u} \sim h(k r) \mathbf{G}(\mathbf{0}, \mathbf{i}: \boldsymbol{\epsilon}) \tag{114}
\end{equation*}
$$

where $\boldsymbol{U}$ and $\mathcal{S}$ have the forms (12) and (16) with $\mathbf{u}$ replaced by $\boldsymbol{\mathcal { L }}$. The "compound amplitude" $\mathbf{9}$ fulfills the same theorems as $\mathbf{g}$.

Proceeding as in Refs. 1 and 3, we express the total scattered field of a configuration of scatterers (whose "centers" are at $\mathbf{b}_{s}$ ) as
$\boldsymbol{U}=\sum \mathbf{U}_{s}\left(\mathbf{r}-\mathbf{b}_{s}\right) e^{i \mathbf{k} \cdot \mathbf{b}_{s}}, \quad \mathbf{U}_{s}=\left\{\tilde{h}\left(k\left|\mathbf{r}_{s}-\mathbf{r}_{s}^{\prime}\right|\right), \mathbf{U}_{s}\left(\mathbf{r}_{s}^{\prime}\right)\right\}$,
where $\mathbf{r}_{s}=\mathbf{r}-\mathbf{b}_{s}$ and $\mathbf{r}_{s}^{\prime}$ are an observation point and surface point respectively in the local coordinates of scatterer $s$. For $k r_{s} \sim \infty$,

$$
\begin{equation*}
\mathbf{U}_{s} \sim h\left(k r_{s}\right)\left\{\tilde{\varphi}\left(\mathbf{r}_{s}^{\prime} ;-\mathbf{0}\right), \mathbf{U}_{s}\left(\mathbf{r}_{s}^{\prime}\right)\right\} \equiv h\left(k r_{s}\right) \mathbf{G}_{s}(\mathbf{0}), \tag{116}
\end{equation*}
$$

where $\mathbf{G}_{s}$, the "multiple-scattered amplitude" of scatterer $s$, reduces to the single-scattered function $g_{s}$ as the others recede to infinity. In terms of $\mathbf{G}_{s}$ the compound amplitude equals

$$
\begin{equation*}
\boldsymbol{G}(\mathbf{0}, \mathbf{i}: \boldsymbol{\epsilon})=\sum_{s} e^{i k(i-0) \cdot b_{s}} \mathbf{G}_{s}(\mathbf{0},[\mathbf{i}: \boldsymbol{\epsilon}]) \tag{117}
\end{equation*}
$$

where the brackets are to indicate that $\mathbf{i}: \boldsymbol{\epsilon}$ plays a less complete role in $\mathbf{G}$ than in $\mathbf{S}$ or $\mathbf{g}$.

[^249]Integral equations: Substituting $\tilde{h}$ of (26) into $\mathbf{U}_{s}$ of (115), and rewriting in terms of $\mathbf{G}_{s}$ of (116), we obtain

$$
\begin{gather*}
\mathbf{U}_{s}\left(\mathbf{r}_{s}\right)=\frac{1}{2 \pi} \int e^{i k \boldsymbol{p} \cdot r_{s}} \mathbf{G}_{s}(\mathbf{p}) d \Omega_{p}  \tag{118}\\
\mathbf{U}=\sum e^{i \mathbf{k} \cdot \mathrm{~b}_{s}} \int e^{i k \mathbf{p} \cdot\left(\mathbf{r}-\mathbf{b}_{s}\right)} \mathbf{G}_{s}(\mathbf{p}) d \Omega_{p} / 2 \pi \tag{119}
\end{gather*}
$$

Proceeding as in Ref. 1, we use $\mathbf{r}_{s}=\mathbf{r}_{t}+\mathbf{b}_{t}-\mathbf{b}_{s} \equiv$ $\mathbf{r}_{t}+\mathbf{b}_{t s}$ to express $\varphi$ and $\mathcal{U}$ in the local coordinates of scatterer $t$, and write the total field referred to $t$ as a set of plane waves plus one outgoing wave $\mathbf{U}_{t}$ :

$$
\begin{align*}
& \Psi\left(\mathbf{b}_{t}+\mathbf{r}_{t}\right) \\
& \begin{aligned}
&=e^{i \mathbf{k} \cdot \mathbf{b}_{t}}\left[e^{i k i \cdot r_{t}} \boldsymbol{E}+\Sigma^{\prime} \int e^{i k(\mathbf{p}-i) \cdot \mathbf{b}_{t s}} e^{i \mathbf{k} \cdot \cdot \cdot \mathbf{r}_{t}} \mathbf{G}_{s}(\mathbf{p}) d \Omega / 2 \pi+\mathbf{U}_{t}\right] \\
&=e^{i \mathbf{k} \cdot \mathbf{b}_{t}}\left[\mathbf{\Phi}_{t}+\mathbf{U}_{t}\right],
\end{aligned}
\end{align*}
$$

where $\Sigma^{\prime}$ means sum over $s \neq t$ and where $\boldsymbol{\Phi}_{t}$ is the total excitation at $t$. Then knowing the response (u) of the scatterer to one plane wave, we use the superposition principle to write

$$
\begin{array}{r}
\mathbf{U}_{t}=\mathbf{u}_{t}(\mathbf{i}: \boldsymbol{\epsilon})+\sum^{\prime} \int e^{i k(\mathbf{p}-1) \cdot \mathbf{b}_{s}} \mathbf{u}_{t}\left(\mathbf{p}: \boldsymbol{\gamma}_{s}\right) \mathbf{G}_{s}(\mathbf{p}) d \Omega / 2 \pi \\
\gamma_{s} \equiv \mathbf{G}_{s} / G_{s}, \tag{121}
\end{array}
$$

where $\boldsymbol{\gamma}_{s}$ is the polarization of $\mathbf{G}_{s}$.
The asymptotic form of (121) for $\mathbf{r}_{t} \rightarrow \infty$ gives a "self-consistent" system of integral equations for the multiple-scattering amplitude:

$$
\begin{align*}
\mathbf{G}_{t}(\mathbf{0}) & =\mathbf{g}_{t}(\mathbf{0}, \mathbf{i}: \boldsymbol{\epsilon}) \\
& +\sum^{\prime} \int e^{i k(\mathbf{p}-\mathbf{i}) \cdot \mathbf{b}_{\mathbf{t}}} \mathbf{g}_{t}\left(\mathbf{0}, \mathbf{p}: \boldsymbol{\gamma}_{s}\right) G_{s}(\mathbf{p}) d \Omega_{p} / 2 \pi \tag{122}
\end{align*}
$$

where in general $\mathbf{g}(\mathbf{o}, \mathbf{i}: \boldsymbol{\varepsilon})$ and $\mathbf{g}\left(\mathbf{o}, \mathbf{p}: \boldsymbol{\gamma}_{s}\right)$ are not parallel. Forming $\mathbf{e} \cdot \mathbf{G}_{t}$, and using the reciprocity relation (20) to replace e $\cdot \mathbf{g}_{t}\left(\mathbf{0}, \mathbf{p}: \boldsymbol{\gamma}_{s}\right)$ by $\boldsymbol{\gamma}_{s} \cdot \mathbf{g}_{t}(-\mathbf{p},-\mathbf{o}: \mathbf{e})$ we see from the definition (116) for $\mathbf{G}_{s}$ that the integral converges if $\operatorname{Im} \mathbf{p} \cdot\left(\mathbf{b}_{t s}+\mathbf{r}_{t}^{\prime}-\mathbf{r}_{s}^{\prime}\right)>0$. In terms of $\mathbf{b}_{t s}=b_{t s} \hat{b}_{t s}$, we require $b_{t s}>\left[\left(\mathbf{r}_{t}^{\prime}+\mathbf{r}_{s}^{\prime}\right) \cdot \hat{b}_{t s}\right]_{\text {max }}$, i.e., that the sum of the scatterer's projections on $\mathbf{b}_{t s}$ do not overlap.

The integral equation (122) is essentially a "reciprocity relation" between $G$ and $g$. This follows on applying Green's theorem (10) to $\psi_{1}$ and $\Psi_{2}$, with $\psi_{1}$ as the solution for $\varphi_{1}$ incident on an isolated scatterer $t$, and $\Psi_{2}$ as the solution for $\varphi_{2}$ incident on a collection of scatterers which includes $t ; \Psi_{1}$ and $\Psi_{2}$ satisfy the same conditions at $t$ 's surface and the same wave equation in its interior. Consequently, essentially as for (18), we obtain

$$
\begin{align*}
0 & =\left\{\psi_{1}, \Psi_{2}\right\}_{t} \\
& =\left\{\left(\varphi_{1}+\mathbf{u}_{t 1}\right),\left(\varphi_{2}+\Sigma^{\prime} \mathbf{U}_{s 2} e^{i \mathbf{k} \cdot \mathbf{b}_{t}}+\mathbf{U}_{t 2}\right)\right\}_{t}, \tag{123}
\end{align*}
$$

where the subscript $t$ indicates integration is over a surface that isolates scatterer $t$ from the others. We have $\left\{\boldsymbol{\varphi}_{1}, \boldsymbol{\varphi}_{2}\right\}=0$ as previously; similarly $\left\{\boldsymbol{\varphi}_{1}, \mathrm{U}_{\mathrm{s} 2}\right\}_{t}=$ 0 since $\mathbf{U}_{s 2}$ has no singularities inside the surface that isolates $t$; finally $\left\{\mathbf{u}_{t 1}, \mathbf{U}_{t 2}\right\}_{t}=\left\{\mathbf{u}_{t 1}, \mathbf{U}_{t 2}\right\}_{\infty}=0$ follows from the asymptotic forms (5) and (116). Consequently (122) reduces to

$$
\begin{equation*}
\left\{\boldsymbol{\varphi}_{1}, \mathbf{U}_{t 2}\right\}=-\left\{\mathbf{u}_{t 1}, \boldsymbol{\varphi}_{2}\right\}-\left\{\mathbf{u}_{t 1}, \Sigma^{\prime} \mathbf{U}_{s 2} e^{\left.-i \mathbf{k} \cdot b_{t}\right\}}\right\} . \tag{124}
\end{equation*}
$$

Using the definitions of $\mathbf{G}$ and $\mathbf{g}$ as in (116) and (16), and proceeding as for (20), we reduce (124) to

$$
\begin{align*}
& \mathbf{\epsilon}_{1} \cdot \mathbf{G}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}: \boldsymbol{\epsilon}_{2}\right)=\boldsymbol{\epsilon}_{2} \cdot \mathbf{g}_{t}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}: \boldsymbol{\epsilon}_{\mathbf{1}}\right) \\
&+\left\{\Sigma^{\prime} \mathbf{U}_{s 2} e^{-i \mathbf{k} \cdot \mathbf{b}_{t s}}, \mathbf{u}_{t 1}\right\} . \tag{125}
\end{align*}
$$

Introducing the plane wave representation (118) for $\mathbf{U}_{s 2}$ and the definition of $\mathbf{g}$ in the kernel, gives

$$
\begin{align*}
& \boldsymbol{\epsilon}_{1} \cdot \mathbf{G}_{t}\left(-\mathbf{i}_{1}\right)=\boldsymbol{\epsilon}_{2} \cdot \mathbf{g}_{t}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}: \boldsymbol{\epsilon}_{1}\right) \\
& +\sum^{\prime} \int e^{i k(\mathbf{p}-\mathbf{r}) \cdot \mathbf{b}_{t i}} \mathbf{g}_{t}\left(-\mathbf{p}, \mathbf{i}_{1}: \boldsymbol{\epsilon}_{2}\right) \cdot \mathbf{G}_{s}(\mathbf{p}) d \Omega_{p} / 2 \pi \tag{126}
\end{align*}
$$

Applying (20) to $\mathbf{g}_{t}$, and replacing $-\mathbf{i}_{1}$ by $o$ we reduce (126) to $\epsilon_{1} \cdot(122)$.

Equation (122) is a mixed vector-scalar form. The analogous mixed vector-dyadic form is obtained by introducing the dyadic isolated-scattering amplitude $\tilde{g}$ of (66). Thus since $\mathbf{g}(\mathbf{0}, \mathbf{i}: \boldsymbol{\epsilon})=\tilde{g}(\mathbf{0}, \mathbf{i}) \cdot \boldsymbol{\epsilon}$, and $\mathbf{g}\left(\mathbf{0}, \mathbf{p}, \boldsymbol{\gamma}_{s}\right)=\tilde{g}(\mathbf{0}, \mathbf{p}) \cdot \gamma_{s}$, we may rewrite (122) as

$$
\begin{align*}
\mathbf{G}_{t}(\mathbf{0}) & =\tilde{g}_{t}(\mathbf{0}, \mathbf{i}) \cdot \boldsymbol{\epsilon} \\
& +\sum^{\prime} \int e^{i k(\mathbf{p}-\mathbf{i}) \cdot \mathbf{b}_{t s}} \tilde{g}_{t}(\mathbf{0}, \mathbf{p}) \cdot \mathbf{G}_{s}(\mathbf{p}) d \Omega_{p} / 2 \pi \tag{127}
\end{align*}
$$

Similarly, we obtain a complete dyadic representation by introducing a multiple-scattered dyadic amplitude $\tilde{G}$, such that

$$
\begin{equation*}
\mathbf{G}(\mathbf{o})=\tilde{G}(\mathbf{o}) \cdot \epsilon, \tag{128}
\end{equation*}
$$

and dropping $\boldsymbol{\epsilon}$ :
$\tilde{G}(\mathbf{0})=\tilde{g}_{t}(\mathbf{0}, \mathbf{i})+\Sigma^{\prime} \int e^{i k(\mathbf{p}-1) \cdot b_{t}} \tilde{g}_{t}(\mathbf{0}, \mathbf{p}) \cdot \tilde{G}_{s}(\mathbf{p}) d \Omega / 2 \pi$,
which is the complete analog of (3:34). Alternatively from $\left\{\tilde{\psi}_{1}, \Psi_{2}\right\}_{t}=0$ we obtain (124d), i.e.,

$$
\begin{align*}
&\left\{\tilde{\varphi}_{1}, \tilde{U}_{t 2}\right\}=-\left\{\tilde{u}_{t 1}, \tilde{\varphi}_{2}\right\}-\left\{\tilde{u}_{t 1}, \Sigma^{\prime} \tilde{U}_{s 2} e^{-i k \mathbf{k} \cdot b_{t t}}\right\} \\
&=-\left\{\tilde{u}_{t 1}, \tilde{\varphi}_{2}\right\} \\
&-\Sigma^{\prime} \int e^{i k(p-1) \cdot \mathbf{b} t a}\left\{\tilde{u}_{t 1}, \tilde{\varphi}\left(\mathbf{r}_{t} ; \mathbf{p}\right)\right\} \cdot \tilde{G}_{s}(\mathbf{p}) d \Omega / 2 \pi, \tag{130}
\end{align*}
$$

where the last form followed from (118d). From (116d) and (73) and (74), we reduce (130) to

$$
\begin{align*}
& \tilde{G}\left(-\mathbf{i}_{1}\right)=\tilde{g}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right) \\
& \quad+\sum^{\prime} \int e^{i k(\mathbf{p}-1) \cdot \mathbf{b t s}_{s} \tilde{g}^{\mathrm{T}}\left(-\mathbf{p}, \mathbf{i}_{1}\right) \cdot \tilde{G}_{s}(\mathbf{p}) d \Omega / 2 \pi} \tag{131}
\end{align*}
$$

from which we obtain (129) by using the reciprocity relation (75) to convert $\tilde{g}^{T}$ to $\tilde{g}\left(-i_{1}, i_{2}\right)$ and $\tilde{g}\left(-i_{1}, p\right)$, and then replacing $-i_{1}$ by 0 . See Appendix A for additional relations and discussion of reciprocity.
Large spacings: We obtain forms of (129) convenient for large $k\left|\mathbf{b}_{t}-\mathbf{b}_{s}\right|=k b_{t s}$ by applying (55):

$$
\begin{align*}
\tilde{G}_{t}(\mathbf{0}, \mathbf{i}) & =\tilde{g}_{t}(\mathbf{0}, \mathbf{i})+\sum_{s}^{\prime} \tilde{F}_{t s} \cdot \tilde{g}_{t}\left(\mathbf{0}, \tilde{b}_{t s}\right) \cdot \tilde{G}_{s}\left(\hat{b}_{t s}, \mathbf{i}\right) \\
\tilde{\mathcal{F}}_{t s} & =h\left(k b_{t s}\right) e^{-i \mathbf{i k} \cdot b_{t s} \tilde{D}_{t s}} \\
& \equiv \tilde{\mathscr{H}}_{t s}\left(b^{-1}\right)+\tilde{\mathcal{M}}_{t s}\left(b^{-2}\right)+\tilde{\mathcal{N}}_{t s}\left(b^{-3}\right)+\cdots, \tag{132}
\end{align*}
$$

where $\tilde{D}$ is given terms of $\tilde{D}$ in (50), and the present subscripts indicate that the differentiations of (44) in $\tilde{D}$ are to be performed with respect to the angles associated with the unit vector $\delta_{t s}$. We introduced the additional factor $\mathbf{i}$ in the argument of $\tilde{G}$ to facilitate iteration. If we keep only the leading term of $\tilde{D}$ (i.e., I), then
$\tilde{G}_{t}(\mathbf{0}, \mathbf{i}) \sim \tilde{g}_{t}(\mathbf{0}, \mathbf{i})+\sum_{s}{ }^{\prime} \frac{e^{i k b_{t s}-i k \cdot b_{t s}}}{i k b_{t s}} \tilde{g}_{t}\left(\mathbf{0}, \hat{b}_{t s}\right) \cdot \tilde{G}_{s}\left(\hat{b}_{t s}, \mathbf{i}\right) ;$
if we dot-multiply from the right by $\epsilon$ we have the system of equations discussed by Saxon $^{7}$ (pp. 92-99). (The analogous equations for the scalar problem, and the iterated orders-of-scattering form are discussed by Karp, and by Twersky in the papers cited in the survey, Ref. 5.)
The leading term of (132) is the single-scattered value, or equivalently the "first-order" of scattering $\tilde{g}_{t}(\mathbf{0}, \mathbf{i})$. Iterating (132) starting with $\tilde{g}_{t}(\mathbf{0}, \mathbf{i})$ yields a series in inverse powers of $k b_{t s}$ which involves $\tilde{g}$ and its derivatives. Thus the $(k b)^{-1}$ term [either of (132) or (133)] is the far-field multiple scattering form of the second order of scattering:
$\sum_{s} \tilde{\mathscr{H}}_{t s} \cdot \tilde{g}_{t}\left(\mathbf{0}, \hat{b}_{t s}\right) \cdot \tilde{g}_{s}\left(\hat{b}_{t s}, \mathbf{i}\right), \quad \tilde{\mathfrak{H}}_{t s} \equiv h\left(k b_{t s}\right) e^{-i \mathbf{k} \cdot \mathbf{b}_{t s}} \tilde{I}$,
i.e., the dyadic analog of $(3: 37)$. Terms to order $(k b)^{-2}$ are given by

$$
\begin{gathered}
\sum_{s}^{\prime} \tilde{\mathscr{H}}_{t s} \cdot \tilde{g}_{t}\left(\mathbf{0}, \hat{b}_{t s}\right) \cdot \sum_{p}^{\prime} \tilde{\mathscr{H}}_{s p} \cdot \tilde{g}_{s}\left(\hat{b}_{t s}, \hat{b}_{s p}\right) \cdot \tilde{g}_{p}\left(\hat{b}_{s p}, \mathbf{i}\right) \\
\\
+\sum_{s}^{\prime} \tilde{\mathcal{H}}_{t s} \cdot \tilde{g}_{t}\left(\mathbf{0}, \tilde{b}_{t s}\right) \cdot \tilde{g}_{s}\left(\hat{b}_{t s}, \mathbf{i}\right), \\
\tilde{\mathcal{H}}_{t s} \equiv\left(i / 2 k b_{t s}\right) \tilde{\mathscr{H}}_{t s} \cdot \tilde{D}_{t s}
\end{gathered}
$$

where the double sum corresponds to the third far-field order, and the single sum is the first "midfield" correction to the second far-field order; this is the analog of $(3: 38)$. The next terms in the expansion of $\tilde{G}$, the terms or order $(k b)^{-3}$ are given by $(3: 39 \mathrm{~d})$, obtained from (39) of Ref. 3 by replacing $g$ by $\tilde{g}$, the previous scalar operators $\mathcal{H}$ and $\mathcal{K}$ by the present
dyadics, and the previous $\mathcal{N}$ by

$$
\left.\tilde{\mathcal{N}}=\left[\left(i / 2 k b_{t s}\right)^{2} / 2\right]\right] \tilde{X}_{t s} \cdot \tilde{D}_{t s} \cdot\left(\tilde{D}_{t s}-2 \tilde{I}\right) .
$$

Algebraic equations: If we substitute spherical harmonic representations for $\tilde{g}_{t}$ and $\tilde{G}_{t}$ in (129), i.e.,

$$
\begin{align*}
\tilde{g}_{t}(\mathbf{0}, \mathbf{i}) & =\sum\left[\mathbf{C}_{n}^{m}(\mathbf{0}) \mathbf{c}_{n m}^{t}(\mathbf{i})+\mathbf{B}_{n}^{m}(\mathbf{0}) \mathbf{b}_{n m}^{t}(\mathbf{i})\right],  \tag{134}\\
\tilde{G}_{t}(\mathbf{0}) & =\sum\left[\mathbf{C}_{n}^{m}(\mathbf{0}) \mathbf{C}_{n m}^{t}+\mathbf{B}_{n}^{m}(\mathbf{0}) \mathscr{\oiint}_{n m}^{t}\right] \tag{135}
\end{align*}
$$

and use the orthogonality of the C's and B's we obtain

$$
\begin{align*}
& \mathbf{C}_{n m}^{t}=\mathbf{c}_{n m}^{t}(\mathbf{i})+\Sigma^{\prime} \Sigma \int e^{i k(\mathbf{D}-\mathrm{i}) \cdot \mathbf{b}_{t s}} \mathbf{c}_{n m}^{t}(\mathbf{p}) \\
& \text { - }\left[\mathbf{C}_{r}^{\alpha}(\mathbf{p}) \mathrm{C}_{r q}^{s}+\mathbf{B}_{r}^{\alpha}(\mathbf{p}) \mathcal{B}_{r q}^{\mathrm{s}}\right] d \Omega_{p} / 2 \pi, \\
& \mathscr{S}_{n m}^{t}=\mathbf{b}_{n m}^{t}(\mathbf{i})+\Sigma^{\prime} \sum \int e^{i k(\mathbf{p}-i) \cdot b_{t} \mathbf{b}_{n m}^{t}(\mathbf{p})} \\
& \cdot\left[\mathbf{C}_{r}^{q}(\mathbf{p}) \mathrm{C}_{r q}^{s}+\mathbf{B}_{r}^{q}(\mathbf{p}) \mathfrak{B}_{r q}^{s}\right] d \Omega_{p} / 2 \pi . \tag{136}
\end{align*}
$$

If we expand the isolated scattering coefficients as series of spherical harmonics as in (87), then we may write

$$
\begin{align*}
\mathcal{C}_{n m}^{t}=\mathbf{c}_{n m}^{t}(\mathbf{i}) & +\sum^{\prime} \sum\left[\alpha_{n m \nu \mu}^{t} \mathbf{C}_{r q}^{s} \mathcal{E}(s t ; v \mu, r q)\right. \\
& \left.+\beta \mathcal{C}^{\prime}-\alpha \mathfrak{B} \varepsilon^{\prime}+\beta \mathfrak{B} \varepsilon\right], \\
\mathfrak{B}_{n m}^{t}=\mathbf{b}_{n m}^{t}(\mathbf{i}) & +\sum^{\prime} \sum\left[\gamma \mathcal{C} \mathcal{E}+\delta \mathcal{C}^{\prime}-\gamma \mathcal{B} \mathcal{E}^{\prime}+\delta \mathfrak{B} \varepsilon\right], \tag{137}
\end{align*}
$$

where the scheme for the indices is shown only once, and where

$$
\begin{align*}
\varepsilon(s t ; \nu \mu, r q) & =\frac{e^{-i \mathbf{k} \cdot \mathbf{b}_{t s}}}{2 \pi} \int e^{i \mathbf{k} \cdot b_{t s} \mathbf{C}_{v}^{-\mu}(\mathbf{p}) \cdot \mathbf{C}_{r}^{a}(\mathbf{p}) d \Omega} \\
& =\varepsilon(\mathbf{C} \cdot \mathbf{C})=\varepsilon(\mathbf{B} \cdot \mathbf{B}) \\
\varepsilon^{\prime} & =\varepsilon(\mathbf{B} \cdot \mathbf{C})=-\varepsilon(\mathbf{C} \cdot \mathbf{B}) \tag{138}
\end{align*}
$$

Following the procedure used for the scalar case, we write C•C and B.C as sets of products of surface harmonics $Y Y$ to reduce the present $\mathcal{E}$ 's to sets of the $E$ 's of $(3: 42)$, and then use $(3: 43)$ to write $\varepsilon$ and $\varepsilon^{\prime}$ in terms of $h$ 's and their derivatives times $Y$ 's. We illustrate this subsequently. (In the above, we have generated implicitly the addition theorems discussed by Stein. ${ }^{16}$ )

In particular, for spherically symmetric scatterers (137) reduces to

$$
\begin{align*}
& \mathbf{C}_{n m}^{t}=(-1)^{m} c_{n}^{t}\left\{\mathbf{C}_{n}^{-m}(\mathbf{i})\right. \\
&\left.\quad+\sum^{\prime} \sum^{2}\left[\mathbb{C}_{r q}^{s} \&(s t ; n m, r g)-\mathscr{B}_{r q}^{s} \varepsilon^{\prime}\right]\right\}, \\
& \mathfrak{B}_{n m}^{t}=(-1)^{m} b_{n}^{t}\left\{\mathbf{B}_{n}^{-m}(\mathbf{i})+\sum^{\prime} \sum\left[\mathbb{C}_{r q}^{s} \varepsilon^{\prime}+\mathscr{B}_{r q}^{s} \varepsilon\right]\right\}, \tag{139}
\end{align*}
$$

which we apply in detail to two scatterers in the next section.

## 4. TWO SCATTERERS

For two scatterers, we take the primary origin ( $r=0$ ) as the midpoint of the line joining the centers
of their circumscribed spheres. The centers are located at

$$
\begin{aligned}
& \mathbf{b}_{1}=\mathbf{b}(b, \tau, \beta)=b \mathbf{b}_{+} \\
& \mathbf{b}_{2}=\mathbf{b}(b, \pi-\tau, \pi+\beta)=b \mathbf{b}_{-}=-\mathbf{b},
\end{aligned}
$$

where $b, \tau, \beta$ are spherical coordinates; the local coordinates with respect to these centers are written as $\mathbf{r}_{1}=\mathbf{r}_{+}$and $\mathbf{r}_{\mathbf{2}}=\mathbf{r}_{-}$. For this case the scattered field reduces to

$$
\begin{gather*}
\tilde{U}_{( }(\mathbf{r})=e^{i \delta} \tilde{U}_{+}\left(\mathbf{r}_{+}\right)+e^{-i \delta} \tilde{U}_{-}\left(\mathbf{r}_{-}\right), \\
\pm \delta=b k \mathbf{k} \cdot \mathbf{b}_{ \pm}= \pm \mathbf{k} \cdot \mathbf{b} \tag{140}
\end{gather*}
$$

and the compound scattering amplitude equals

$$
\begin{align*}
\mathcal{G}(\mathbf{0}, \mathbf{i})= & e^{i(\delta-\Delta)} \tilde{G}_{+}(\mathbf{0}, i)+e^{-i(\delta-\Delta)} \tilde{G}_{-}(\mathbf{0}, \mathbf{i}), \\
& \pm \Delta=k b \mathbf{0} \cdot \tilde{b}_{ \pm}= \pm k \mathbf{0} \cdot \mathbf{b} . \tag{141}
\end{align*}
$$

The plane wave representation yields

$$
\begin{equation*}
\tilde{U}_{ \pm}=\frac{1}{2 \pi} \int e^{i k p \cdot r_{ \pm}} \tilde{G}_{ \pm}(\mathbf{p}) d \Omega_{p} \tag{142}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{G}_{ \pm}(\mathbf{0}) & =\tilde{g}_{ \pm}(\mathbf{0}, \mathbf{i}) \\
& +e^{\mp i 2 \delta} \int e^{i 2 k b b \cdot p \pm} \tilde{g}_{ \pm}(\mathbf{0}, \mathbf{p}) \cdot \tilde{G}_{ \pm}(\mathbf{p}) d \Omega_{p} / 2 \pi \tag{143}
\end{align*}
$$

### 4.1. Inverse Separation Representation

For two scatterers, (132) reduces to

$$
\begin{gather*}
\tilde{\boldsymbol{G}}_{ \pm}(\mathbf{0})=\tilde{g}_{ \pm}(\mathbf{0}, \mathbf{i})+\tilde{\mathfrak{F}}_{ \pm} \cdot \tilde{g}_{ \pm}\left(\mathbf{0}, \mathbf{b}_{ \pm}\right) \cdot \tilde{G}_{\mp}\left(\mathbf{b}_{ \pm}\right), \\
\tilde{\mathfrak{F}}_{ \pm}=h(2 k b) e^{\mp i 2 \delta} \mathscr{D}_{ \pm} \tag{144}
\end{gather*}
$$

where the subscripts on $\mathfrak{D}_{ \pm}$etc., indicate that the differentiations are to be performed with respect to the angles associated with the unit vectors $\mathbf{b}_{ \pm}$. Replacing $\mathbf{o}$ by $\mathbf{b}_{ \pm}$, we solve for

$$
\begin{align*}
\tilde{G}_{\mp}\left(\mathbf{b}_{\mp}\right)= & {\left[\tilde{I}-\tilde{\mathfrak{F}}_{\mp} \cdot \tilde{g}_{\mp}\left(\mathbf{b}_{ \pm}, \mathbf{b}_{\mp}\right) \cdot \tilde{\mathfrak{F}}_{ \pm} \cdot \tilde{g}_{ \pm}\left(\mathbf{b}_{\mp}, \mathbf{b}_{ \pm}\right)\right]^{-1} } \\
& \cdot\left[\tilde{g}_{\mp}\left(\mathbf{b}_{ \pm}, \mathbf{i}\right)+\tilde{\mathfrak{F}}_{\mp} \cdot \tilde{g}_{\mp}\left(\mathbf{b}_{ \pm}, \mathbf{b}_{\mp}\right) \cdot \tilde{g}_{ \pm}\left(\mathbf{b}_{\mp}, \mathbf{i}\right)\right], \tag{145}
\end{align*}
$$

which when substituted into (144) gives a closed operational form for $\tilde{G}_{ \pm}(\mathbf{0})$ in terms of the isolated scatterer functions $\tilde{g}_{ \pm}$, i.e., the analog of ( $3: 50$ ). Since the inverse dyadic $[\tilde{I}-\tilde{X}]^{-1}$ equals $\tilde{I}+\tilde{X}+$ $\tilde{X} \cdot \tilde{X}+\cdots$, we see that the expansion of the closed form in powers of $b^{-1}$ yields the series (3:51d) to ( $3: 54 \mathrm{~d}$ ), on replacing the previous scalars by our present functions.

### 4.2. Radially Symmetric Scatterers

For two spherically symmetric scatterers, we use isolated scattering amplitudes $\tilde{g}_{ \pm}$as in (134) in terms of $c_{n}^{ \pm}$and $b_{n}^{ \pm}$, and $\tilde{G}_{ \pm}$as in (135) in terms of $\tilde{\mathcal{C}}_{n m}^{ \pm}$and
$\mathfrak{B}_{n m}^{ \pm}$. Specializing (139), we have
$\mathbf{C}_{n m}^{ \pm}=(-1)^{m} c_{n}^{ \pm}\left\{\mathbf{C}_{n}^{-m}(\mathbf{i})\right.$

$$
\left.+\sum_{v \mu}\left[\mathfrak{C}_{v \mu}^{\mp} \varepsilon_{ \pm}(n m, v \mu)-\mathscr{S}_{v \mu}^{\mp} \varepsilon_{ \pm}^{\prime}\right]\right\}
$$

$\mathfrak{B}_{n m}^{ \pm}=(-1)^{m} b_{n}^{ \pm}\left\{\mathbf{B}_{n}^{-m}(\mathbf{i})+\sum_{v \mu}\left[\mathcal{C}_{v \mu}^{ \pm} \varepsilon_{ \pm}^{\prime}+\mathscr{S}_{v \mu}^{ \pm} \varepsilon_{ \pm}\right]\right\}$,
where

$$
\begin{equation*}
\mathcal{E}_{ \pm}(n m, \nu \mu)=e^{\mp i 2 \delta} \int e^{i 2 k b \hat{b} \cdot \mathbf{b}} \pm \mathbf{C}_{n}^{-m}(\mathbf{p}) \cdot \mathbf{C}_{v}^{\mu}(\mathbf{p}) d \Omega / 2 \pi \tag{146}
\end{equation*}
$$

and similarly $\mathcal{E}^{\prime}$ involves $\mathbf{B}_{n}^{-m} \cdot \mathbf{C}_{v}^{\mu}$.
To illustrate the above, we keep only the electric and magnetic dipole terms ( $b_{1}$ and $c_{1}$ ), and suppress the arguments $2 k b$ in $h_{n}$, and $\hat{b}_{ \pm}$in $Y_{n}^{m}$. We retain only the six equations of (146) involving $\mathbb{C}_{1 m}$ and $\boldsymbol{\oiint}_{1 m}$ for $m=0, \pm 1$. The integral $\varepsilon_{ \pm}(10,10)$ involves $\mathbf{C}_{1}^{0} \cdot \mathbf{C}_{1}^{0}=\sin ^{2} \tau=\frac{2}{3}\left(Y_{0}-Y_{2}\right)$, and consequently, from (3:14), we have $\varepsilon_{ \pm}(10,10)=\frac{2}{3}\left(h_{0}+Y_{2} h_{2}\right)$; similarly for the other integrals. Thus

$$
\begin{align*}
\mathfrak{C}_{10}^{ \pm} / c_{1}^{ \pm}= & \mathbf{C}_{1}^{0}(\mathbf{i}) \\
& +e^{\mp i 2 \delta}\left[\frac{2}{3}\left(h_{0}+Y_{2} h_{2}\right) \mathfrak{C}_{10}^{\mp}+\frac{1}{3} Y_{2}^{1} h_{2} \mathbf{C}_{11}^{\mp}\right. \\
& \left.+Y_{2}^{-1} h_{2} \mathrm{C}_{1-1}^{\mp}-Y_{1}^{1} h_{1} \mathfrak{S}_{11}^{\mp}+Y_{1}^{-1} h_{1} \mathfrak{S}_{1-1}^{\mp}\right] \\
-\mathbf{C}_{11}^{ \pm} / c_{1}^{ \pm}= & \mathbf{C}_{1}^{-1} \\
& +e^{\mp i 2 \delta}\left[Y_{2}^{-1} h_{2} \mathbf{C}_{10}^{\mp}-\frac{1}{3}\left(2 h_{0}-Y_{2} h_{2}\right) \mathbf{C}_{11}^{\mp}\right. \\
& \left.+2 Y_{2}^{-2} h_{2} \mathrm{C}_{1-1}^{\mp}-Y_{1}^{-1} h_{1} \mathfrak{B}_{10}^{\mp}-Y_{1} h_{1} \mathfrak{B}_{11}^{\mp}\right] \\
-\mathcal{C}_{1-1}^{ \pm} / c_{1}^{ \pm}= & \mathbf{C}_{1}^{1} \\
& +e^{\mp i 2 \delta}\left[\frac{1}{3} Y_{2}^{1} h_{2} \mathrm{C}_{10}^{\mp}+\frac{1}{3} Y_{2}^{2} h_{2} \mathbf{C}_{11}^{\mp}\right. \\
& -\frac{1}{3}\left(2 h_{0}-Y_{2} h_{2}\right) \mathbf{C}_{1-1}^{\mp}+Y_{1}^{1} h_{1} \mathfrak{S}_{10}^{\mp} \\
& +Y_{1} h_{1} \mathfrak{S}_{1-1}^{\mp} \tag{148}
\end{align*}
$$

plus the analogous set for $\boldsymbol{\beta}^{ \pm}$obtained by interchanging all forms of " $B$ " and " $C$ " in the above and replacing all $Y_{1}^{m}$ by $-Y_{1}^{m}$.
If the axis $(\hat{b}$ ) of the pair of scatterers is taken along the polar axis ( $\hat{z}$ ) [i.e., scatterers located at $z_{ \pm}=$ $\pm b, x=y=0]$ then $\tau=0, \pi$ and $\beta=0$. All $Y$ 's but $Y_{2}=1$ and $Y_{1}\left(\hat{b}_{ \pm}\right)= \pm 1$ vanish, and we may compress the remaining terms by using

$$
\begin{align*}
& \frac{2}{3}\left(h_{0}+h_{2}\right)=2 h_{1} / \rho \equiv H, \\
& \frac{3}{3}\left(2 h_{0}-h_{2}\right)=\left(\rho h_{1}\right)^{\prime} / \rho \equiv \mathcal{H}, \\
& \rho=2 k b, \quad c_{1}=c, \quad b_{1}=b . \tag{149}
\end{align*}
$$

Thus

$$
\begin{align*}
& \mathrm{C}_{10}^{ \pm} / c=\mathbf{C}_{1}^{0}(\mathbf{i})+e^{\mp i 2 \delta} H \mathrm{C}_{10}^{\mp}, \\
& \mathbf{C}_{11}^{ \pm} / c=-\mathbf{C}_{1}^{-1}(\mathbf{i})+e^{\mp i 2 \delta}\left(\mathcal{H C}_{11}^{\mp} \pm h_{1} \mathfrak{S}_{11}^{\mp}\right) \text {, } \\
& \mathbf{C}_{1-1}^{ \pm} / c=-\mathbf{C}_{1}^{1}(\mathbf{i})+e^{\mp i 2 \delta}\left(\mathcal{X e C}_{1-1}^{\mp} \mp h_{1} \mathscr{B}_{1-1}^{\mp}\right) \text {, } \\
& \boldsymbol{S}_{10}^{ \pm} / b=\mathbf{B}_{\mathbf{1}}^{0}(\mathbf{i})+e^{\boldsymbol{T i}_{i 2 \delta}} H \boldsymbol{B}_{10}^{\top}, \\
& \mathscr{B}_{11}^{ \pm} / b=-\mathbf{B}_{1}^{-1}(\mathbf{i})+e^{\mp i 2 \delta}\left(\mathscr{S}_{11}^{\mp} \pm h_{1} \mathrm{C}_{11}^{\mp}\right) \text {, } \\
& \boldsymbol{B}_{1-1}^{ \pm} / b=-\mathbf{B}_{1}^{1}(\mathbf{i})+e^{\mp i 2 \delta}\left(\mathscr{H} \mathscr{B}_{1-1}^{\mp} \pm h_{1} \mathbf{C}_{1-1}^{\mp}\right) . \tag{150}
\end{align*}
$$

Since $\mathbf{C}_{1}^{0}=\hat{\varphi} \sin \theta_{i}$ and $\mathbf{B}_{1}^{0}=\hat{\theta} \sin \theta_{i}$ the components $\mathrm{C}_{10}$ and $\boldsymbol{\oiint}_{10}$ vanish for incidence along the pair's axis $(\theta=0)$; for these "axial" components, there is no coupling between electric and magnetic moments. On the other hand, the "perpendicular" components $\boldsymbol{B}_{1_{ \pm 1}}$ and $\mathbf{C}_{1_{ \pm 1}}$ are coupled in general.

For the axial components, we iterate once and regroup terms to obtain

$$
\begin{aligned}
\mathbf{C}_{10}^{ \pm} & =c^{ \pm}\left\{\mathbf{C}_{1}^{0}(\mathbf{i})+e^{ \pm i 2 \delta} H c^{\mp}\left[\mathbf{C}_{\mathbf{1}}^{0}(\mathbf{i})+e^{\mp i 2 \delta} H \mathbf{C}_{10}^{\mp}\right]\right\} \\
& =\frac{c^{ \pm}\left[1+c^{\mp} e^{\mp i 2 \delta} H\right]}{1-c^{+} c^{-} H^{2}} \mathbf{C}_{1}^{0}(\mathbf{i}) \equiv c^{ \pm} A\left(c^{\mp}\right) \mathbf{C}_{1}^{0}(\mathbf{i}),
\end{aligned}
$$

$$
\begin{equation*}
\mathcal{B}_{10}^{ \pm}=b^{ \pm} A\left(b^{\mp}\right) \mathbf{B}_{1}^{0}(\mathbf{i}), \tag{151}
\end{equation*}
$$

where $A(b)$ is obtained on replacing $c$ 's by $b$ 's in $A(c)$.
For the perpendicular components, we first consider the cases when only the electric or only the magnetic effect exists.

Electric dipoles: If $c^{ \pm}=0$ the multiple-scattered field is fully specified by (152), and by the simplified form of the last two equations of (150),

$$
\begin{equation*}
\mathfrak{B}_{11}^{ \pm}=-b^{ \pm}\left[\mathbf{B}_{1}^{-1}(\mathbf{i})-e^{\mp i 2 \delta} \mathfrak{K} \Re_{11}^{\mp}\right], \tag{153}
\end{equation*}
$$

plus the analogous equation for $\mathfrak{B}_{1-1}^{ \pm}$involving $\mathbf{B}_{1}^{1}(\mathbf{i})$. Thus

$$
\begin{align*}
\mathfrak{B}_{11}^{ \pm}=-b^{ \pm} D\left(b^{\mp}\right) \mathbf{B}_{1}^{-1}(\mathbf{i}), \quad \mathfrak{B}_{1-1}^{ \pm}=-b^{ \pm} D\left(b^{\mp}\right) \mathbf{B}_{1}^{1}(\mathbf{i}), \\
D\left(b^{\mp}\right) \equiv\left(1+b^{\mp} e^{\mp i 2 \delta \mathscr{K}) /\left(1-b^{+} b^{-} \mathscr{K}^{2}\right),},\right. \tag{154}
\end{align*}
$$

where $D$ differs from $A$ of (151) only in that $H$ is replaced by $\mathfrak{H e}$.

For this case,

$$
\begin{equation*}
\tilde{g}_{ \pm}(\mathbf{0}, \mathbf{i})=\widetilde{B}(\mathbf{0}, \mathbf{i}) b^{ \pm}=\left(\widetilde{B}^{0}+\widetilde{B}^{1}\right) b^{ \pm}, \tag{155}
\end{equation*}
$$

where the $\tilde{B}$ 's are the corresponding $\widetilde{B}_{1}$ 's of (95). Similarly,

$$
\begin{equation*}
\tilde{G}^{ \pm}(\mathbf{0})=\tilde{G}^{ \pm}(\mathbf{0}, \mathbf{i})=b^{ \pm} A^{ \pm}\left(b^{\mp}\right) \widetilde{B}^{0}+b^{ \pm} D^{ \pm}\left(b^{\mp}\right) \widetilde{B}^{1} \tag{156}
\end{equation*}
$$

Thus while each isolated scattering amplitude is an electric dipole determined essentially by the direction of incidence, the corresponding multiple-scattered amplitude is a sum of two uncoupled "compound dipoles": the compound axial term $b A$ and perpendicular term $b D$ are each the closed form of the corresponding geometrical progression of orders of scattering.

If the direction of incidence is along the dipole axis (i $=\hat{z}$ ), then $\widetilde{B}^{0}=0$, and if the incident polarization is $\epsilon=\hat{x}$, we have

$$
\begin{align*}
\tilde{B}^{1} \cdot \hat{x} & =(\theta \cos \varphi \cos \theta-\hat{\varphi} \sin \varphi) \equiv \gamma_{1}, \\
\tilde{g}(\mathbf{0}, \hat{z}) \cdot \hat{x} & =\mathbf{g}(\mathbf{0}, \hat{z}: \hat{x})=b^{ \pm} \gamma_{1}, \\
\tilde{G} \cdot \hat{x} & =\mathbf{G}=b^{ \pm} D\left(b^{\mp}\right) \boldsymbol{\gamma}_{1} . \tag{157}
\end{align*}
$$

If the direction of incidence is perpendicular to the axes $(\mathbf{i}=\hat{x})$, and if the incident field is polarized parallel to the dipole's axis $(\epsilon=\hat{z})$, then $\widetilde{B}^{1} \cdot \hat{z}=0$ and

$$
\begin{gather*}
\tilde{B}^{0} \cdot \hat{z}=-\hat{\theta} \sin \theta \equiv \boldsymbol{\gamma}_{2}, \quad \mathbf{g}(\mathbf{0}, \hat{x}: \hat{z})=b_{\mathbf{1}}^{ \pm} \boldsymbol{\gamma}_{2} \\
\mathbf{G}=b^{ \pm} A\left(b^{\mp}\right) \boldsymbol{\gamma}_{2} \tag{158}
\end{gather*}
$$

On the other hand, if the polarization is perpendicular to the axis $(\epsilon=\hat{y})$ then $\widetilde{B}^{0} \cdot \hat{y}=0$, and

$$
\begin{gather*}
\tilde{B}^{1} \cdot \hat{y}=\hat{\varphi} \cos \varphi+\hat{\theta} \sin \varphi \cos \theta \equiv \gamma_{3}, \\
\mathbf{g}(\mathbf{0}, \hat{x}: \hat{y})=b^{ \pm} \boldsymbol{\gamma}_{3}, \quad \mathbf{G}=b^{ \pm} D\left(b^{\mp}\right) \boldsymbol{\gamma}_{3} . \tag{159}
\end{gather*}
$$

In all the above, the forwardscattered values of $\mathbf{g}$ and $\mathbf{G}$ have the same polarization as the incident wave. The same holds for arbitrary direction of incidence $\mathbf{i}=\mathbf{o}$ for which case we have $\widetilde{B}^{0}=\theta \hat{\theta} \sin ^{2} \theta$ and
 $\mathbf{G}=b D \boldsymbol{\epsilon}$; similarly if $\boldsymbol{\epsilon}=\hat{\theta}$ (perpendicular to $\mathbf{i}$ ), then $\mathbf{g}=b \epsilon\left(\sin ^{2} \theta+\cos ^{2} \theta\right)=b \epsilon$, and

$$
\mathbf{G}=b \in\left(A \sin ^{2} \theta+D \cos ^{2} \theta\right) .
$$

Although $\tilde{g}_{+}$and $\tilde{g}_{-}$satisfy (75), the theorem does not apply individually to the corresponding multiplescattering functions $\tilde{G}_{+}$and $\tilde{G}_{-}$for the elements of the pair: the reciprocity relation applies only to the scattering amplitude for the configuration $\tilde{\mathcal{G}}(\mathbf{0}, \mathbf{i})$ as in (141). From (141), (152), and (154), we write

$$
\begin{align*}
& \tilde{\mathfrak{G}}=\tilde{F}_{+}+\tilde{F}_{-}, \\
& \tilde{F}_{+}(\mathbf{0}, \mathbf{i})=e^{i(\delta-\Delta)} \tilde{G}_{+}(\mathbf{0}, \mathbf{i})=e^{i k \cdot \cdot(i-0)} \tilde{K}_{+}+e^{-i k \mathbf{b} \cdot(\mathbf{i}+\mathrm{o})} \tilde{K}, \\
& \tilde{F}_{-}(\mathbf{0}, \mathbf{i})=e^{-i(\delta-\Delta)} \tilde{G}_{-}(\mathbf{0}, \mathbf{i})=e^{-i k b \cdot(1-0)} \tilde{K}_{-}+e^{i k b \cdot(1+0)} \tilde{K} ; \\
& \tilde{K}_{+}=\frac{b_{1}^{+} \tilde{B}^{0}(\mathbf{0}, \mathbf{i})}{1-b^{+} b^{-} H^{2}}-\frac{b_{1}^{+} \tilde{B}^{1}(\mathbf{0}, \mathbf{i})}{1-b^{+} b^{-} \mathscr{E}^{2}}, \quad \tilde{K}_{-}=\tilde{K}_{+} \frac{b^{-}}{b^{+}} ; \\
& \tilde{K}=\frac{b^{+} b^{-} H}{1-b^{+} b^{-} H^{2}} \tilde{B}^{0}(\mathbf{0}, \mathbf{i})-\frac{b^{+} b^{-} \mathscr{H}}{1-b^{+} b^{-} \mathcal{K}^{2}} \tilde{B}^{1}(\mathbf{0}, \mathbf{i}) . \tag{160}
\end{align*}
$$

From (160), we have

$$
\begin{align*}
& \tilde{F}_{+}^{\mathrm{T}}(-\mathbf{i},-\mathbf{0})=e^{i \mathrm{~kb} \cdot(i-0)} \tilde{K}_{+}+e^{i k \mathrm{k} \cdot(\mathbf{i}+\mathbf{0})} \tilde{K} \neq \tilde{F}_{+}(\mathbf{0}, \mathbf{i}), \\
& \tilde{F}_{-}^{\mathrm{T}}(-\mathbf{i},-\mathbf{0})=e^{-i k \mathrm{~b} \cdot(\mathbf{i}-0)} \tilde{K}_{-}+e^{-i \mathrm{~kb} \cdot(\mathrm{l}+0)} \tilde{K}^{\prime} \neq \tilde{F}_{-}(\mathbf{0}, \mathbf{i}), \\
& \tilde{\mathbf{G}}^{\mathrm{T}}(-\mathbf{i},-\mathbf{0})=\tilde{F}_{+}^{\mathrm{T}}(-\mathbf{i},-\mathbf{0})+\tilde{F}_{-}^{\mathbf{T}}(-\mathbf{i},-\mathbf{0})=\tilde{\mathbf{G}}(\mathbf{0}, \mathbf{i}) . \tag{161}
\end{align*}
$$

Thus, although the individual functions do not satisfy theorem (75) (because the phase of the $\tilde{K}$ term is not preserved) their sum does-anid this is all that is required. See more general discussion in Appendix A.

In the forwardscattered direction,

$$
\begin{align*}
\tilde{\mathfrak{G}}(\mathbf{i}, \mathbf{i})=\tilde{G}_{+}(\mathbf{i}, \mathbf{i}) & +\tilde{G}_{-}(\mathbf{i}, \mathbf{i}) \\
& =\widetilde{K}_{+}+\widetilde{K}_{-}+2 \widetilde{K} \cos (2 k \mathbf{b} \cdot \mathbf{i}) \tag{162}
\end{align*}
$$

where we may use $\tilde{B}^{0}=\boldsymbol{\epsilon}_{1} \epsilon_{1} \sin ^{2} \theta$ and $\widetilde{B}^{1}=$ $\epsilon_{1} \epsilon_{1} \cos ^{2} \theta+\epsilon_{2} \epsilon_{2}$. From theorem (80) the total cross section for a pair of scatterers equals

$$
\begin{align*}
\mathfrak{Q}(\mathbf{i}: \boldsymbol{\epsilon}) & =-\left(4 \pi / k^{2}\right) \operatorname{Re}\left(\boldsymbol{\epsilon} \cdot \tilde{\mathcal{G}^{2} \cdot \boldsymbol{\epsilon}}\right) \\
& =-\left(4 \pi / k^{2}\right) 2 \operatorname{Re}\left[\boldsymbol{\epsilon} \cdot\left(\widetilde{K}_{+}+\widetilde{K}+2 \tilde{K} \cos 2 \delta\right) \cdot \epsilon\right] \tag{163}
\end{align*}
$$

For the special case of a pair of identical scatterers ( $b^{+}=b^{-}$) under symmetrical excitation (i.e., $\delta=$ $k \mathbf{b} \cdot \mathbf{i}=2 n \pi ; n=0, \pm 1, \cdots$, with $n=0$ corresponding to incidence perpendicular to the axis) we have

$$
\begin{align*}
\tilde{G}_{-} & =\tilde{G}_{+}=\tilde{G}=b\left(A \widetilde{B}^{0}+D \widetilde{B}^{1}\right) \\
A & =1 /(1-b H), \quad D=1 /(1-b \tilde{H}) \tag{164}
\end{align*}
$$

and the total cross section follows from

$$
\begin{align*}
\operatorname{Re} \tilde{\mathcal{G}}(\mathbf{i}, \mathbf{i}) & =2 \operatorname{Re} \tilde{G}(\mathbf{i}, \mathbf{i}) \\
& =\tilde{B}^{2} 2 \operatorname{Re} b A+\tilde{B}^{2} 2 \operatorname{Re} b D . \tag{165}
\end{align*}
$$

For lossless scatterers,
$\operatorname{Re} b A=\frac{\operatorname{Re} b(1-b H)^{*}}{|1-b H|^{2}}=\frac{\operatorname{Re} b-|b|^{2} J}{|1-b H|^{2}}, J=\frac{2 j_{1}}{\rho}$, and since the theorem for an isolated lossless dipole gives $-\operatorname{Re} b=\frac{2}{3}|b|^{2}$, we have

$$
\operatorname{Re} b A=\frac{-\frac{2}{3}|b|^{2}\left(1+\frac{3}{2} J\right)}{|1-b H|^{2}}=-\frac{2}{3}\left(1+\frac{3}{2} J\right)|b A|^{2} .
$$

Similarly for $\operatorname{Re} D b$ we replace $H, J$ by $\mathfrak{H}, \mathcal{F}$ with $\mathcal{J}=\partial_{\rho}\left[\rho j_{1}\right] / \rho$. Thus

$$
\begin{align*}
& \operatorname{Re} \tilde{\mathcal{S}}(\mathbf{i}, \mathbf{i})=-\frac{4}{3}\left(1+\frac{3}{2} \mathcal{Y}\right)|b A|^{2} \widetilde{B}^{0} \\
&  \tag{166}\\
& \quad+\frac{4}{3}\left(1+\frac{3}{2} \mathcal{Y}\right)|b D|^{2} \tilde{B}^{1},
\end{align*}
$$

from which we obtain $\mathcal{Q}$ by dot multiplication as in (163).

For $\delta=2 n \pi$, it is simple to demonstrate that $\tilde{\boldsymbol{G}}\left(\mathbf{i}_{1}, \mathbf{i}_{2}\right)$ satisfies the general theorem (79). For the present case $\tilde{\boldsymbol{G}}^{T}\left(\mathbf{i}_{2}, \mathbf{i}_{1}\right)=\tilde{\mathcal{G}}\left(\mathbf{i}_{1}, \mathbf{i}_{2}\right)$, and consequently, (79) reduces to equivalently,

$$
\begin{align*}
& -2 \operatorname{Re} \tilde{G}\left(\mathbf{i}_{1}, \mathbf{i}_{2}\right) \\
& \left.\quad=\frac{1}{4 \pi} \int \tilde{G}\left(\mathbf{i}_{1}, \mathbf{0}\right) \cdot \tilde{G}^{*}\left(\mathbf{0}, \mathbf{i}_{2}\right) \right\rvert\, e^{i \Lambda}+e^{-\left.i \Delta\right|^{2} d \Omega_{o}} \tag{167}
\end{align*}
$$

where $\Delta=k b \hat{b} \cdot \delta=k b \cos \theta$. Since $\tilde{G}^{*}$ is obtained by replacing $b A$ and $b D$ by their complex conjugates, we may show directly by proceeding as for (148) that (167) is satisfied. For example, in the right-hand side
$|b D|^{2} \mathbf{B}_{1}^{-1}\left(\mathbf{i}_{1}\right) \mathbf{B}_{1}^{1}\left(\mathbf{i}_{2}\right)$ is multiplied by

$$
\begin{aligned}
& \int \mathbf{B}_{1}^{1}(\mathbf{0}) \cdot \mathbf{B}_{1}^{-1}(\mathbf{0})\left[2+e^{i 2 \Delta}+e^{-i 2 \Delta}\right] d \Omega_{0} \\
& \quad=2 \int \mathbf{B}_{1}^{1} \cdot \mathbf{B}_{1}^{-1} d \Omega-\int \frac{\left(2+Y_{2}\right)}{3}\left(e^{i \Delta \Delta}+e^{-i \Delta \Delta}\right) d \Omega
\end{aligned}
$$

the first term gives $-\frac{18}{3} \pi$, and the second gives $-\frac{8}{3} \pi$ $\left(2 j_{0}-j_{2}\right)=-8 \pi \xi$. Since $-\frac{4}{3}[1+3 y / 2]|b D|^{2}=$ $2 \operatorname{Re} b D$ [from (165) and (166)], etc., we see that both sides of (167) yield identical terms.

Magnetic dipoles: Similarly if $b_{1}^{ \pm}=0$ in (150), we use (151) and the second and third equations of (150):

$$
\begin{equation*}
\mathbf{C}_{11}^{ \pm}=-\mathcal{c}^{ \pm}\left[\mathbf{C}_{1}^{-1}(\mathbf{i})-e^{\mp i 2 \delta} \mathbf{C}_{\mathbf{1}}^{ \pm} \mathscr{H}\right] \tag{168}
\end{equation*}
$$

plus the analogous equation for $\mathbf{C}_{1-1}^{ \pm}$involving $\mathbf{C}_{1}^{1}(\mathbf{i})$. Thus, as previously,

$$
\begin{equation*}
\mathbf{C}_{11}^{ \pm}=-c^{ \pm} D\left(c^{\mp}\right) \mathbf{C}_{1}^{-1}(\mathbf{i}), \quad \mathbf{C}_{1-1}^{ \pm}=-c^{ \pm} D\left(c^{\mp}\right) \mathbf{C}_{1}^{1}(\mathbf{i}) \tag{169}
\end{equation*}
$$

The single scattered amplitude is

$$
\begin{equation*}
\tilde{g}_{ \pm}=C^{ \pm}\left(\tilde{C}^{0}+\tilde{C}^{1}\right) \tag{170}
\end{equation*}
$$

with the $\tilde{C}^{\prime}$ 's as in (95), and the corresponding multiple scattered values are

$$
\begin{equation*}
\tilde{G}^{\mp}(\mathbf{0}, \mathbf{i})=c^{\mp} A\left(c^{ \pm}\right) \widetilde{C}^{0}+c^{\mp} D\left(c^{ \pm}\right) \widetilde{c}^{1} \tag{171}
\end{equation*}
$$

The present case is completely analogous to the previous and corresponding results may be obtained by inspection.

For axial incidence $\mathbf{i}=\hat{z}$ we have $\tilde{C}^{0}=0$, and if the incident $\mathbf{E}$ is polarized parallel to $\hat{x}$, then corresponding to (157), we have

$$
\tilde{C}^{1} \cdot \hat{x}=\hat{\theta} \cos \varphi-\hat{\varphi} \sin \varphi \cos \theta \equiv \gamma_{1}^{1}
$$

$$
\begin{equation*}
\tilde{g}(0, \hat{z}) \cdot \hat{x}=\mathbf{g}(0, \hat{z}: \hat{x})=c^{\mp} \gamma_{1}^{1}, \quad \mathbf{G}=c^{\mp} D\left(c^{\mp}\right) \gamma_{1}^{1} . \tag{172}
\end{equation*}
$$

For normal incidence $\mathbf{i}=\hat{x}$, if the incident $\mathbf{E}$ is along the axis $(\hat{\boldsymbol{\epsilon}}=\hat{z})$, then $\tilde{C}^{0} \cdot \hat{z}=0$ and corresponding to (158),

$$
\begin{gather*}
\boldsymbol{c}^{1} \cdot \hat{z} \equiv \boldsymbol{\gamma}_{2}^{1}=-\boldsymbol{\gamma}_{1}^{1}, \quad \mathbf{g}(\mathbf{0}, \hat{x}: \hat{z})=c^{ \pm} \boldsymbol{\gamma}_{2}^{1} \\
\mathbf{G}=c^{ \pm} D\left(c^{\mp}\right) \boldsymbol{\gamma}_{2}^{1} \tag{173}
\end{gather*}
$$

If the polarization is along $\hat{y}$, then $\boldsymbol{C}^{1} \cdot \hat{y}=0$, and corresponding to (159),

$$
\begin{gather*}
\boldsymbol{C}^{0} \cdot \hat{y}=\hat{\varphi} \sin \theta=\boldsymbol{\gamma}_{3}^{1}, \quad \mathbf{g}(\mathbf{0}, \hat{x}: \hat{y})=c^{ \pm} \boldsymbol{\gamma}_{3}^{1}, \\
\mathbf{G}=c^{ \pm} A\left(c^{\mp}\right) \boldsymbol{\gamma}_{3}^{1} . \tag{174}
\end{gather*}
$$

One electric plus one magnetic dipole: The remaining elementary situation in (150) is that in which one scatterer $(+)$ is an electric dipole and the other $(-)$ is a magnetic dipole. For this case we set $b^{-}=c^{+}=0$ so that the required functions in (151) and (152) reduce
to the single-scattered values

$$
\begin{equation*}
\mathbf{C}_{10}^{-}=c^{-} \mathbf{C}_{1}(\mathbf{i}), \quad \mathfrak{B}_{10}^{+}=b^{+} \mathbf{B}_{1}^{0}(\mathbf{i}) \tag{175}
\end{equation*}
$$

which correspond to the first and fourth equations of (150). The second and fifth of (150) reduce to

$$
\begin{align*}
& \mathbf{C}_{11}^{-}=-c^{-}\left[\mathbf{C}_{1}^{-1}+e^{i 2 \delta} \mathfrak{B}_{11}^{+} h_{1}\right] \\
& \mathfrak{B}_{11}^{+}=-b^{+}\left[\mathbf{B}_{1}^{-1}+e^{-i \delta \delta} \mathbf{C}_{11}^{-} h_{1}\right] \tag{176}
\end{align*}
$$

plus the analogous set for $\mathbf{C}_{1-1}^{-}$and $\boldsymbol{B}_{1-1}^{+}$in terms of $\mathbf{C}_{1}^{1}$ and $\mathbf{B}_{1}^{1}$ with $h_{1}$ replaced by $-h_{1}$.

Solving (176) and its analog we obtain

$$
\begin{align*}
& \mathbf{C}_{11}^{-}=-c^{-} E \mathbf{C}_{1}^{-1}(\mathbf{i})+e^{i 2 \delta} F \mathbf{B}_{1}^{-1}(\mathbf{i}) \\
& \mathbf{C}_{1-1}^{-}=-c^{-} E \mathbf{C}_{1}^{1}(\mathbf{i})-e^{i 2 \delta} F \mathbf{B}_{1}^{1}(\mathbf{i}) \\
& \mathfrak{B}_{11}^{+}=-b^{+} E \mathbf{B}_{1}^{-1}(\mathbf{i})+e^{-i 2 \delta} F \mathbf{C}_{1}^{-1}(\mathbf{i}) \\
& \mathfrak{B}_{1-1}^{+}=-b^{+} E \mathbf{B}_{1}^{1}(\mathbf{i})-e^{-i 2 \delta} F \mathbf{C}_{1}^{1}(\mathbf{i}) \\
& E \equiv 1 /\left(1-b^{+} c^{-} h_{1}^{2}\right), \quad F \equiv c^{-} b^{+} h_{1} E \tag{177}
\end{align*}
$$

The single-scattered amplitudes for this case are

$$
\begin{equation*}
\tilde{g}_{+}=b^{+}\left(\widetilde{B}^{0}+\widetilde{B}^{1}\right), \quad \tilde{g}_{-}=c^{-}\left(\widetilde{C}^{0}+\widetilde{C}^{1}\right) \tag{178}
\end{equation*}
$$

and the corresponding multiple-scattered amplitudes equal

$$
\begin{align*}
& \tilde{G}_{+}=b^{+} \widetilde{B}^{0}+b^{+} E \widetilde{B}^{1}+e^{-i 2 \delta} F \tilde{D}, \\
& \tilde{G}^{-}=c^{-} \tilde{C}^{0}+c^{-} E \tilde{C}^{1}+e^{i 2 \delta} F \tilde{D}^{1}, \\
& \tilde{D}=\mathbf{B}_{1}^{1}(\mathbf{0}) \mathbf{C}_{1}^{-1}(\mathbf{i})-\mathbf{B}_{1}^{-1}(\mathbf{0}) \mathbf{C}_{1}^{1}(\mathbf{i})=i \operatorname{Im} \mathbf{B}_{1}^{1}(\mathbf{0}) \mathbf{C}_{1}^{1 *}(\mathbf{i}) \\
& =i\left(\hat{\theta} \hat{\varphi}_{i} \cos \theta \cos \theta_{i}-\hat{\varphi} \hat{\theta}_{i}\right) \sin \left(\varphi-\varphi_{i}\right) \\
& +i\left(\theta \theta_{i} \cos \theta+\hat{\varphi} \hat{\varphi}_{i} \cos \theta_{i}\right) \cos \left(\varphi-\varphi_{i}\right), \\
& \tilde{D}^{1}=\mathbf{C}_{1}^{1}(\mathbf{0}) \mathbf{B}_{1}^{-1}(i)-\mathbf{C}_{1}^{-1}(\mathbf{0}) \mathbf{B}_{1}^{1}(\mathbf{i})=-i \operatorname{Im} \mathbf{C}_{1}^{1}(\mathbf{0}) \mathbf{B}_{1}^{1 *}(\mathbf{i}) \\
& =-i\left(\hat{\theta} \hat{\varphi}-\hat{\varphi} \hat{\theta}_{i} \cos \theta \cos \theta_{i}\right) \sin \left(\varphi-\varphi_{i}\right) \\
& -i\left(\theta \hat{\theta}_{i} \cos \theta_{i}+\hat{\varphi} \hat{\varphi}_{i} \cos \theta\right) \cos \left(\varphi-\varphi_{i}\right) . \tag{179}
\end{align*}
$$

The present case is much less symmetrical than the preceding ones, and provides a simple illustration of a scatterer containing cross terms [e.g., $\mathbf{C}_{1}^{1}(\mathbf{0}) \mathbf{B}_{1}^{-1}(\mathbf{i})$ ] corresponding to coupling between electric and magnetic dipoles.

For axial incidence $\mathbf{i}=\hat{z}$, we have $\tilde{B}^{0}=\tilde{C}^{0}=0$. If $\boldsymbol{\epsilon}=\hat{x}$ then

$$
\begin{align*}
\tilde{D} \cdot \hat{x} & =i \gamma_{1}, \quad \tilde{D}^{1} \cdot \hat{x}=-i \hat{\gamma}_{1}^{1} \\
\tilde{G}_{+} \cdot \hat{x} & =\left(b^{+} E+e^{-i \delta \delta} F i\right) \gamma_{1} \\
\tilde{G}_{-} \cdot \hat{x} & =\left(c^{-} E-e^{i \delta \delta} F i\right) \gamma_{1}^{1} \tag{180}
\end{align*}
$$

In the forward direction,

$$
\begin{equation*}
\mathbf{S}=\mathbf{G}_{+}+\mathbf{G}_{-}=\left(b^{+}+c^{-}\right) E \hat{x}+2 \sin (2 k b) F \hat{x} . \tag{181}
\end{equation*}
$$

For normal incidence $\mathbf{i}=\hat{x}$, if $\epsilon=\hat{z}$ then $\widetilde{B}^{1} \cdot \hat{z}=$ $\tilde{C}^{0} \cdot \hat{z}=\tilde{D}^{1} \cdot \hat{z}=0$ and

$$
\begin{gather*}
\tilde{D} \cdot \hat{z}=-i \gamma_{1}, \quad \mathbf{G}_{+}=b^{+} \gamma_{2}-i e^{-i 2 \delta} F \gamma_{1}, \\
\mathbf{G}_{-}=c^{-} E \gamma_{2}^{1} \tag{182}
\end{gather*}
$$

In the forward direction,

$$
\begin{align*}
\mathbf{G}_{+} & =b^{+} \hat{z}, \quad \mathbf{G}_{-}
\end{align*}=c^{-} E \hat{z}, ~=\mathbf{G}_{+}+\mathbf{G}_{-}=\left(b^{+}+c^{-} E\right) \hat{z} . ~ l
$$

If $\boldsymbol{\epsilon}=\hat{y}$ then $\tilde{B}^{0} \cdot \hat{y}=\tilde{C}^{1} \cdot \hat{y}=\tilde{D} \cdot \hat{y}=0$ and

$$
\begin{align*}
\tilde{D}^{1} \cdot \hat{y} & =-i(\theta \sin \varphi+\varphi \cos \theta \cos \varphi)=-i \gamma_{4} \\
\mathbf{G}_{+} & =b^{+} E \gamma_{3}, \quad \mathbf{G}_{-}=c^{-} \gamma_{3}^{1}-i \gamma_{4} e^{i 2 \delta} F \tag{184}
\end{align*}
$$

In the forward direction

$$
\begin{equation*}
\mathbf{G}=\mathbf{G}_{+}+\mathbf{G}_{-}=\left(b^{+} E+c^{-}\right) \hat{y} \tag{185}
\end{equation*}
$$

More generally in the forward direction we write

$$
\begin{equation*}
\mathbf{g}_{+}=b^{+} \boldsymbol{\epsilon}, \quad \mathbf{g}_{-}=c^{-} \boldsymbol{\epsilon}, \quad \mathbf{G}_{ \pm}=G_{ \pm} \boldsymbol{\epsilon} \tag{186}
\end{equation*}
$$

If $\epsilon=\hat{y}$ then

$$
\begin{gather*}
G_{+}=b^{+} E+e^{-i 2 \delta} F i \cos \theta \\
G_{-}=c^{-} \sin ^{2} \theta+c^{-} E \cos ^{2} \theta-e^{i 2 \delta} F i \cos \theta \tag{187}
\end{gather*}
$$

Similarly, if $\epsilon=\theta$ then

$$
\begin{gather*}
G_{+}=b^{+} \sin ^{2} \theta+b^{+} E \cos ^{2} \theta+e^{-i 2 \delta} i F \cos \theta \\
G_{-}=c^{-} E-e^{i 2 \delta} i F \cos \theta \tag{188}
\end{gather*}
$$

Thus, in all cases, the forwardscattered values have the incident polarization.

Electric plus magnetic dipoles: For the general situation of (150), each scatterer has both electric and magnetic dipole moments. The axial components are as in (151) and the corresponding perpendicular components follow from the remaining four equations of (150). Thus eliminating $\mathbf{C}_{11}^{\mp}$ and $\boldsymbol{B}_{11}^{\mp}$ from the second and fifth, we obtain

$$
\begin{align*}
\mathbf{C}_{11}^{ \pm}= & -c_{1}^{ \pm}\left\{\mathbf{C}_{1}^{-1}(\mathbf{i}) R(b, c) \pm \mathbf{B}_{1}^{-1}(\mathbf{i}) S(b, c)\right\} / \Delta, \\
\mathfrak{B}_{11}^{ \pm}= & -b_{1}^{ \pm}\left\{\mathbf{B}_{1}^{-1}(\mathbf{i}) R(c, b) \mp \mathbf{C}_{1}^{-1}(\mathbf{i}) S(c, b)\right\} / \Delta, \\
R(b, c) \equiv & 1-b^{+} b^{-} \mathcal{H}^{2}-c^{\mp} b^{ \pm} h_{1}^{2} \\
& +\mathfrak{H} c^{\mp} e^{\mp i 2 \delta}\left[1-b^{+} b^{-}\left(\mathscr{H}^{2}+h_{1}\right)\right], \\
S(b, c) \equiv & h_{1} \mathfrak{H} b^{ \pm}\left(b^{\mp}-c^{\mp}\right) \\
& +h_{1} b^{\mp} e^{\mp i 2 \delta}\left[1-b^{+} b^{-}\left(\mathscr{H}^{2}+h_{1}^{2}\right)\right], \\
\Delta \equiv & 1-\mathcal{H}^{2}\left(b^{+} b^{-}+c^{+} c^{-}\right)-h_{1}^{2}\left(c^{+} b^{-}+c^{-} b^{+}\right) \\
& +c^{+} c^{-} b^{+} b^{-}\left(\mathcal{H}^{2}+h_{1}^{2}\right)^{2}, \tag{189}
\end{align*}
$$

where $R(c, b)$ is obtained from $R(b, c)$ by interchanging $b$ and $c$, and similarly for $S$. The corresponding coefficients $\mathbf{C}_{1-1}^{ \pm}$and $\boldsymbol{\Omega}_{1-1}^{ \pm}$are obtained by replacing $\mathbf{C}_{1}^{-1}$ and $\mathbf{B}_{1}^{-1}$ by $\mathbf{C}_{1}^{1}$ and $\mathbf{B}_{1}^{1}$, and $h_{1}$ by $-h_{1}$.

Equations (151), (152), and (189) provide the coefficients for an explicit closed form for multiple scattering by two arbitrarily separated scatterers such that each is fully specified by its appropriate electric and magnetic dipoles when isolated. The set covers the special cases considered previously and allows us to obtain corrections, e.g., to (156) for the case where
the magnetic dipoles are not negligible. The present results apply to small spheres of different radii with both $\epsilon$ and $\mu$ different from unity, to two perfectly conducting spheres (for which case the electric and magnetic coefficients $b, c$ are of the same order of magnitude), etc. Simple forms of the present results follow not only for the cases considered as illustrations but also for the limit of separations small compared to wavelength ( $k b \approx 0$ ) for which region we use the origin expansions of the $h$ 's, as well as for separations large compared to wavelength ( $k b \gg 1$ ) for which case we use the asymptotic form of the $h$ 's. From symmetry considerations, specializing the above twoscatterer results to identical scatterers, enables us to write down the corresponding solutions for one scatterer near a perfectly conducting plane, two protuberances on such a plane, and one protuberance on the wall of a perfectly conducting quadrant; see analogous expressions for two cylinders given previously. ${ }^{23}$

### 4.3. Small Scatterers of Arbitrary Shape

To construct analogous closed forms for two nonspherical scatterers small compared to wavelength, we base the development on (99)ff, and its generalization to an essentially arbitrary exciting electric field $\tilde{\Phi}$ :

$$
\begin{equation*}
\tilde{u} \cdot \tilde{\Phi}=\tilde{h} \cdot \tilde{p} \cdot \tilde{\Phi}+(\nabla \times \tilde{h}) \cdot \tilde{m} \cdot\left(\nabla \times \tilde{\Phi} / k^{2}\right) . \tag{190}
\end{equation*}
$$

Electric dipoles: For a configuration of two arbitrary electric dipoles specified by $\tilde{p}_{ \pm}$excited by $\tilde{\varphi}$, the multiple-scattered fields $\tilde{U}_{ \pm}$may be written

$$
\begin{equation*}
\tilde{U}_{ \pm}=\tilde{u}_{ \pm} \cdot \tilde{\varphi}_{\mp}^{ \pm}+\tilde{u}_{ \pm} \cdot \tilde{U}_{\mp}^{ \pm} \equiv \tilde{u}_{ \pm} \cdot \tilde{\Phi}^{ \pm}, \quad \tilde{u}_{ \pm}=\tilde{h}\left(k r_{ \pm}\right) \cdot \tilde{p}_{ \pm}, \tag{191}
\end{equation*}
$$

where $\tilde{q}^{+}$is the value of the source term at the scatterer located at $b \mathbf{b}_{+}=b \hat{b}$, and where $\tilde{\Phi}^{+}$is the corresponding total exciting field; similarly, for brevity, $\tilde{U}_{-}^{+}$means the field of $\tilde{U}_{-}$evaluated at $b \mathbf{b}_{+}$, etc. We have

$$
\begin{equation*}
\tilde{\Phi}^{ \pm}=\tilde{\varphi}^{ \pm}+\widetilde{U}_{\mp}^{ \pm}=\tilde{\varphi}^{ \pm}+\tilde{u}_{\mp}^{ \pm} \cdot \tilde{\Phi}^{\mp} ; \tag{192}
\end{equation*}
$$

consequently,

$$
\begin{align*}
\tilde{\Phi}^{ \pm}= & \left(\tilde{I}-\tilde{u} \tilde{q}_{ \pm}^{ \pm} \cdot \tilde{u}_{ \pm}^{\mp}\right)^{-1} \cdot\left(\tilde{\varphi}^{ \pm}+\tilde{u}_{\mp}^{ \pm} \cdot \tilde{\varphi}^{\mp}\right), \\
\tilde{\varphi}^{ \pm}= & (\tilde{I}-\mathbf{i i}) e^{ \pm i \delta}, \quad \tilde{u}_{ \pm}^{\mp}=\tilde{h}(2 k b) \cdot \tilde{p}_{ \pm}, \\
& \tilde{h}=(\tilde{I}-\hat{b} \tilde{b}) \mathscr{E}+\hat{b} \hat{b} H, \tag{193}
\end{align*}
$$

where $\delta=\mathbf{k} \cdot \mathbf{b}$, and $\mathscr{H}$ and $H$ are defined in (100).
We consider first the case corresponding to Sec. 4.2, for which $\tilde{p}_{ \pm}=p_{ \pm} \tilde{I}$ (small spheres, elementary model for oscillating electrons, etc.), where we have replaced the previous $\tilde{b}^{ \pm}$by $\tilde{p}_{ \pm}$to avoid confusion with
the other $b$ 's. Since

$$
\tilde{u}_{ \pm}^{\mp} \cdot \tilde{u}_{ \pm}^{\mp}=p_{+} p_{-} \tilde{h} \cdot \tilde{h}=p_{+} p_{-}\left[(\tilde{I}-\hat{b} \hat{b}) \mathfrak{K}^{2}+\tilde{b} \hat{b} H^{2}\right],
$$

we may write

$$
\begin{aligned}
& \tilde{I}-\tilde{u}_{ \pm}^{\mp} \cdot \tilde{u}_{ \pm}^{\mp}=(\tilde{I}-\hat{b} \hat{b})\left(1-p_{+} p_{-} \tilde{J} C^{2}\right) \\
&+\hat{b} \hat{b}\left(1-p_{+} p_{-} H^{2}\right)
\end{aligned}
$$

and express the reciprocal as

$$
\begin{equation*}
\left(\tilde{I}-\tilde{u}_{\mp}^{ \pm} \cdot \tilde{u}_{ \pm}^{\mp}\right)^{-\mathbf{1}}=\frac{\tilde{I}-\hat{b} \hat{b}}{1-p_{+} p_{-} \mathfrak{H} \mathcal{K}^{2}}+\frac{\hat{b} \hat{b}}{1-p_{+} p_{-} H^{2}} . \tag{194}
\end{equation*}
$$

We also have

$$
\begin{align*}
\tilde{\varphi}^{ \pm}-\tilde{u}_{\mp}^{ \pm} \cdot \tilde{\varphi}^{ \pm}= & {\left[( \tilde { I } - \hat { b } \hat { b } ) \left(1+\tilde{\left.e_{p_{\mp}} e^{\mp i 2 \delta}\right)}\right.\right.} \\
& \left.+\hat{b} \hat{b}\left(1+H p_{\mp} e^{\mp i 2 \delta}\right)\right] \cdot \tilde{\varphi}^{ \pm} . \tag{195}
\end{align*}
$$

Thus using (194) and (195), we reduce (193) to

$$
\begin{gather*}
\Phi^{ \pm}=\left[(\tilde{I}-\hat{b} \hat{b}) D_{\mp}+\hat{b} \hat{b} A_{\mp}\right] \cdot \tilde{\varphi}^{ \pm} \\
A_{\mp}=\left(1+p_{\mp} e^{\mp i 2 \delta} H\right) /\left(1-p_{+} p_{-} H^{2}\right)=A\left(H, p_{\mp}\right) \\
D_{\mp}=A\left(\mathscr{H}, p_{\mp}\right), \tag{196}
\end{gather*}
$$

where $A$ and $D$ are essentially as defined in (151) and (154). The corresponding scattered waves from (191) are thus

$$
\begin{array}{r}
\tilde{U}_{ \pm}=\tilde{h}\left(r_{ \pm}\right) \cdot \tilde{p}_{ \pm} \cdot\left[(\tilde{I}-\hat{b} \hat{b}) D_{\mp}+\hat{b} \hat{b} A_{\mp}\right] \cdot \tilde{q}^{ \pm} \\
 \tag{197}\\
\equiv \tilde{h}\left(r_{ \pm}\right) \cdot \tilde{p}_{ \pm} \cdot \tilde{\varphi}^{ \pm}
\end{array}
$$

where $\tilde{P}$ is the multiple-scattered moment. The asymptotic form of (197) for $k r \gg 1, r \gg b$ is $\widetilde{U}_{ \pm} \sim h e^{ \pm i(\delta-\Delta)} \tilde{G}_{ \pm}$, with

$$
\begin{align*}
\tilde{G}_{ \pm}(\mathbf{0}, \mathbf{i}) & =(\tilde{I}-\mathbf{0 0}) \cdot \tilde{P}_{ \pm} \cdot(\tilde{I}-\mathbf{i}) \\
& =(\tilde{I}-\mathbf{0 0}) \cdot p_{ \pm}\left[(\tilde{I}-\hat{b} \hat{b}) D_{\mp}+\hat{b} \hat{b} A_{\mp}\right] \cdot(\tilde{I}-\mathbf{i i}) . \tag{198}
\end{align*}
$$

If we take $\hat{b}=\hat{z}$ (i.e., if we measure $\theta$ from $\hat{b}$ ), then the multiple-scattered amplitudes $\tilde{G}_{ \pm}$of (198) may be rewritten directly in the form (156) by using (107), i.e., for this choice of axis we have

$$
\tilde{P}_{+}=p_{ \pm}\left[(\hat{x} \hat{x}+\hat{y} \hat{y}) D_{\mp}+\varepsilon \hat{z} A_{\mp}\right],
$$

and using (107) reduces (198) to the form (112) with $p_{x}=p_{y}=p_{ \pm} D_{ \pm}$and $p_{z}=p_{ \pm} A_{\mp}$.

For a small sphere of radius $a$ with $\mu=1$ and dielectric constant $\epsilon$, we have $p \approx i(k a)^{3}(\epsilon-1)$ | ( $\epsilon+2$ ). For small spacing $\rho=2 k b \ll 1$ we may use $\mathscr{H E} \approx-H / 2 \approx i / \rho^{3}$. Thus

$$
\mathscr{H} p \approx-\frac{1}{2} H p \rightarrow-\left(\frac{a}{2 b}\right)^{3}\left(\frac{\epsilon-1}{\epsilon+2}\right)
$$

in the static limit $k \rightarrow 0$. For this case we may also neglect $k \delta \rightarrow 0$. For identical scatterers we then have

$$
\begin{equation*}
\frac{\tilde{P}}{p} \rightarrow \frac{\tilde{I}-\hat{b} \hat{b}}{1+R}+\frac{\hat{b} \hat{b}}{1-2 R}, \quad R=\left(\frac{a}{2 b}\right)^{3}\left(\frac{\epsilon-1}{\epsilon+2}\right) . \tag{199}
\end{equation*}
$$

On the other hand, for $p \gg 1$ we have $\mathscr{H} \sim h_{0}$ and $H \sim-2 i h_{0} / \rho$; if we neglect $H$, then we get the "farfield multiple-scattering form"

$$
\begin{equation*}
\tilde{P} \sim p[D(\tilde{l}-\hat{b} \hat{b})+\hat{b} \hat{b}], \quad \mathcal{H} \sim h_{0}(2 k b) \tag{200}
\end{equation*}
$$

more generally we use $\mathscr{H}=h\left[1+(i / \rho)-1 / \rho^{2}\right]$, $H=-2 h\left[(i / \rho)-1 / \rho^{2}\right]$ to convert $\widetilde{P}$ to the analog of (144) plus (145).

The above dyadic dipoles are spherically symmetric in that $\tilde{p}=b \tilde{I}$ means the vector dipole $\tilde{p} \cdot \epsilon=p \epsilon$ has the direction of the incident polarization. We can also consider the case of a fixed vector dipole $\tilde{p}=p \hat{d} \hat{d}$ (i.e., a fixed metal wire oriented along $\hat{d}$ ), or the general dipole $\tilde{p}=\tilde{p}^{\mathbf{T}}$ of (102)ff. For simplicity we assume that the principal axes of the scatterers are parallel, and take $\hat{\zeta}=\hat{b}$. Thus we may write

$$
\begin{equation*}
\tilde{u}_{ \pm}=\tilde{h} \cdot \tilde{p}_{ \pm}=\mathcal{H}\left(p_{\xi \pm} \hat{\xi} \hat{\xi}+p_{\eta \pm} \hat{\eta} \hat{\eta}\right)+H p_{\zeta \pm} \hat{\zeta} \hat{\zeta} \tag{201}
\end{equation*}
$$

and obtain

$$
\begin{align*}
& \tilde{I}-\tilde{u}_{\mp}^{ \pm} \cdot \tilde{u}_{ \pm}^{\mp}=\left(1-\mathcal{H}^{2} p_{\xi+} p_{\xi-}\right) \hat{\xi} \hat{\xi}+\left(1-\mathcal{H}^{2} p_{\eta+} p_{\eta-}\right) \hat{\eta} \hat{\eta} \\
&+\left(1-H^{2} p_{\zeta+} p_{\zeta-}\right) \hat{\zeta} \hat{\zeta} \\
&\left(\tilde{I}-u_{\mp}^{ \pm} \cdot u_{ \pm}^{\mp}\right)^{-1}=E_{\xi}(\mathcal{H}, p) \hat{\xi} \hat{\xi}+E_{\eta}(\mathcal{H}, p) \hat{\eta} \hat{\eta} \\
&+E_{\zeta}(H, p) \hat{\zeta} \hat{\zeta} \\
& E_{\xi}(\mathcal{H}, p)=1 /\left(1-\mathcal{H}^{2} p_{\xi+} p_{\xi-}\right), \text { etc. } \tag{202}
\end{align*}
$$

Substituting into $\tilde{p} \cdot \tilde{\Phi}=\tilde{P} \cdot \tilde{q}$, we construct

$$
\begin{align*}
\tilde{P}_{ \pm} & =p_{ \pm} \cdot\left[\tilde{I}-\tilde{u}_{\mp}^{ \pm} \cdot \tilde{u}_{ \pm}^{\mp}\right]^{-1} \cdot\left[\tilde{I}+\tilde{u}_{\mp}^{ \pm} e^{\mp i 2 \delta}\right] \\
& =p_{\xi \pm} D\left(p_{\xi \mp}\right) \hat{\xi} \hat{\xi}+p_{\eta \pm} D\left(p_{\eta \mp}\right) \hat{\eta} \hat{\eta}+p_{\xi_{ \pm}} A\left(p_{\xi \mp}\right) \hat{\xi} . \tag{203}
\end{align*}
$$

Magnetic dipoles: Similarly for two magnetic dipoles, say each of the form

$$
\begin{align*}
\tilde{v} \cdot \boldsymbol{\nabla} \times \tilde{\varphi} & =\boldsymbol{\nabla} \times \tilde{h} \cdot\left(\tilde{m} / k^{2}\right) \cdot \boldsymbol{\nabla} \times \tilde{q} \\
& =\left(-h_{1} \mathbf{o} \times \tilde{I}\right) \cdot \tilde{m} \cdot(\tilde{I} \times \mathbf{i}) \cdot \tilde{q} i \tag{204}
\end{align*}
$$

we may work with the electric functions

$$
\begin{align*}
& \tilde{U}_{ \pm}=\tilde{v}_{ \pm} \cdot \nabla \times \tilde{\Phi}^{ \pm}  \tag{205}\\
& \tilde{\Phi}^{ \pm}=\tilde{\varphi}^{ \pm}+\tilde{U}_{\mp}^{ \pm}=\tilde{\varphi}^{ \pm}+v_{\mp}^{ \pm} \cdot \nabla \times \tilde{\Phi}^{\mp} \tag{206}
\end{align*}
$$

to obtain

$$
\begin{align*}
& \nabla \times \tilde{\Phi}^{ \pm}=\left[\tilde{I}-\left(\nabla \times \tilde{v}_{\mp}^{ \pm}\right) \cdot\left(\nabla \times \tilde{v}_{ \pm}^{\mp}\right)\right]^{-1} \\
& \cdot {\left[\nabla \times \tilde{\varphi}^{ \pm}+\nabla \times \tilde{v}_{\mp}^{ \pm} \cdot \nabla \times \tilde{\varphi}^{\mp}\right] } \tag{207}
\end{align*}
$$

Since

$$
\boldsymbol{\nabla} \times \tilde{v}=\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \tilde{h} \cdot \tilde{m} / k^{2}=\tilde{h} \cdot \tilde{m}
$$

the function []$^{-1}$ is of the same form as for the electric case but with the previous $p$ replaced by $m$.

For $\tilde{m}_{ \pm}=m_{ \pm} \tilde{I}$ corresponding to the spherically symmetric case of Sec. 4.2 , we have from (207) and (196),

$$
\begin{align*}
& \boldsymbol{\nabla} \times \tilde{\Phi}^{ \pm}=\left[(\tilde{I}-\hat{b} \hat{b}) D\left(m_{\mp}\right)\right. \\
&\left.+\hat{b} \hat{b} A\left(m_{\mp}\right)\right] \cdot \tilde{q}^{ \pm} \times \mathbf{i} k \tag{208}
\end{align*}
$$

Thus using (208) in (205) with $\tilde{v}$ as in (204), we obtain

$$
\begin{align*}
\widetilde{U}_{ \pm}= & i h_{1} m_{ \pm}(\mathbf{0} \times \tilde{I}) \cdot\left[(\tilde{I}-\tilde{b} \hat{b}) D\left(m_{\mp}\right)+\hat{b} \hat{b} A\left(m_{ \pm}\right)\right] \\
& \cdot(\tilde{I} \times \mathbf{i}) e^{ \pm i \delta} \\
\equiv & \left(\nabla \times \tilde{h}_{ \pm}\right) \cdot \tilde{M}_{ \pm} \cdot \nabla \times \tilde{\varphi}_{ \pm} / k^{2}, \tag{209}
\end{align*}
$$

where $\tilde{M}$ is the multiple-scattered moment. Since

$$
h_{1}\left(k r_{ \pm}\right) \sim-i h\left(k r_{ \pm}\right) \sim-i h(k r) e^{\mp i \Delta}
$$

the scattering amplitudes are

$$
\begin{align*}
\tilde{G}_{ \pm} & =-(\mathbf{0} \times \tilde{I}) \cdot \tilde{M}_{ \pm} \cdot(\tilde{I} \times \mathbf{i}) \\
& =-(\mathbf{0} \times \tilde{I}) \cdot m_{ \pm}\left[(\tilde{I}-\hat{b} \hat{b}) D\left(m_{\mp}\right)+\hat{b} \hat{b} A\left(m_{\mp}\right)\right] \cdot(\tilde{I} \times \mathbf{i}) \tag{210}
\end{align*}
$$

If we take $\hat{b}=\hat{z}$ then (210) may be rewritten directly in the form (171) by using (109) to reduce $\tilde{G}$ to the form (113).

For a small sphere of radius $a$ with $\epsilon=1$ and permittivity $\mu$, we replace $\epsilon$ by $\mu$ in the previous illustration. Similarly for the magnetic analog of the more general case (203) we obtain

$$
\begin{align*}
& \tilde{M}_{ \pm}=m_{\xi \pm} D\left(m_{\xi \mp}\right) \hat{\xi}+m_{\eta \pm} D\left(m_{\eta \mp}\right) \hat{\eta} \hat{\eta} \\
&+m_{\zeta \pm} A\left(m_{\zeta \mp}\right) \hat{\zeta} \hat{\zeta} \tag{211}
\end{align*}
$$

See Appendix B for analogous results for scalar problem.

Electric plus magnetic: If we are dealing with one electric ( $\tilde{u}_{+}$) and one magnetic ( $\tilde{v}_{-}$) dipole, then we may work with

$$
\begin{gather*}
\tilde{U}_{+}=\tilde{u}_{+} \cdot\left(\tilde{\varphi}^{+}+\tilde{U}_{-}^{+}\right)=\tilde{u}_{+} \cdot \tilde{\Phi}^{+}  \tag{212}\\
\tilde{U}_{-}=\tilde{v}_{-} \cdot \nabla \times\left(\tilde{\varphi}^{-}+\tilde{U}_{+}^{-}\right)=\tilde{v}_{-} \cdot \nabla \times \tilde{\Phi}^{-} \tag{213}
\end{gather*}
$$

where

$$
\begin{align*}
\tilde{\Phi}^{+} & =\tilde{\varphi}^{+}+\tilde{v}_{-}^{+} \cdot \boldsymbol{\nabla} \times \tilde{\Phi}^{-}  \tag{214}\\
\boldsymbol{\nabla} \times \tilde{\Phi}^{-} & =\nabla \times \tilde{\varphi}^{-}+\left(\boldsymbol{\nabla} \times \tilde{u}_{+}^{-}\right) \cdot \tilde{\Phi}^{+} \tag{215}
\end{align*}
$$

Solving (214) and (215) we obtain

$$
\begin{gather*}
\tilde{\Phi}^{+}=\left[\tilde{I}-\tilde{v}_{-}^{+} \cdot \nabla \times \tilde{u}_{+}^{-}\right]^{-1} \cdot\left[\tilde{\varphi}^{+}+\tilde{v}_{-}^{+} \cdot \nabla \times \tilde{\varphi}^{-}\right] \\
\nabla \times \tilde{\Phi}^{-}=\left[\tilde{I}-\left(\nabla \times \tilde{u}_{+}\right) \cdot \tilde{v}_{-}^{+}\right]^{-1} \tag{216}
\end{gather*}
$$

We have

$$
\begin{equation*}
\cdot\left[\boldsymbol{\nabla} \times \tilde{\varphi}^{-}+\left(\boldsymbol{\nabla} \times \tilde{u}_{+}^{-}\right) \cdot \tilde{\varphi}^{+}\right] \tag{217}
\end{equation*}
$$

$$
\tilde{v}_{-}^{+}=\nabla \times \tilde{h} \cdot \tilde{m} / k^{2}=-k h_{1}(\hat{b} \times \tilde{l}) \cdot \tilde{m} / k^{2}
$$

and similarly

$$
\nabla \times \tilde{u}_{+}^{-}=-k h_{1}(-\hat{b} \times \tilde{I}) \cdot \tilde{p}=k h_{1}(\hat{b} \times \tilde{I}) \cdot \tilde{p}
$$

For the case of Sec. 4.2 , we have $\tilde{p}=p \tilde{I}$ and $\tilde{m}=m \tilde{l}$ and

$$
\begin{aligned}
\tilde{v}_{-}^{+} \cdot \boldsymbol{\nabla} \times \tilde{u}_{+}^{-} & =-m_{-} p_{+} h_{\mathbf{1}}^{2}(\hat{b} \times \tilde{I}) \cdot(\hat{b} \times \tilde{I}) \\
& =m_{-} p_{+} h_{\mathbf{1}}^{2}(\tilde{I}-\hat{b} \hat{b})
\end{aligned}
$$

Thus

$$
\begin{aligned}
\left(\tilde{I}-\tilde{v}_{-}^{+} \cdot \boldsymbol{\nabla} \times \tilde{u}_{+}^{-}\right)^{-1} & =\left[\tilde{I}-(\tilde{I}-\hat{b} \hat{b}) m_{-} p_{+} h_{1}^{2}\right]^{-1} \\
& =\hat{b} \hat{b}+(\tilde{I}-\hat{b} \hat{b}) /\left(1-p_{+} m_{-} h_{1}^{2}\right) \\
& \equiv \hat{b} \hat{b}+(\tilde{I}-\hat{b} \hat{b}) E,
\end{aligned}
$$

and consequently

$$
\begin{align*}
& \tilde{\Phi}^{+}=[\hat{b} \hat{b}+(\tilde{I}-\hat{b} \hat{b}) E \\
& \left.\quad-i m_{-} h_{1}(\hat{b} \times \tilde{I}) e^{-i 2 \delta}(\tilde{I} \times \mathbf{i}) E\right] \cdot \tilde{\varphi}^{+}, \\
& E=1 /\left(1-p_{+} m_{-} h_{1}^{2}\right) . \tag{218}
\end{align*}
$$

Similarly

$$
\begin{align*}
\nabla \times \tilde{\Phi}^{-} / i k=\{[\hat{b} \hat{b}+ & (\tilde{I}-\hat{b} \hat{b}) E] \cdot(\mathbf{i} \times \tilde{I}) \\
& \left.-i p_{+} h_{1}(\hat{b} \times \tilde{I}) e^{i 2 \delta}\right\} \cdot \tilde{\varphi}_{-} . \tag{219}
\end{align*}
$$

Using (218) and (219) in (212) and (213) gives the corresponding electric dyadic fields. To obtain the scattering amplitude we use

$$
\tilde{u}_{+}=p_{+} \tilde{h}\left(h r^{+}\right) \sim p_{+} h_{0}(k r) e^{-i \Delta}(\tilde{I}-\mathbf{o o}),
$$

and similarly

$$
\tilde{v}_{-}=-k h_{1}(\mathbf{o} \times \tilde{I}) m_{-} / k^{2} \sim-h_{0} e^{i \Delta} m_{-}(\mathbf{o} \times \tilde{I}) / i k
$$

Thus

$$
\begin{align*}
& \tilde{G}_{+}=(\tilde{I}-\mathbf{0 0}) \cdot\left\{p_{+}[\hat{b} \hat{b}+(\tilde{I}-\hat{b} \hat{b}) E]\right. \\
&\left.-i(\hat{b} \times \tilde{I}) \cdot(\mathbf{i} \times \tilde{I}) F e^{-i 2 \delta}\right\} \cdot(\tilde{I}-\mathbf{i}), \\
& F=p_{+} m_{-} h_{1} E,  \tag{220}\\
& \tilde{G}_{-}=-(\mathbf{0} \times \tilde{I}) \cdot\{m[\hat{b} \hat{b}+(\tilde{I}-\hat{b} \hat{b}) E] \\
&\left.+i(\hat{b} \times \tilde{I}) \cdot(\tilde{I} \times \mathbf{i}) F e^{i 2 \delta}\right\} \cdot(\mathbf{i} \times \tilde{I}), \tag{221}
\end{align*}
$$

where we replaced $\tilde{I}-\mathbf{i i}$ in the last term by $-(\tilde{I} \times \mathbf{i})$. ( $\tilde{I} \times \mathbf{i}$ ) to stress the similarities of the form of the composite moments $\mathbf{P}_{+}$and $\mathbf{M}_{-}$corresponding to (220) and (221), respectively. To reduce (220) and (221) to the forms in (179), we take $\hat{b} \hat{b}=\hat{z} \hat{z}$ and use (107) and (109).

For the more general case of

$$
\begin{equation*}
\tilde{p}_{+}=\sum p_{x} \hat{x} \hat{x}, \quad \check{m}_{-}=\sum m_{x} \hat{x} \hat{x}, \quad x=\xi, \eta, \zeta, \tag{222}
\end{equation*}
$$

with $\hat{\xi}=\hat{b}$, we have

$$
\begin{aligned}
\tilde{v}_{-}^{+} & =\nabla \times \tilde{h} \cdot \tilde{m} / k^{2}=-h_{1}(\hat{\xi} \times \tilde{I}) \cdot \tilde{m} / k \\
& =h_{1}\left(\hat{\xi} \hat{\xi} m_{\eta}-\hat{\eta} \hat{\xi} m_{\xi}\right) / k, \\
\nabla \times \tilde{u}_{+}^{-} & =k h_{1} \hat{\xi} \times \tilde{I} \cdot \tilde{p}=-k h_{1}\left(\hat{\xi} \hat{\eta} p_{\eta}-\hat{\eta} \hat{\xi} p_{\xi}\right) .
\end{aligned}
$$

Consequently

$$
\begin{aligned}
& \tilde{v}_{-}^{+} \cdot \boldsymbol{\nabla} \times \tilde{u}_{+}^{-}=h_{1}^{2}\left(\hat{\xi} \hat{\xi} \hat{p}_{\xi} m_{\eta}+\hat{\eta} \eta p_{\eta} m_{\xi}\right), \\
& \nabla \times \tilde{u}_{+}^{-} \cdot \tilde{v}_{-}^{+}=h_{1}^{2}\left(\hat{\xi} \hat{\xi} m_{\xi} p_{\eta}+\hat{\eta} \hat{\eta} m_{\eta} p_{\xi}\right) .
\end{aligned}
$$

Thus

$$
\begin{align*}
\tilde{\Phi}^{+}= & {\left[\hat{\xi} \hat{\xi}+\hat{\xi} \hat{\xi} E\left(p_{\xi} m_{\eta}\right)+\hat{\eta} \hat{\eta} E\left(p_{\eta} m_{\xi}\right)\right] } \\
& \cdot\left[\tilde{I}+i h_{1} e^{-i 2 \delta}\left(m_{\eta} \hat{\xi} \hat{\eta}-m_{\xi} \hat{\eta} \hat{\xi}\right)(\tilde{I} \times \mathbf{i})\right] \cdot \tilde{\varphi}^{+},  \tag{223}\\
\tilde{P}_{+} \equiv & \tilde{p}_{+} \cdot \\
= & \tilde{\Phi}^{+} \cdot\left(\tilde{\varphi}^{+}\right)^{-1} \\
= & p_{\xi} \hat{\xi}+p_{\xi} E\left(p_{\xi}, m_{\eta} \hat{\xi} \hat{\xi}+p_{\eta} E\left(p_{\eta} m_{\xi}\right) \hat{\eta} \hat{\eta}\right. \\
& +i e^{-i 2 \delta}\left[F \left(p_{\xi} m_{\eta} \hat{\xi} \hat{\eta}-F\left(p_{\eta} m_{\xi} \hat{\xi} \hat{\xi}\right](\mathbf{i} \times \tilde{I}),\right.\right.  \tag{224}\\
\tilde{G}_{+}= & (\tilde{I}-\mathbf{o o}) \cdot \tilde{P}_{+} \cdot(\tilde{I}-\mathbf{i} \mathbf{i}) .
\end{align*}
$$

Similarly

$$
\begin{aligned}
\boldsymbol{\nabla} \times \tilde{\Phi}_{-}= & {\left[\hat{\xi} \hat{\zeta}+\hat{\xi} \xi E\left(m_{\xi} p_{\eta}\right)+\hat{\eta} \hat{\eta} E\left(m_{\eta} p_{\xi}\right)\right] } \\
& \cdot\left[\tilde{I}-i h_{\mathbf{1}}\left(\hat{\xi} \hat{\eta} p_{\eta}-\hat{\eta} \hat{\xi} p_{\xi}\right) e^{i 2 \delta}(\mathbf{i} \times \tilde{I})\right] \cdot i k\left(\mathbf{i} \times \tilde{\varphi}^{-}\right),
\end{aligned}
$$

$$
\begin{align*}
\tilde{M}_{-} \equiv & \left(\tilde{m}_{-} \cdot \boldsymbol{\nabla} \times \tilde{\Phi}^{-}\right)\left(i k \mathbf{i} \times \boldsymbol{\varphi}^{-}\right)^{-1}  \tag{225}\\
= & m_{\zeta} \hat{\zeta} \hat{\zeta}+m_{\xi} E\left(m_{\xi} p_{\eta}\right) \hat{\xi} \hat{\xi}+m_{\eta} E\left(m_{\eta} p_{\xi}\right) \hat{\eta} \hat{\eta} \\
& -i e^{i 2 s}\left[F\left(m_{\xi} p_{\eta}\right) \hat{\xi} \hat{\eta}-F\left(m_{\eta} p_{\xi} \hat{\xi} \hat{\xi}\right](\mathbf{i} \times \tilde{I}),\right. \\
\tilde{G}_{-}= & -(\mathbf{0} \times \tilde{I}) \cdot \tilde{M} \cdot(\tilde{I} \times \mathbf{i}), \tag{226}
\end{align*}
$$

which differs from (224) in the interchange of $m$ and $p$ and the replacement of $i$ by $-i$.

If each scatterer consists of an electric plus a magnetic dipole such that the isolated-scatterer values equal $\tilde{u}_{ \pm}+\tilde{v}_{ \pm}$with $\tilde{u}$ and $\tilde{v}$ as defined in this section, then we write the scattered electric dyadics as
$\tilde{U}_{ \pm}=\tilde{u}_{ \pm} \cdot \tilde{\Phi}^{ \pm}+\tilde{v}_{ \pm} \cdot \nabla \times \tilde{\Phi}^{ \pm}=\left(\tilde{u}_{ \pm}+\tilde{v}_{ \pm} \cdot \nabla \times \tilde{I}\right) \cdot \tilde{\Phi}^{ \pm}$,
with
where $\nabla \times \tilde{I} \cdot \tilde{\Phi}$ is a temporary expedient for $\boldsymbol{\nabla} \times \tilde{\Phi}$. Eliminating $\tilde{\Phi}^{\mp}$ from the right-hand side, we obtain

$$
\begin{align*}
\tilde{\Phi}^{ \pm}= & \left(\tilde{\varphi}^{ \pm}+\tilde{u}_{\mp}^{ \pm} \cdot \tilde{\varphi}^{\mp}+\tilde{v}_{\mp}^{ \pm} \cdot \boldsymbol{\nabla} \times \tilde{\varphi}^{\mp}\right) \\
& +\left(\left(\tilde{u}_{ \pm}^{ \pm} \cdot \tilde{u}_{ \pm}^{\mp}+\tilde{v}_{\mp}^{ \pm} \cdot \boldsymbol{\nabla} \times \tilde{u}_{ \pm}^{7}\right) \cdot \tilde{\Phi}^{ \pm}\right. \\
& +\left(\tilde{u}_{\mp}^{ \pm} \cdot \tilde{v}_{ \pm}^{ \pm}+\tilde{v}_{\mp}^{ \pm} \cdot \boldsymbol{\nabla} \times \tilde{v}_{ \pm}^{ \pm}\right) \cdot \boldsymbol{\nabla} \times \tilde{\Phi}^{ \pm}, \tag{229}
\end{align*}
$$

plus the corresponding expression for $\boldsymbol{\nabla} \times \boldsymbol{\Phi}^{ \pm}$ obtained by replacing all left-hand elements in the terms in parentheses by their curls, e.g., $\boldsymbol{\nabla} \times \widetilde{\Phi}^{ \pm}$ involves

$$
\boldsymbol{\nabla} \times \hat{\varphi}^{ \pm}+\left(\boldsymbol{\nabla} \times \tilde{u}_{\mp}^{ \pm}\right) \cdot \hat{\varphi}^{\mp}+\left(\boldsymbol{\nabla} \times \tilde{v}_{\mp}^{ \pm}\right) \cdot\left(\boldsymbol{\nabla} \times \hat{\varphi}^{\mp}\right),
$$

etc. Essentially as for the previous case, we may solve the simultaneous equations for $\tilde{\Phi}^{ \pm}$and $\nabla \times \widetilde{\Phi}^{ \pm}$to reduce the above to the case considered previously by separations of variables.

## APPENDIX A. RECIPROCITY RELATIONS

We should stress that $\tilde{G}$ of (131) does not in general satisfy the reciprocity relation of the form (75):

$$
\begin{equation*}
\tilde{g}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)=\tilde{g}_{t}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right) . \tag{A1}
\end{equation*}
$$

## We may always write

$$
\begin{align*}
\tilde{G}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right) & =\tilde{R}_{t}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right)+\tilde{L}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right) \\
& =\tilde{R}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)+\sum^{\prime} \tilde{R}_{t s}^{\prime}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right) e^{-i k_{2} \cdot \mathbf{b}_{t s}} \tag{A2}
\end{align*}
$$

where $\tilde{R}_{t}$ ( $R$ for "reversible") includes only those "chains" of successive scattering processes which start and end with scatterer $t$, and $L$ includes those that start with $s \neq t$ and end with $t$. Interchanging the directions we get

$$
\begin{align*}
\tilde{G}_{t}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right) & =\tilde{R}_{t}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right)+\sum^{\prime} \tilde{R}_{t s}^{\prime}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right) e^{-i k k_{1} \cdot b_{t s}} \\
& =\tilde{R}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)+\sum^{\prime} \tilde{R}_{t s}^{\prime}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right) e^{-i k i_{1} b_{t s}} \tag{A3}
\end{align*}
$$

so that

$$
\begin{align*}
& \tilde{G}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)-\tilde{G}_{t}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right) \\
& \quad=\sum^{\prime} \tilde{R}_{t s}^{\prime}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)\left[e^{-i \mathbf{k i}_{2} \cdot b_{t s}}-e^{-i k \mathbf{k}_{1} \cdot b t_{s}}\right] \tag{A4}
\end{align*}
$$

is not in general zero. We illustrate this explicitly for an elementary case in (160)ff. In the present Appendix we list additional theorems for $G$.

The compound scattering amplitude

$$
\begin{equation*}
\tilde{\mathfrak{G}}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)=\sum e^{i k\left(\mathbf{i}_{2}+\mathbf{i}_{1}\right) \cdot b_{t_{s}}} \widetilde{G}_{s}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right) \tag{A5}
\end{equation*}
$$

of (117) satisfies the same theorems as $\tilde{g}$. Thus using (A4) in (75), we obtain

$$
\begin{align*}
& \widetilde{G}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)=\tilde{G}_{t}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right) \\
& \quad-\sum^{\prime} e^{-i k\left(\mathbf{i}_{1}+i_{2}\right) \cdot b_{t s}\left[\widetilde{G}_{s}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)-\widetilde{G}_{s}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right)\right] .} \tag{A6}
\end{align*}
$$

These equations follow essentially from $\left\{\widetilde{\Psi}_{1}, \tilde{\Psi}_{2}\right\}=0$ over any surface bounding the collection. In addition, we have $\left\{\tilde{\psi}_{1}, \tilde{\Psi}_{2}\right\}_{t}=0$ which led to the "reciprocity" relation of (131), i.e.,

$$
\begin{align*}
& \widetilde{G}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)=\tilde{g}_{t}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right) \\
& \quad+\Sigma^{\prime} \int e^{i k\left(\mathbf{p}-\mathbf{i}_{2}\right) \cdot \mathbf{b}_{s}} \tilde{g}_{t}^{\mathrm{T}}\left(-\mathbf{p}, \mathbf{i}_{1}\right) \cdot \tilde{G}_{s}\left(\mathbf{p}, \mathbf{i}_{2}\right) d \Omega / 2 \pi \tag{A7}
\end{align*}
$$

as well as the result obtained by interchanging and transposition:

$$
\begin{align*}
& \tilde{G}_{t}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right)=\tilde{g}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right) \\
& \quad+\Sigma^{\prime} \int e^{i k\left(p-i_{1}\right) \cdot b_{s}} \tilde{G}_{s}^{\mathrm{T}}\left(\mathbf{p}, \mathbf{i}_{1}\right) \cdot \tilde{g}_{t}\left(-\mathbf{p}, \mathbf{i}_{2}\right) d \Omega / 2 \pi \tag{A8}
\end{align*}
$$

Subtracting (A8) from (A7), we obtain

$$
\begin{align*}
\tilde{G}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right) & =\tilde{G}_{t}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right) \\
+ & \sum^{\prime} \int e^{i \mathbf{k} \mathbf{p} \cdot \mathbf{b}_{t}}\left[e^{-i \mathbf{k}_{\mathbf{k}} \cdot b_{t}} \tilde{g}_{t}^{\mathrm{T}}\left(-\mathbf{p}, \mathbf{i}_{1}\right) \tilde{G}_{s}\left(\mathbf{p}, \mathbf{i}_{2}\right)\right. \\
& \left.-e^{-i \mathbf{k}_{1} \cdot \mathbf{b}_{t_{s}}} \tilde{G}_{s}^{\mathrm{T}}\left(\mathbf{p}, \mathbf{i}_{1}\right) \cdot \tilde{g}_{t}\left(-\mathbf{p}, \mathbf{i}_{2}\right)\right] d \Omega / 2 \pi \tag{A9}
\end{align*}
$$

Similarly from $\left\{\tilde{\Psi}_{1}, \tilde{\Psi}_{2}\right\}_{t}=0$ we obtain

$$
\begin{align*}
& \tilde{G}_{t}\left(-\mathbf{i}_{1}, \mathbf{i}_{2}\right)=\tilde{G}_{t}^{\mathrm{T}}\left(-\mathbf{i}_{2}, \mathbf{i}_{1}\right) \\
& \quad+\sum^{\prime} \int e^{i k \mathbf{p} \cdot \mathbf{b}_{t s}}\left[e^{-i \mathbf{k}_{2} \cdot b_{s}} \tilde{G}_{i}^{\mathrm{T}}(-\mathbf{p}, \mathbf{i}) \tilde{G}_{s}\left(\mathbf{p}, \mathbf{i}_{2}\right)\right. \\
& \quad-e^{\left.-i \mathbf{k}_{1} \cdot b_{t s} \cdot \tilde{G}_{s}^{\mathrm{T}}\left(\mathbf{p}, \mathbf{i}_{1}\right) \cdot \tilde{G}_{i}\left(-\mathbf{p}, \mathbf{i}_{2}\right)\right] d \Omega / 2 \pi} \tag{A10}
\end{align*}
$$

which we may reduce to (A9) by substituting (A7) for $\tilde{G}_{t}^{\mathrm{T}}(-\mathbf{p})$.
The above "reciprocity relations" follow from

$$
\begin{equation*}
\left\{\tilde{\psi}_{1}, \tilde{\psi}_{2}\right\}_{t}=\left\{\tilde{\Psi}_{1}, \tilde{\Psi}_{2}\right\}_{c}=\left\{\tilde{\psi}_{1}, \tilde{\Psi}_{2}\right\}_{t}=\left\{\tilde{\Psi}_{1}, \tilde{\Psi}_{2}\right\}_{t}=0 \tag{A11}
\end{equation*}
$$

where $t$ indicates the surface that isolates scatterer $t$ from the others, and $c$ indicates a surface around the whole collection. We may also regard the theorems for lossless scatterers that follow from
$\left\{\tilde{\psi}_{1}^{*}, \tilde{\psi}_{2}\right\}_{t}=\left\{\tilde{\Psi}_{1}^{*}, \tilde{\Psi}_{2}\right\}_{c}=\left\{\tilde{\psi}_{1}^{*}, \tilde{\Psi}_{2}\right\}_{t}=\left\{\tilde{\Psi}_{1}^{*}, \tilde{\Psi}_{2}\right\}_{t}=0$,
as "reciprocity relations."
The first form of (A12) yields (79), and the second yields (79) with $\tilde{g}$ replaced by the compound amplitude $\tilde{\mathfrak{G}}$. Using (A5) in theorem (79) for $\tilde{\mathfrak{G}}$, we obtain

$$
\begin{align*}
& \tilde{G}_{t}\left(\mathbf{i}_{1}^{*}, \mathbf{i}_{2}\right)+\tilde{G}_{t}^{\dagger}\left(\mathbf{i}_{2}^{*}, \mathbf{i}_{1}\right) \\
& =-\Sigma^{\prime}\left[\widetilde{G}_{s}\left(\mathbf{i}_{1}^{*}, \mathbf{i}_{2}\right)-\tilde{G}_{s}^{\dagger}\left(\mathbf{i}_{2}, \mathbf{i}_{1}\right)\right] e^{-i k\left(\mathbf{i}_{2}-\mathbf{i}_{2}{ }^{*}\right) \cdot \mathbf{b}_{t s}} \\
& -\frac{1}{2 \pi} \int\left[\tilde{G}_{t}^{\dagger}\left(\mathbf{0}, \mathbf{i}_{1}\right) \cdot \tilde{G}_{l}\left(\mathbf{0}, \mathbf{i}_{2}\right)\right. \\
& +\Sigma^{\prime} \tilde{G}_{s}^{\dagger} \cdot \tilde{G}_{s} e^{-i k\left(i_{2}-i_{1}{ }^{*}\right) \cdot b_{t s}} \\
& \left.+\sum \Sigma^{\prime} \tilde{G}_{m}^{\dagger} \cdot \widetilde{G}_{n} e^{i k\left(0 \cdot b_{m n}+\mathrm{i}_{2} \cdot b_{n} t+\mathrm{i}_{1}^{*} \cdot \mathrm{~b}_{m}\right)}\right] d \Omega, \tag{A13}
\end{align*}
$$

where $\mathbf{b}_{n m}=\mathbf{b}_{n}-\mathbf{b}_{m}$, etc. In the forward direction $i_{1}^{*}=i_{2}=i_{1}=i_{2}^{*}=\mathbf{i}$ for the class of scatterers such that $\tilde{G}^{\mathrm{T}}(\mathbf{o}, \mathbf{i})=\tilde{G}(\mathbf{i}, \mathbf{o})$ we have

$$
\begin{align*}
& -\operatorname{Re} \widetilde{G}_{t}(\mathbf{i}, \mathbf{i})=\operatorname{Re} \Sigma^{\prime} \widetilde{G}_{s}(\mathbf{i}, \mathbf{i}) \\
& \quad+\frac{1}{4 \pi} \int\left[\tilde{G}_{t}^{*}(\mathbf{i}, \mathbf{0}) \cdot \tilde{G}_{t}(\mathbf{0}, \mathbf{i})+\Sigma^{\prime} \tilde{G}_{s}^{*} \cdot \widetilde{G}_{s}\right. \\
& \left.\quad+\sum \Sigma^{\prime} \tilde{G}_{m}^{*} \cdot \widetilde{G}_{n} e^{i k(\mathbf{0}-\mathbf{i}) \cdot \mathbf{b}_{m n}}\right] d \Omega . \tag{A14}
\end{align*}
$$

We consider a special case of (A14) corresponding to two simple scatterers in (163)ff, and have considered other special cases in the papers on periodic and random distributions cited in Refs. 4 and 5.
The third form in (A12) yields

$$
\begin{align*}
& \widetilde{G}_{t}\left(\mathbf{i}_{1}^{*}, \mathbf{i}_{2}\right)+\tilde{g}_{t}^{\dagger}\left(\mathbf{i}_{2}, \mathbf{i}_{1}\right)=-\frac{1}{2 \pi} \int \tilde{g}_{t}^{\dagger}\left(\mathbf{0}, \mathbf{i}_{1}\right) \cdot \widetilde{G}_{t}\left(\mathbf{0}, \mathbf{i}_{2}\right) d \Omega_{o} \\
& \quad-\frac{1}{2 \pi} \Sigma^{\prime} \int e^{i k\left(\mathbf{p}-\mathbf{i}_{2}\right) \cdot b_{t s}} \tilde{g}_{t}^{\dagger}\left(\mathbf{p}^{*}, \mathbf{i}_{1}\right) \cdot \widetilde{G}_{s}\left(\mathbf{p}, \mathbf{i}_{2}\right) d \Omega_{p}, \tag{A15}
\end{align*}
$$

in which we may specialize to forward scattering and
use (75) for $\tilde{g}$ to eliminate $\operatorname{Re} \tilde{g}(\mathbf{i}, \mathbf{i})$. Finally the fourth form of (A12) yields

$$
\begin{align*}
& \tilde{G}_{t}\left(\mathbf{i}_{1}^{*}, \mathbf{i}_{2}\right)+\tilde{G}_{t}^{\dagger}\left(\mathbf{i}_{2}, \mathbf{i}_{1}\right) \\
&=-\frac{1}{2 \pi} \int \tilde{G}_{t}^{\dagger}\left(\mathbf{0}, \mathbf{i}_{\mathbf{1}}\right) \cdot \tilde{G}_{t}\left(\mathbf{0}, \mathbf{i}_{2}\right) d \Omega_{o} \\
&-\frac{1}{2 \pi} \sum^{\prime} \int e^{i k\left(\mathbf{p}-\mathbf{i}_{2}\right) \cdot b_{t s}} \tilde{G}_{t}^{\dagger}\left(\mathbf{p}^{*}, \mathbf{i}_{1}\right) \cdot \tilde{G}_{s}\left(\mathbf{p}, \mathbf{i}_{2}\right) d \Omega \\
&-\frac{1}{2 \pi} \Sigma^{\prime}\left[\int e^{i k\left(\mathbf{p}-\mathbf{i}_{2}\right) \cdot \mathbf{b}_{t s}} \tilde{G}_{t}^{\dagger}\left(\mathbf{p}^{*}, \mathbf{i}_{2}\right) \cdot \tilde{G}_{s}\left(\mathbf{p}, \mathbf{i}_{1}\right) d \Omega\right]^{\dagger} . \tag{A16}
\end{align*}
$$

For forward scattering and $\widetilde{G}^{\mathrm{T}}(\mathbf{0}, \mathbf{i})=\widetilde{G}(\mathbf{i}, \mathbf{o})$ we have

$$
\begin{align*}
& -\operatorname{Re} \widetilde{G}_{t}(\mathbf{i}, \mathbf{i})=\frac{1}{4 \pi} \int \tilde{G}^{*}(\mathbf{i}, \mathbf{o}) \cdot \tilde{G}(\mathbf{0}, \mathbf{i}) d \Omega_{o} \\
& \quad+\frac{1}{2 \pi} \operatorname{Re} \Sigma^{\prime} \int e^{i k(\mathbf{p}-1) \cdot \mathbf{b}_{t}} \widetilde{G}_{t}^{*}\left(\mathbf{i}, \mathbf{p}^{*}\right) \cdot \tilde{G}_{s}(\mathbf{p}, \mathbf{i}) d \Omega \tag{A17}
\end{align*}
$$

We consider special cases of (A17) in the papers on periodic and random distributions cited in Refs. 4 and 5.

## APPENDIX B. SCALAR DIPOLES

In the previous developments of the analogous scalar problems (Refs. 1 and 3), the case of two different monopoles was used as the simplest illustration. For the present electromagnetic case, our discussion of two electrical dipoles as in (191)ff provides the dyadic analog of the previous results for monopoles: i.e., if we replace the dyadics by appropriate scalars we again get the earlier results. Thus the scalar version of (191)ff is

$$
\begin{align*}
U_{ \pm} & =u_{ \pm} \Phi^{ \pm}, \quad u_{ \pm}=a_{0}^{ \pm} h\left(k r_{ \pm}\right), \quad \varphi=e^{i k \cdot r} \\
\Phi^{ \pm} & =\varphi^{ \pm}+u_{\mp}^{ \pm} \Phi^{\mp}=\frac{\left(1+u_{\mp}^{ \pm} e^{\mp i 2 \delta}\right) \varphi^{ \pm}}{1-u_{+} u_{-}} \\
& =\frac{\left[1+a_{0}^{\mp} e^{\mp i 2 \delta} h(2 k b)\right] \varphi^{ \pm}}{1-a_{0}^{+} a_{0}^{-} h^{2}}, \tag{B1}
\end{align*}
$$

where $h=h_{0}^{(1)}$ for the three-dimensional problem [see Ref. 3, Eq. (63)], and $h=H_{0}^{(1)}$ for the two-dimensional problem [see Ref. 1, Eq. (71)].

The corresponding scalar problems of symmetrical dipoles,

$$
\begin{gather*}
u=i H_{1}^{(1)}(k r) a_{1}(2) \cos \left(\theta-\theta_{i}\right) \varphi, \quad \varphi=e^{i k i \cdot \mathbf{r}},  \tag{B2}\\
u=i h_{1}^{(1)}(k r) a_{1}(3) \cos \left(\theta-\theta_{i}\right) \varphi \tag{B3}
\end{gather*}
$$

where (B2) and (B3) correspond to two dimensions and three dimensions, respectively, were considered by separations of variables. ${ }^{1,3}$ The normalization of the scattering coefficients $a_{1}(2)$ and $a_{1}(3)$ is here chosen so
that for lossless scatterers, we have $-\operatorname{Re} a_{1}(n)=$ $n\left|a_{1}(n)\right|^{2}$, e.g., for $\psi=0$ at the surface, we have $a_{1}=-2 J_{1} / H_{1}$ and $a_{2}=-3 j_{1} / h_{1}$. The present dyadic development for two magnetic dipoles (204)ff suggests an analogous development for generalizing the scalar results to two arbitrary dipoles.

We rewrite (B2) and (B3) in the single form

$$
\begin{align*}
u \equiv \mathbf{v} \cdot \nabla \varphi & =-\left(a / k^{2}\right)(\nabla h) \cdot(\nabla \varphi) \\
& =-\left(a / k^{2}\right)\left[k h^{\prime} \mathbf{0}\right] \cdot[i k \varphi \mathbf{i}] \\
& =-i a h^{\prime} \varphi(\mathbf{i} \cdot \mathbf{0}), \tag{B4}
\end{align*}
$$

where $h$ is either $H_{0}^{(1)}$ or $h_{0}^{(1)}$, and $h^{\prime}=\partial_{k r} h(k r)$ is either $-H_{0}^{(1)}$ or $-h_{0}^{(1)}$; similarly $a=a_{1}(2), a_{1}(3)$. We may now proceed essentially as for (205). Thus for two dipoles we use

$$
\begin{gather*}
U_{ \pm}=\mathbf{v}_{ \pm} \cdot \nabla\left(\varphi^{ \pm}+U_{\mp}^{ \pm}\right)=\mathbf{v}_{ \pm} \cdot \nabla \Phi^{ \pm}, \\
\mathbf{v}=-\left(a / k^{2}\right) \nabla h,  \tag{B5}\\
\Phi^{ \pm}=\varphi^{ \pm}+\mathbf{v}_{\mp}^{ \pm} \cdot \nabla \Phi^{\mp} . \tag{B6}
\end{gather*}
$$

Taking the gradient of (B6), and eliminating $\nabla \Phi^{ \pm}$from the right-hand side, we obtain the analog of (207):

$$
\begin{equation*}
\nabla \Phi^{ \pm}=\left[\tilde{I}-\nabla \mathbf{v}_{\mp}^{ \pm} \cdot \nabla \mathbf{v}_{ \pm}^{\mp}\right]^{-1} \cdot\left[\nabla \varphi^{ \pm}+\nabla \mathbf{v}_{\mp}^{ \pm} \cdot \nabla_{\varphi}^{\mp}\right] . \tag{B7}
\end{equation*}
$$

We have

$$
\begin{align*}
\nabla \mathbf{v} & =-\left(a / k^{2}\right) \nabla \nabla h \\
& =a\left[\hat{b} \hat{b} h_{1}^{\prime}+(\tilde{I}-\hat{b} \hat{b}) h_{1} / \rho\right] \\
& \equiv a[\hat{b} \hat{b} J+(\tilde{I}-\hat{b} \hat{b}) H], \quad \rho=2 k b \tag{B8}
\end{align*}
$$

where $h$ is either $h_{0}^{(1)}$ or $H_{0}^{(1)}$, and $h_{1}$ is either $h_{1}^{(1)}$ or $H_{1}^{(1)}$. Thus $\nabla \mathbf{v}_{\mp}^{ \pm} \cdot \nabla_{\mathbf{v}_{ \pm}^{\mp}}=a_{+} a_{-}\left[\hat{b} \hat{b} \cdot \mathcal{K}^{2}+(\tilde{I}-\hat{b} \hat{b}) H^{2}\right]$, and

$$
\begin{gather*}
{[\tilde{I}-\nabla \mathbf{v} \cdot \nabla \mathbf{v}]^{-1}=\hat{b} \hat{b} E(\mathcal{H})+(\tilde{I}-\hat{b} \hat{b}) E(H),} \\
E(\mathscr{H})=1 /\left(1-a_{+} a_{-} \mathcal{H}^{2}\right)  \tag{B9}\\
\nabla \Phi^{ \pm}=[\hat{b} \hat{b} A(\mathscr{H})+(\tilde{I}-\hat{b} \hat{b}) A(H)] \cdot \nabla \varphi^{ \pm} \\
\equiv \tilde{P} \cdot \nabla \varphi^{ \pm} / a_{ \pm} \\
A\left(a^{ \pm}, \mathcal{H}\right)=\frac{1+a^{\mp} \mathscr{H} e^{\mp i 2 \delta}}{1-a_{+} a_{-} \mathscr{H}^{2}} \tag{B10}
\end{gather*}
$$

where $\widetilde{P}_{ \pm}$are the multiple-scattered moments.
Substituting (B10) into (B5), we obtain

$$
\begin{equation*}
U_{ \pm}=\mathbf{v}_{ \pm} \cdot \tilde{P} \cdot \nabla \varphi^{ \pm} / a_{ \pm} \sim h(k r) e^{ \pm i(\delta-\Delta)} G_{ \pm} \tag{B11}
\end{equation*}
$$

where the multiple-scattered amplitudes equal

$$
\begin{align*}
G_{ \pm}(\mathbf{0}, \mathbf{i}) & =\mathbf{0} \cdot \tilde{P} \cdot \mathbf{i} \\
& =\mathbf{o} \cdot\left[\hat{b} \hat{b} a_{ \pm} A\left(a^{\mp}, \mathcal{H}\right)+(\tilde{I}-\hat{b} \hat{b}) a_{ \pm} A\left(a^{\mp}, H\right] \cdot \mathbf{i} .\right. \tag{B12}
\end{align*}
$$

(Note the shift in location between $H$ and $\mathscr{H}$ type functions from axial to perpendicular components as
compared to vector problems in the text proper; this is in accord with the relations between, e.g., acoustic pressure dipoles and the electric functions in the text.)

If we express (B12) in terms of the appropriate two- and three-dimensional special functions, we obtain the previous results [(85) of Ref. 1 for circular cylinders, and (69) of Ref. 3 for spheres].

To generalize the above to arbitrary dipoles, we replace $\mathbf{v}$ in the above by

$$
\begin{equation*}
\mathbf{v}=-\left(1 / k^{2}\right) \nabla h \cdot \tilde{p}, \tag{B13}
\end{equation*}
$$

so that

$$
\begin{equation*}
u=-\left(1 / k^{2}\right) \nabla h \cdot \tilde{p} \cdot \nabla \varphi=i h_{1} \varphi \mathbf{0} \cdot \tilde{p} \cdot \mathbf{i}, \tag{B14}
\end{equation*}
$$

where, e.g., $\tilde{p}$ may be constructed from the known approximations for elliptic cylinders and ellipsoids. For the case where the principal axis of $\tilde{p}_{+}$and $\tilde{p}_{-}$are parallel (i.e., essentially as in the text) we obtain (B11)
and (B12) with $\widetilde{P}$ replaced by

$$
\begin{align*}
& \tilde{P}_{ \pm}=p_{\xi \pm} A\left(p_{\xi \mp}, H\right) \hat{\xi} \hat{\xi}+p_{\eta \pm} A\left(p_{\eta \mp}, H\right) \hat{\eta} \hat{\eta} \\
&+p_{\xi \pm} A\left(p_{\xi \mp}, \mathscr{H}\right) \hat{\zeta} \hat{\zeta}, \tag{B15}
\end{align*}
$$

where the $\xi$ term is to be dropped for two dimensions.
We could also extend the above to all moments by working with

$$
u(n)=\left(L_{n} h\right) \otimes p_{n} \otimes\left(L_{n} \varphi\right) ; \quad n=2,3 . \quad(\mathrm{B} 16)
$$

Thus for monopoles

$$
\begin{equation*}
L=1, \quad p=a . \tag{B17}
\end{equation*}
$$

For dipoles

$$
\begin{equation*}
L=\nabla / i k, \quad \otimes=\cdot, \quad p=(\mathbf{a b}) . \tag{B18}
\end{equation*}
$$

For quadrupoles we have
$L_{n}=\left(I+n \frac{\nabla \nabla}{k^{2}}\right), \quad \otimes=:, \quad p_{n}=(\mathbf{a b c d}) /(n-1) n$,
which represents $u$ as the scalar resulting from double-dotting a tetradic ${ }^{6}$ fore and aft by dyadics.
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#### Abstract

The irreducible Hermitian representations of the Lie algebra of the homogeneous Galilei group were first constructed by using the method of the maximal compact subgroup. The same representations were then obtained by contracting the irreducible representations of the homogeneous Lorentz group. In the Appendix, the faithful representations are given with the diagonalized generators of the velocity transformations.


## I. INTRODUCTION

THE homogeneous Galilei group $\mathcal{G}$ is a 6 -parameter Lie group. The corresponding 6 -dimensional Lie algebra consists of the linear combinations of the elements $K_{1}, K_{2}, K_{3}, J_{1}, J_{2}$, and $J_{3}$ with the commutation relations

$$
\begin{align*}
{\left[K_{i}, K_{j}\right] } & =0,  \tag{1.1}\\
{\left[J_{k}, K_{j}\right] } & =i \epsilon_{k j m} K_{m},  \tag{1.2}\\
{\left[J_{k}, J_{j}\right] } & =i \epsilon_{k j m} J_{m} . \tag{1.3}
\end{align*}
$$

In the following, we construct the Hermitian irreducible representations of this Lie algebra in a basis which diagonalizes $J^{2}$. We first use the method of the maximal compact subgroup ${ }^{1}$; we then apply the method of contraction to the irreducible representations of the Lorentz group. ${ }^{2}$ In the Appendix, the faithful representations are expressed with the diagonalized $K_{1}, K_{2}$, and $K_{3}$.

## II. HERMITIAN IRREDUCIBLE REPRESENtations of The lie algebra of $\mathcal{G}$

In order to obtain the irreducible Hermitian representations of the infinitesimal elements of $\mathcal{G}$, we proceed in two steps.

First, the general form of the matrices $K_{1}, K_{2}$, and $K_{3}$ is such that

$$
\left[J_{k}, P_{j}\right]=i \epsilon_{k j m} P_{m}
$$

is determined from the known expressions of the irreducible representations of the $J_{k}$ 's.

Let us choose, in the representation space, a basis labeled by the spin eigenvalues $l$, and $l$ is fixed by the

[^250]eigenvalues $m$ of $J_{3}$. We also introduce a third parameter $\tau$ to distinguish between the subspaces with the same $l$; however, such a parameter is not necessary in the present case, since we restrict ourselves to irreducible representations; for these representations, any $l$ appears at most once. We then have
\[

$$
\begin{align*}
J_{3}|l, m\rangle^{\prime} & =m|l, m\rangle^{\prime},  \tag{2.1}\\
J_{+}|l, m\rangle^{\prime} & =\alpha_{m+1}^{l}|l, m+1\rangle^{\prime}  \tag{2.2}\\
J_{-}|l, m\rangle^{\prime} & =\alpha_{m}^{l}|l, m-1\rangle^{\prime} \tag{2.3}
\end{align*}
$$
\]

where

$$
\begin{gather*}
\left(\alpha_{m}^{l}\right)^{2}=(l+m)(l-m+1),  \tag{2.4}\\
J_{ \pm}=J_{1} \pm i J_{2} . \tag{2.5}
\end{gather*}
$$

The states $|l, m\rangle^{\prime}$ are normalized to one; later on, we change this normalization.

Now, if we want to obtain the general matrices representing $K_{1}, K_{2}$, and $K_{3}$ submitted to conditions (1.2), we can use the Wigner-Eckart theorem, ${ }^{3}$ according to which the matrix element

$$
\left\langle j^{\prime}, m^{\prime}\right| T(1, q)|j, m\rangle
$$

of the $q$ th component of the tensor of first rank ( $=$ vector) $\mathbf{T}(1)$ is given by

$$
\begin{align*}
& \left\langle j^{\prime}, m^{\prime}\right| T(1, q)|j, m\rangle \\
& =(-)^{1-j+j^{\prime}}\left[\left\langle 1, q, j, m \mid 1, j, j^{\prime}, m^{\prime}\right\rangle /\left(2 j^{\prime}+1\right)^{\frac{1}{2}}\right] \\
& \left\langle j^{\prime}\|T(1)\| j\right\rangle, \tag{2.6}
\end{align*}
$$

where $q$ takes the values $1,0,-1$, and

$$
\left\langle 1, q, j, m \mid 1, j, j^{\prime}, m^{\prime}\right\rangle
$$

is the usual Clebsch-Gordan coefficient. Equation (2.6) gives the expected result if we put

$$
\begin{gather*}
T_{1}=K_{+}=K+i K_{2}, \quad T_{0}=K_{3}, \\
T_{-1}=K_{-}=K_{1}-i K_{2} . \tag{2.7}
\end{gather*}
$$

[^251]However, we prefer to follow here the notation of Gel'fand, Minlos, and Shapiro ${ }^{1}$ in order to make use of their results on the Lorentz group. These authors have shown that, if

$$
\begin{equation*}
K_{3}|l, m\rangle^{\prime}=c_{l^{\prime}, l ; m^{\prime}, m}\left|l^{\prime}, m^{\prime}\right\rangle^{\prime}, \tag{2.8}
\end{equation*}
$$

we have

$$
\begin{align*}
c_{l^{\prime}, l ; m^{\prime} m} & =c_{l^{\prime}, l ; m} \delta_{m^{\prime} m}, \\
c_{l-1, l ; m} & =c_{l-1, l}\left(l^{2}-m^{2}\right)^{\frac{1}{2}}, \\
c_{l+1, l ; m} & =c_{l+1, l}\left[(l+1)^{2}-m^{2}\right]^{\frac{1}{2}},  \tag{2.9}\\
c_{l^{\prime}, l ; m} & =0, \quad \text { if } \quad\left|l^{\prime}-l\right|>1, \\
c_{l, l ; m} & =c_{l, l} m .
\end{align*}
$$

Now, let $h(l)$ be given by

$$
\begin{equation*}
h(l)=\left(\prod_{r=l_{0}}^{l} c_{r+1, r} / c_{r-1, r}\right)^{\frac{1}{2}} \tag{2.10}
\end{equation*}
$$

with $l_{0}$ being the smallest weight involved in the representation. If we replace the states $|l, m\rangle^{\prime}$ by the states

$$
\begin{equation*}
|l, m\rangle=h(l)|l, m\rangle^{\prime}, \tag{2.11}
\end{equation*}
$$

and if we define $A_{l}$ and $C_{l}$ by

$$
\begin{equation*}
A_{l}=-i c_{l, l}, \quad C_{l}=[h(l) / h(l-1)](-i) c_{l-1 . l} \tag{2.12}
\end{equation*}
$$

we obtain for $K_{3}, K_{+}$, and $K_{-}$the representation quoted in Eqs. (I.1), (I.4), (I.5), and (I.6) of Table I. $J_{3}, J_{+}, J_{-}$are still given by (2.1), (2.2), and (2.3) with $|l, m\rangle^{\prime}$ replaced by $|l, m\rangle$.

What remains to be done is the determination of $A_{l}$ and $C_{l}$ by taking into account the relations that

$$
\left[K_{3}, K_{ \pm}\right]=0, \quad\left[K_{+}, K_{-}\right]=0
$$

and that the representation is Hermitian and irreducible (for $K_{j}, J_{l}$ ). This is the second step of our procedure.
By following the method of Gel'fand, Minlos, and Shapiro ${ }^{1}$ for the Lorentz group, we obtained, after lengthy calculation, the results that the irreducible Hermitian representations are characterized by two numbers $l_{0}$ and $l_{1} \cdot l_{0}$ is the smallest weight involved in the representation. $\left(-l_{1}^{2}\right)$ is the value of the Casimir operator $K_{3}^{2}+K_{+} K_{-}$. In the representation $\left(l_{0}, l_{1}\right)$,
$A_{l}=i l_{0} l_{1} l(l l+1), \quad C_{l}=-l^{-1}\left[l_{1}^{2}\left(l^{2}-l_{0}^{2}\right) /\left(4 l^{2}-1\right)\right]^{\frac{1}{2}}$, where $l_{1}$ is either a pure imaginary number or zero.

Case $I: l_{1}$ is the pure imaginary number. In this case, the representation is infinite dimensional, $l$ takes the values $l_{0}, l_{0}+1, l_{0}+2, \cdots$. The representation is single-valued (double-valued) if and only if $l_{0}$ is an integer (half odd integer).

Case II: $l_{1}=0$. The representation is finite. Since $A_{l}$ and $C_{l}$ are equal to zero, the translations are
trivially represented and the representation is unfaithful. It coincides with the irreducible representation $l_{0}$ of the rotation algebra.

## III. $\mathcal{G}$ AS A CONTRACTION OF THE HOMOGENEOUS LORENTZ GROUP $\mathcal{L}$

We are going to obtain the irreducible representations of $\mathscr{G}$ by considering this latter group as the contraction of the homogeneous Lorentz group $\mathcal{L}$ with respect to the rotations.

The group $\mathcal{L}$ has six infinitesimal operators $M_{i k}$, $K_{i}$ corresponding to rotations in the planes $(i, k)$ [ $i, k=1,2,3]$ and $(i, 0)[i=1,2,3]$, respectively. The commutation relations, in the usual normal coordinate system, are as follows (with $J_{+}=M_{23}+i M_{13}$, $J_{-}=M_{23}-i M_{13}, J_{3}=M_{12}, K_{+}=K_{1}+i K_{2}, K_{-}=$ $K_{1}-i K_{2}$, and $K_{3}$ ):
$\left[J_{+}, J_{3}\right]=-J_{+}, \quad\left[J_{-}, J_{3}\right]=J_{-}, \quad\left[J_{+}, J_{-}\right]=2 J_{3}$, $\left[K_{+}, J_{+}\right]=\left[J_{-}, K_{-}\right]=\left[J_{3}, K_{3}\right]=0$, $\left[J_{+}, K_{3}\right]=-K_{+}, \quad\left[J_{-}, K_{3}\right]=K_{-}$, $\left[J_{+}, K_{-}\right]=-\left[J_{-}, K_{+}\right]=2 K_{3}$, $\left[K_{+}, J_{3}\right]=-K_{+}, \quad\left[K_{-}, J_{3}\right]=K_{-}$,
$\left[K_{+}, K_{3}\right]=J_{+},\left[K_{-}, K_{3}\right]=-J_{-},\left[K_{+}, K_{-}\right]=-2 J_{3}$.

## A. Irreducible Hermitian Representations of the Lie Algebra of $\mathcal{L}$

The representations of the generators $J_{3}, J_{ \pm}, K_{3}$, $K_{ \pm}$of $\mathcal{G}$ and those of the generators $J_{3}, J_{ \pm}, K_{3}, K_{ \pm}$ of $\mathcal{L}$ differ by nothing other than the values of $A_{l}$ and $C_{l} \cdot{ }^{4}$ In both cases, Eqs. (1.1)-(I.6) of Table I are valid. But instead of (I.7) and (I.8), we have in the case of $\mathcal{L}$ the following values for $A_{l}$ and $C_{l}$

$$
\begin{aligned}
& A_{l}=i l_{0} l_{1} / l(l+1), \\
& C_{l}=(i / l)\left[\left(l^{2}-l_{0}^{2}\right)\left(l^{2}-l_{1}^{2}\right) /\left(4 l^{2}-1\right)\right]^{\frac{1}{2}} .
\end{aligned}
$$

The pair of invariants $\left(l_{0}, l_{1}\right)$ can take three different types of values.

Case $I: l_{1}$ is a pure imaginary number, $l_{0}$ is an arbitrary integer or half-integer. The corresponding representations form the so-called main series of representations; they are infinite dimensional ( $l=l_{0}$, $\left.l_{0}+1, l_{0}+2, \cdots\right)$.

Case II: $l_{0}=0, l_{1}$ is a real number such that $\left|l_{1}\right|<1$. The corresponding representations are infinite dimensional too $\left(l=l_{0}, l_{0}+1, \cdots\right)$. They belong to the so-called supplementary series.

Case III: $l_{0}=0, l=1$. The corresponding representation is finite. It belongs to the supplementary series.

[^252]Table L. Lie algebra of $\mathcal{G}$.

$$
\begin{align*}
& J_{3}|l, m\rangle=m|l, m\rangle  \tag{I.1}\\
& J_{+}|l, m\rangle=\alpha_{m+1}^{l}|l, m+1\rangle  \tag{I.2}\\
& \left(\alpha_{m}^{l}\right)^{2}=(l+m)(l-m+1) \\
& J_{-}|l, m\rangle=\alpha_{m}^{l}|l, m-1\rangle  \tag{I.3}\\
& K_{3}|l, m\rangle=C_{2}\left(l^{2}-m^{2}\right)^{\frac{1}{2}}|l-1, m\rangle-A_{i} m|l, m\rangle-C_{t+1}\left[(l+1)^{2}-m^{2}\right]|l+1, m\rangle  \tag{I.4}\\
& K_{+}|l, m\rangle=C_{l}[(l-m)(l-m-1)]^{\frac{1}{2}}|l-1, m+1\rangle-A_{l}[(l-m)(l+m+1)]|l, m+1\rangle \\
& +C_{l+1}[(l+m+1)(l+m+2)]!|l+1, m+1\rangle  \tag{I.5}\\
& K_{-}|l, m\rangle=-C_{l}[(l+m)(l+m-1)]^{\frac{1}{2}}|l-1, m+1\rangle-A_{l}[(l+m)(l-m+1)]^{\frac{1}{2}}|l, m-1\rangle \\
& -C_{l-1}[(l-m+1)(l-m+2)]^{\frac{1}{2}}|l+1, m-1\rangle  \tag{I.6}\\
& A_{l}=i l_{0} l_{1} l(l+1)  \tag{1.7}\\
& C_{l}=-\frac{1}{l}\left[l_{1}^{2}\left(l^{2}-l_{0}^{2}\right) /\left(4 l^{2}-1\right)\right]  \tag{I.8}\\
& \text { Case I: } \quad l_{1}=\text { pure imaginary } ; l=l_{0}, l_{0}+1, \cdots ; l_{0}=\left\{\begin{array}{l}
\text { positive integer, } \\
\text { positive half odd integer. }
\end{array}\right. \\
& \text { Case II: } l_{1}=0 ; l=l_{0} \text {. }
\end{align*}
$$

## B. Contraction of $\mathcal{L}$

The rotations form a subgroup of $\mathfrak{E}$ with respect to which contraction may be carried out in the sense of Inönü and Wigner. ${ }^{2}$ If we make the substitution

$$
M_{i j}^{\prime}=M_{i j}, \quad J_{3}^{\prime}=J_{3}, J_{ \pm}^{\prime}=J_{ \pm},
$$

or

$$
\begin{equation*}
K_{i}^{\prime}=\epsilon K_{i}, \quad K_{3}^{\prime}=\epsilon K_{3}, K_{ \pm}^{\prime}=\epsilon K_{ \pm} \tag{3.2}
\end{equation*}
$$

the commutation relations (3.1) lead, in the limit $\epsilon \rightarrow 0$, to the commutation relations (1.1)-(1.3) characteristic of the Galilei group.
Now, let us consider the irreducible Hermitian representations of the algebra of $\mathcal{L}$ and from these let us try to obtain representations for $\mathcal{G}$ by using the contraction procedure. Relations (I.1)-(I.3) in Table I remain unaltered under the substitution (3.2), but the same is not true for (I.4)-(I.6), because $A_{l}$ and $C_{l}$ are replaced by

$$
\begin{align*}
& A_{l}^{\prime}=i l_{0}\left(\epsilon l_{1}\right) / l(l+1), \\
& C_{l}^{\prime}=(i / l)\left[\left(l^{2}-l_{0}^{2}\right)\left(\epsilon^{2} l^{2}-\epsilon^{2} l_{i}^{2}\right) /\left(4 l^{2}-1\right)\right] . \tag{3.3}
\end{align*}
$$

Now, let $\epsilon$ go to zero. For the representations belonging to the supplementary series $\left(\left|l_{1}\right| \leq 1\right), A_{t}^{\prime}$ and $C_{l}^{\prime}$ tend to zero. Hence, the generators $K_{3}, K_{\dot{ \pm}}$ are represented by the null matrix. For $J_{3}, J_{ \pm}$we have the representation (I.1)-(I.3) with either $l=0$ if we contract the finite representation ( $l_{0}=0, l_{1}=1$ ) of $£$ or $l=0,1,2, \cdots$ if we start from the representation ( $l_{0}=0,\left|l_{1}\right|<1$ ). In the former case, the final representation is irreducible (trivial one-dimensional representation), in the latter case, it is reducible into the representations $l=0, l=1, \cdots$ of the rotation algebra.

On the other hand, in the case of the principal series, we have two possibilities: either we keep $l_{1}$ (and $l_{0}$ ) fixed, then $A_{l}$ and $C_{l}$ tend to zero with $\epsilon$ and
we obtain a representation which is reducible into the representations $l=l_{0}, l=l_{0}+1, \cdots$ of the rotation algebra; or we let $l_{1}$ go to infinity (which is allowed since, here, any positive value may be accepted for $\left.\left|l_{1}\right|\right)$ in such a way that

$$
\begin{equation*}
\lim _{\substack{l_{1}, m_{i} \rightarrow \infty \\ \epsilon \rightarrow 0}} l_{1} \epsilon=\Xi \tag{3.4}
\end{equation*}
$$

with $\Xi$ a fixed finite number; here we have again to distinguish between two cases-if $\Xi=0, A_{l}^{\prime}$ and $C_{l}^{\prime}$ are zero at the limit and we are reduced to the case considered above; but if $\Xi \neq 0, A_{l}^{\prime}$ and $C_{l}^{\prime}$ tend to the nonzero limits

$$
\begin{align*}
& A_{l}^{\prime}=\epsilon A_{l} \rightarrow i \Xi l_{0} / l(l+1),  \tag{3.5}\\
& C_{l}^{\prime}=\epsilon C_{l} \rightarrow(i / l)\left[-\Xi^{2}\left(l^{2}-l_{0}^{2}\right) /\left(4 l^{2}-1\right)\right]^{\frac{1}{2}} \tag{3.6}
\end{align*}
$$

with $\Xi$ a pure imaginary number. $l$ can take the values $l_{0}, l_{0}+1, \cdots$; the corresponding representation is obviously an irreducible representation of Type I for $\mathcal{G}$ [infinite (faithful) representation].

## APPENDIX. FAITHFUL IRREDUCIBLE representations of the algebra OF $\mathcal{G}$ WITH THE DIAGONALIZED $K_{3}$, $K_{+}$, AND $K$

It can be derived from results obtained by Wightman $^{5}$ that the irreducible faithful representations of the homogeneous Galilei group can be written ( $\mathbf{v}=$ change in velocity or acceleration, $R=$ rotation) as

$$
\begin{equation*}
[U(\mathbf{v}, R) \Psi](\mathbf{q})=\exp i S \varphi \cdot \exp i \mathbf{q} \cdot \mathbf{v}^{\Psi}\left(R^{-\mathrm{r}} \mathbf{q}\right) \tag{A1}
\end{equation*}
$$

with $|\mathbf{q}|$ a constant, $S$ the integer (half odd integer), and $\varphi$ the angle of the rotation $R_{q}^{-1} R R_{R^{-1}}$ about $\mathbf{e}_{3} \cdot R_{\mathrm{q}}$ is the rotation about the axis $\mathbf{e}_{3} \Lambda \mathbf{q} / q$ by the smallest positive angle between $q$ and the unit vector $\mathrm{e}_{3}$ on the axis $O x_{3}$.

[^253]It is then possible to obtain the corresponding representation for the generators by going to the infinitesimal elements. We find

$$
\begin{align*}
& K_{i}=q_{i}, \\
& i J_{1}=q_{2}\left(\partial / \partial q_{3}\right)-q_{3}\left(\partial / \partial q_{2}\right)-i S\left[q_{1} /\left(q+q_{3}\right)\right], \\
& i J_{2}=q_{3}\left(\partial / \partial q_{1}\right)-q_{1}\left(\partial / \partial q_{3}\right)-i S\left[q_{2} /\left(q+q_{3}\right)\right], \\
& i J_{3}=q_{1}\left(\partial / \partial q_{2}\right)-q_{2}\left(\partial / \partial q_{1}\right)-i S . \tag{A2}
\end{align*}
$$

The values of $J_{i}$ are obtained by computing the angle of the rotation $R_{\mathrm{q}}^{-1} R R_{R^{-1}}$ for an infinitesimal $R$. We use the $2 \times 2$ representation of the rotations and the formulas ${ }^{6}$

$$
\begin{align*}
R_{\mathbf{q}}=2^{-\frac{1}{2}}\left[1+\left(\mathbf{q} \cdot \mathbf{l}_{3} / q\right)\right]^{-\frac{1}{2}}\{1 & +\left(\mathbf{q} \cdot \mathbf{l}_{\mathbf{3}} / q\right) \\
& \left.+i\left[\boldsymbol{\sigma} \cdot\left(\mathbf{l}_{3} \Lambda \mathbf{q}\right) / q\right]\right\},  \tag{A3}\\
R(\mathbf{n}, \theta)=1 & +\frac{1}{2} \theta \boldsymbol{\sigma} \cdot \mathbf{n} \tag{A4}
\end{align*}
$$

if $\theta$ is infinitesimal

$$
\begin{align*}
& \mathbf{q}^{\prime}=R^{-1} \mathbf{q}=\mathbf{q} \cos \theta+(\mathbf{q} \cdot \mathbf{n}) \mathbf{n}(1-\cos \theta) \\
&-(\mathbf{n} \wedge \mathbf{q}) \sin \theta \cong \mathbf{q}-(\mathbf{n} \Lambda \mathbf{q}) \theta . \tag{A5}
\end{align*}
$$

[^254]Putting now

$$
\begin{equation*}
R_{\mathbf{q}}^{-1} R R_{R^{-1} \mathbf{q}}=1+\frac{1}{2} i \varphi \sigma \cdot \omega \tag{A6}
\end{equation*}
$$

we have

$$
\begin{equation*}
\varphi \cong-\frac{\mathbf{n} \cdot \mathbf{1}_{3}+\mathbf{n} \cdot(\mathbf{q} / q)}{\mathbf{1}+\left(\mathbf{q} \cdot \mathbf{1}_{3}\right) / q} \theta \tag{A7}
\end{equation*}
$$

Thus, we obtain the result (A2), since from (A1) we deduce

$$
\begin{equation*}
[U(\mathbf{0}, R) \Psi](\mathbf{q})=(1+i S \varphi)\left[1+\theta\left(\mathbf{q} \wedge \boldsymbol{\nabla}_{\mathbf{q}}\right) \cdot \mathbf{n}\right] \Psi^{\prime}(\mathbf{q}) \tag{A8}
\end{equation*}
$$

if $R$ is infinitesimal.
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#### Abstract

This paper considers all resistive instabilities of a self-pinched cylindrically symmetric beam of charged particles in a finite or an infinite Ohmic plasma channel. The problem is reduced to an ordinary second-order linear differential equation for the longitudinal component of the perturbed electric field. The equation can be solved for a uniform beam shape, yielding an implicit transcendental equation whose roots define the various modes. We find that for each azimuthal "quantum number" $m$ there are two infinite sequences of modes and two exceptional modes, except that some of these modes are missing for $m=0,1$, and 2 . In all modes we find stable oscillation at very low and very high frequencies, and instability at intermediate frequencies, the growth rates generally reaching maxima somewhat less than the betatron frequency $\omega_{\beta}$. The largest maximum growth rate is in the "hose" mode (the only exceptional mode for $m=1$ ), where it is approximately $0.29 \omega_{\beta}$. For a general smooth beam shape, the catalog of modes is similar to that for a uniform beam, except that there also appears a continuous spectrum. It is also proved for general beam shape that at low frequencies the "hose" dispersion relation becomes the same as that derived earlier under the assumption of rigid beam displacement; this is not the case at higher frequencies.


## I. INTRODUCTION

THIS article deals with the general resistive instabilities of a self-pinched cylindrically symmetric unmodulated beam of charged particles passing through an Ohmic plasma channel. The modes are characterized by the appearance in the fields and currents of exponential factors

$$
\begin{equation*}
e^{i m \theta} e^{-i \omega t} e^{i k z} \tag{1.1}
\end{equation*}
$$

[^255]multiplying various functions of $r$. The streaming modes, with $\omega$ of the order of the plasma channel conductivity $\sigma$, have been adequately treated in previous articles ${ }^{1}$; the present work deals only with the resistive instabilities, with $|\omega| \ll \sigma$.

What we hope to get for our trouble is a dispersion formula giving $k$ (or $\omega$ ) for general complex values of

[^256]It is then possible to obtain the corresponding representation for the generators by going to the infinitesimal elements. We find
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The values of $J_{i}$ are obtained by computing the angle of the rotation $R_{\mathrm{q}}^{-1} R R_{R^{-1}}$ for an infinitesimal $R$. We use the $2 \times 2$ representation of the rotations and the formulas ${ }^{6}$
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R(\mathbf{n}, \theta)=1 & +\frac{1}{2} \theta \boldsymbol{\sigma} \cdot \mathbf{n} \tag{A4}
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if $\theta$ is infinitesimal

$$
\begin{align*}
& \mathbf{q}^{\prime}=R^{-1} \mathbf{q}=\mathbf{q} \cos \theta+(\mathbf{q} \cdot \mathbf{n}) \mathbf{n}(1-\cos \theta) \\
&-(\mathbf{n} \wedge \mathbf{q}) \sin \theta \cong \mathbf{q}-(\mathbf{n} \Lambda \mathbf{q}) \theta . \tag{A5}
\end{align*}
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\varphi \cong-\frac{\mathbf{n} \cdot \mathbf{1}_{3}+\mathbf{n} \cdot(\mathbf{q} / q)}{\mathbf{1}+\left(\mathbf{q} \cdot \mathbf{1}_{3}\right) / q} \theta \tag{A7}
\end{equation*}
$$

Thus, we obtain the result (A2), since from (A1) we deduce

$$
\begin{equation*}
[U(\mathbf{0}, R) \Psi](\mathbf{q})=(1+i S \varphi)\left[1+\theta\left(\mathbf{q} \wedge \boldsymbol{\nabla}_{\mathbf{q}}\right) \cdot \mathbf{n}\right] \Psi^{\prime}(\mathbf{q}) \tag{A8}
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if $R$ is infinitesimal.
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#### Abstract

This paper considers all resistive instabilities of a self-pinched cylindrically symmetric beam of charged particles in a finite or an infinite Ohmic plasma channel. The problem is reduced to an ordinary second-order linear differential equation for the longitudinal component of the perturbed electric field. The equation can be solved for a uniform beam shape, yielding an implicit transcendental equation whose roots define the various modes. We find that for each azimuthal "quantum number" $m$ there are two infinite sequences of modes and two exceptional modes, except that some of these modes are missing for $m=0,1$, and 2 . In all modes we find stable oscillation at very low and very high frequencies, and instability at intermediate frequencies, the growth rates generally reaching maxima somewhat less than the betatron frequency $\omega_{\beta}$. The largest maximum growth rate is in the "hose" mode (the only exceptional mode for $m=1$ ), where it is approximately $0.29 \omega_{\beta}$. For a general smooth beam shape, the catalog of modes is similar to that for a uniform beam, except that there also appears a continuous spectrum. It is also proved for general beam shape that at low frequencies the "hose" dispersion relation becomes the same as that derived earlier under the assumption of rigid beam displacement; this is not the case at higher frequencies.


## I. INTRODUCTION

THIS article deals with the general resistive instabilities of a self-pinched cylindrically symmetric unmodulated beam of charged particles passing through an Ohmic plasma channel. The modes are characterized by the appearance in the fields and currents of exponential factors

$$
\begin{equation*}
e^{i m \theta} e^{-i \omega t} e^{i k z} \tag{1.1}
\end{equation*}
$$

[^258]multiplying various functions of $r$. The streaming modes, with $\omega$ of the order of the plasma channel conductivity $\sigma$, have been adequately treated in previous articles ${ }^{1}$; the present work deals only with the resistive instabilities, with $|\omega| \ll \sigma$.

What we hope to get for our trouble is a dispersion formula giving $k$ (or $\omega$ ) for general complex values of

[^259]$\omega$ (or $k$ ). It is helpful to have in mind a more specific problem of practical importance in experiments like those at the Astron: Suppose the beam is tickled at $z=0$ with a perturbation having a single real frequency $\omega$ and with $m$ value and radial dependence such that only a single mode is excited. The instability grows if $\operatorname{Im} k<0$, and at a point $z$ downstream the number of $e$ foldings is $z$ |Im $k \mid$. Our primary aim is then to decide, for each mode, at which real value of $\omega$ there occurs a maximum in $\operatorname{Im} k$ and to calculate this maximum value. However, there are conditions of "free growth" for which $\omega$ and $k$ take complex values determined by a saddle-point condition ${ }^{2}$; hence we really solve our instability problem only when we understand the behavior of $k(\omega)$ throughout the complex $\omega$ plane.

One of the resistive instabilities with $m=1$, the "hose" mode, has already been intensively studied ${ }^{3.4}$ under the assumption that the beam moves rigidly from side to side. This assumption is expected to be valid for very small $\omega$, or more precisely, when the skin depth $\left(c^{2} / 4 \pi \sigma \omega\right)^{\frac{1}{2}}$ is much larger than the beam radius. However, the growth rate is also expected to reach a maximum when the skin depth is of the order of the beam radius, and in this most important case we cannot rely on the rigid beam approximation. Furthermore, the "sausage" ( $m=0$ ) mode and all higher modes depend for their existence on beam deformation, so we could never hope to treat them all until we learned how to take into account the perturbations in the individual beam particle orbits. In this paper we discuss all $m$ values in a unified way, with no assumption of beam rigidity in any mode.

The simplifying assumptions made here are:
(1) Beam particles undergo no collisions. This assumption is essential not only to our calculation but also to the very existence of the beam. (For a highdensity beam moving very fast with respect to the plasma, we might have to take into account beam-beam collisions without worrying about beam-plasma collisions. In this case the instability could be treated hydro-dynamically without looking at individual beam particle orbits.)
(2) The unperturbed beam particles all have velocities with the same $z$-component $v$. This assump-

[^260]tion is made for simplicity, and does not appear to be of critical importance in these modes.
(3) The particles in the unperturbed beam move in circular helices ${ }^{5}$ around the $z$ axis. This assumption is made so that a beam particle feels a simple harmonic force from the perturbed fields. It could be given up, but only at the cost of having to solve an additional nontrivial second-order differential equation for the perturbed particle orbits.
(4) The parameters of the beam and plasma are such that
\[

$$
\begin{gather*}
c^{2} / 4 \pi \sigma a v \ll 1  \tag{1.2}\\
\omega_{\beta} a / v \ll 1 \tag{1.3}
\end{gather*}
$$
\]

and we only look for modes with

$$
\begin{gather*}
|\omega| a \ll v  \tag{1.4}\\
|k| a \ll 1 \tag{1.5}
\end{gather*}
$$

Here, $\sigma$ is the plasma conductivity, $c$ is the speed of light, $a$ is a characteristic beam radius, $v$ is the $z$ component of the unperturbed beam particle velocity, and $\omega_{\beta}$ is a typical value of the unperturbed beam particle gyration frequency around the $z$ axis. All previous work on the hose and sausage modes has been based on the assumptions (1.4) and (1.5), because they lead to an enormous simplification in the derivation of the dispersion relation and in the dispersion relation itself. The point of the assumptions (1.2) and (1.3) is that we expect and do find the fastest growing modes to be such that

$$
\begin{align*}
& |\omega| \approx c^{2} / 4 \pi a^{2} \sigma  \tag{1.6}\\
& |\omega-k v| \approx \omega_{\beta} \tag{1.7}
\end{align*}
$$

and in this case (1.2) and (1.3) are necessary and sufficient for (1.4) and (1.5). [As an example, nominal values for the beam experiment at Astron ${ }^{6}$ are $\sigma \simeq 10^{12} \mathrm{sec}^{-1}, a \simeq 1 \mathrm{~cm}, \omega_{\beta} \simeq 9 \times 10^{8} \mathrm{sec}^{-1}$, and $v \simeq c$, so the left-hand sides of (1.2) and (1.3) take the values 0.002 and 0.03 , respectively, and our assumptions are well justified.] It should be noted that (1.4) and (1.6) yield

$$
|\omega| / 4 \pi \sigma \approx|\omega|^{2} a^{2} / c^{2} \ll 1
$$

and, as already remarked, this excludes the streaming modes from our present consideration.

In Ref. 4 we first found the "exact" hose dispersion relation, and then applied (1.2)-(1.7), at the cost of considerable clarity and physical insight. Here we use

[^261](1.2)-(1.7) from the beginning; it is hoped the reader finds this an improvement.

The first half of the present paper (Secs. II-VI) is devoted to a derivation of the dispersion relation as the condition for the solubility of an ordinary secondorder differential equation [Eq. (6.1)] for the $z$ component of the electric field. In Sec. II we describe the unperturbed beam. In Sec. III we use assumptions (1.2)-(1.7) to calculate the perturbed electromagnetic fields and forces generated by a given perturbation in the beam charge density. The response of a beam particle to these forces is calculated in Sec. IV, and in Sec. V we use the results of Sec. IV to calculate the perturbed beam charge density. Putting this into the simplified field equation derived in Sec. III, we emerge in Sec. VI with our fundamental equation (6.1).

It becomes immediately apparent upon inspection of Eq. (6.1) that in each mode the dispersion relation has a basic scaling property, which can be expressed in the formula

$$
\begin{equation*}
\Omega^{2} \equiv(\omega-k v)^{2}=\omega_{\beta}^{2} \lambda^{2}\left(4 \pi i \sigma a^{2} \omega / c^{2}\right) \tag{1.8}
\end{equation*}
$$

The quantity $\lambda^{2}$ is for each mode a dimensionless function entirely determined by the shape of the beam particle number density $n(r)$ (and by the precise definitions chosen for $a$ and $\omega_{\theta}$ ) except that for a finite plasma channel radius $R$ the $\lambda^{2}$ functions also depend on the fixed parameter $a / R$.

The second half (Secs. VII-XIII) of this paper is concerned with the construction of a catalog of modes and a detailed examination of the properties of the $\lambda^{2}$ functions in each mode, leading to an estimate of the forced and free growth rates. In Sec. VII we check ${ }^{7}$ that the rigid beam "hose" dispersion relation derived in Ref. 4 for general beam shape emerges here as the limit of Eq. (1.8) for $\omega \ll c^{2} / 4 \pi \sigma a^{2}$ in the case $m=1$. In Sec. VIII we specialize to the case of a uniform beam, and derive the dispersion relation as an implicit transcendental equation

$$
\begin{align*}
& \eta\left(\frac{J_{m}^{\prime}(q a \mid \eta)}{J_{m}(q a \mid \eta)}\right)+\xi^{2} / q a \\
& \quad=\frac{H_{m}^{(1)}(q a) J_{|m-1|}(q R)-J_{m}^{\prime}(q a) H_{|m-1|}^{(1)}(q R)}{H_{m}^{(1)}(q a) J_{|m-1|}(q R)-J_{m}(q a) H_{|m-1|}^{(1)}(q R)} \tag{1.9}
\end{align*}
$$

[^262]where $a$ is the beam radius, $R$ is the plasma channel radius, and
\[

$$
\begin{aligned}
q^{2} & \equiv 4 \pi i \sigma \omega / c^{2} \quad(\operatorname{Im} q>0) \\
\eta^{2} & \equiv 1-\frac{2\left(4-m^{2}-\lambda^{2}\right)}{\left(4-m^{2}-\lambda^{2}\right)^{2}-4 m^{2} \lambda^{2}} \\
\xi^{2} & \equiv \frac{2 m^{2}\left(1-\eta^{2}\right)}{\lambda^{2}-m^{2}}\left(1-\frac{2 \lambda^{2}}{4-m^{2}-\lambda^{2}}\right) \\
\lambda^{2} & \equiv \Omega^{2} / \omega_{\beta}^{2} \equiv(\omega-k v)^{2} / \omega_{\beta}^{2}
\end{aligned}
$$
\]

Then in Sec. IX we catalog the solutions of this equation for $\lambda^{2}$ as a function of $q^{2}$. It is found that for each $m$ there are generally two infinite sequences of modes $A_{m n}$ and $B_{m n}$ and two exceptional modes $C_{m}$ and $D_{m}$, except that the modes $B_{0 n}, C_{0}, D_{0}, D_{1}, A_{2 n}, C_{2}$ are missing. The "hose" mode is $C_{1}$. The high- and lowfrequency behaviors of $\lambda^{2}$ in all these modes is derived in Appendix B and by machine calculations, ${ }^{8}$ and summarized in Sec. IX, Tables 1 to 3, and Figs: 1 to 5 .

In Secs. X-XIII we return to the case of a general smooth beam shape. We show in Sec. $X$ that there occurs here a continuous spectrum ${ }^{9}$ similar to that found in Ref. 1 for the streaming modes. That is, there are real positive $\Omega^{2}$ values [in bands given by Eqs. (10.12)-(10.16)] each of which allows a solution of Eq. (6.1) for all real or complex $\omega$. The solutions contain logarithmic and step function singularities, but the location of the singularities depends on $\Omega^{2}$, so that the fields are nonsingular when integrated over a range of $\Omega^{2}$. The continuous spectrum includes only stable oscillation frequencies (i.e., $\Omega$ real) so it is of no practical importance here; this is in contrast with the streaming modes, ${ }^{1}$ for which the continuous spectrum is unstable and is in fact the whole spectrum. In Sec. XI we treat the discrete modes, for which $\Omega$ is a function of $\omega$, and we show that they correspond, more or less, to the $A, B, C$, and $D$ modes found in Sec. IX for a uniform beam. The limits of $\Omega$ as $\omega \rightarrow \infty$ and (for $A, B$, and $C_{1}$ modes) as $\omega \rightarrow 0$ are shown to be the same as for a uniform beam, except that $\omega_{\beta}$ must be replaced with the particle gyration frequency at $r=0$; however, the way that $\Omega$ approaches its limit as $\omega \rightarrow \infty$ depends sensitively on the beam shape. The analytic properties of the function $\Omega(\omega)$ are discussed in Sec. XII and used to construct approximate dispersion relations, which for the uniform beam compare rather well with exact computer results.

We conclude in Sec. XIII with a discussion of how

[^263]the dispersion relation is to be used in calculating the number of $e$ foldings under conditions of forced growth and free growth. In the former case $\omega$ is a fixed real tickling frequency, and $\lambda^{2}$ in Eq. (1.8) is complex, so there are two roots, one growing and one decaying. In all modes $\lambda^{2}(0)$ and $\lambda^{2}(\infty)$ are non-negative real numbers, so we may expect $\operatorname{Im} \lambda$ to reach its maximum when the argument of $\lambda^{2}$ is of order unity, at which point $|\operatorname{Re} \lambda|$ and $|\operatorname{Im} \lambda|$ are also of order unity. [Inspection of Eq. (1.8) then explains why (1.6) and (1.7) characterize the most rapidly growing modes.] Calculation ${ }^{8}$ of the maximum growth rates for the uniform beam (with $R=2 a$ ) reveals that they all lie between $0.09 \omega_{\beta}$ and $0.12 \omega_{\beta}$, except that the $m=1$ " $A$ modes" have maximum growth rate $0.17 \omega_{\beta}$, the $m=0$ "sausage" modes have maximum growth rate $0.26 \omega_{\beta}$, and last but not least, the $m=1$ "hose" mode has maximum growth rate $0.29 \omega_{\beta}$.
The saddle-point method is used at the end of Sec. XIII to treat the case of free growth. It is found that at a fixed distance $v t-z$ behind the disturbed part of the beam, the saddle point moves as $z \rightarrow \infty$ to $\omega \rightarrow \infty$, and the number of $e$ foldings grows as
$$
\# \propto z^{(N+1) /(2 N+1)} \quad(N=1,2, \cdots)
$$
if the beam density $n(r)$ approaches $n(0)+O\left(r^{2 N}\right)$ as $r \rightarrow 0$. This conclusion seems to indicate that for asymptotic free growth (or more generally, for all large $\omega$ ) the instability is worse for a smooth beam shape ( $N$ small) than for a uniform beam ( $N$ large). However, it is necessary to take this conclusion with some reservations, because for a smooth beam shape the particles participating in the instability are limited for large $\omega$ to a small area near the beam axis, and the instability may not matter. A general treatment of this phenomenon (including the effects of noncircular orbits) seems called for, and may be the subject of a future article.

## II. UNPERTURBED BEAM

The average velocity of the beam particles is in the $z$ direction, with magnitude $v$, and their number density at a distance $r$ from the beam axis is $n(r)$. Therefore the unperturbed magnetic field points in the $+\theta$ direction, with magnitude

$$
\begin{equation*}
B_{00}(r)=\frac{4 \pi e v}{r c} \int_{0}^{r} r^{\prime} n\left(r^{\prime}\right) d r^{\prime} \tag{2.1}
\end{equation*}
$$

We assume the plasma to maintain local charge neutrality, so the force on a beam particle is solely due to the magnetic field. Assuming the beam particles to move on circular helices, their velocity has no $r$
component, so the magnetic force points in the $-r$ direction, with magnitude

$$
\begin{equation*}
-F_{0 r}(r)=(e v / c) B_{0 \theta}(r) \tag{2.2}
\end{equation*}
$$

If the beam particles have angular frequency $\alpha(r)$, we must equate (2.2) to the relativistic centrifugal force $M \gamma \alpha^{2}(r)$, obtaining for the angular frequency

$$
\begin{equation*}
\alpha^{2}(r)=\frac{4 \pi e^{2} v^{2}}{M \gamma c^{2} r^{2}} \int_{0}^{r} r^{\prime} n\left(r^{\prime}\right) d r^{\prime} \tag{2.3}
\end{equation*}
$$

with

$$
\gamma \equiv\left[1-v^{2} / c^{2}\right]^{-\frac{1}{2}}
$$

For instance, if the beam density $n(r)$ is uniform, Eq. (2.3) gives just the familiar betatron frequency

$$
\begin{equation*}
\alpha^{2}(r)=\omega_{\beta}^{2} \equiv 2 \pi e^{2} v^{2} n / M \gamma c^{2} \quad \text { (inside beam). } \tag{2.4}
\end{equation*}
$$

However, we do not restrict ourselves to the case of a uniform beam.
Equation (2.3) has two roots for $\alpha(r)$, corresponding to the possibility of both clockwise and anticlockwise helical orbits. We usually expect both to occur with equal probability, and so assume in this article, though it would be a trivial matter to extend our analysis to the case of a polarized beam.

## III. PERTURBED FIELDS AND FORCES

Our unperturbed system has a translation symmetry in each of the coordinates $\theta, z$, and $t$. Therefore we may assume that the cylindrical components of the perturbed fields $\mathbf{E}_{1}, \mathbf{B}_{1}$ and perturbed current $\mathbf{J}_{1}$ take the form

$$
\begin{equation*}
e^{i m \theta} e^{i k z} e^{-i \omega t} \times \text { functions of } r . \tag{3.1}
\end{equation*}
$$

Here, $m$ is an integer, with $m=0$ for the sausage mode, $m= \pm 1$ for the hose mode, etc.
The exact Maxwell equations can therefore be written as

$$
\begin{gather*}
(i m / r) E_{1 z}-i k E_{1 \theta}=(i \omega / c) B_{1 r}  \tag{3.2}\\
i k E_{1 r}-E_{1 z}^{\prime}=(i \omega / c) B_{1 \theta}  \tag{3.3}\\
(1 / r)\left(r E_{1 \theta}\right)^{\prime}-(i m / r) E_{1 r}=(i \omega / c) B_{1 z}  \tag{3.4}\\
\frac{i m}{r} B_{1 z}-i k B_{1 \theta}=\left(\frac{4 \pi \sigma-i \omega}{c}\right) E_{1 r}+\frac{4 \pi}{c} J_{1 r},  \tag{3.5}\\
i k B_{1 r}-B_{1 z}^{\prime}=\left(\frac{4 \pi \sigma-i \omega}{c}\right) E_{1 \theta}+\frac{4 \pi}{c} J_{1 \theta},  \tag{3.6}\\
\frac{1}{r}\left(r B_{1 \theta}\right)^{\prime}-\frac{i m}{r} B_{1 r}=\left(\frac{4 \pi \sigma-i \omega}{c}\right) E_{1 z}+\frac{4 \pi}{c} J_{1 z} \tag{3.7}
\end{gather*}
$$

(We have set the plasma current equal to $\sigma \mathbf{E}_{1}$; a prime means $\partial / \partial r$.) It is very convenient to use (3.2), (3.3),
(3.5), and (3.6) to express the transverse field components in terms of $E_{1 z}, B_{1 z}, J_{1 r}$, and $J_{1 \theta}$ :

$$
\begin{gather*}
q^{2} E_{1 r}=\frac{-m \omega}{r c} B_{1 z}+i k E_{1 z}^{\prime}-\frac{4 \pi i \omega}{c^{2}} J_{1 r},  \tag{3.8}\\
q^{2} E_{1 \theta}=\frac{-m k}{r} E_{1 z}-\frac{i \omega}{c} B_{1 z}^{\prime}-\frac{4 \pi i \omega}{c^{2}} J_{1 \theta},  \tag{3.9}\\
q^{2} B_{1 r}=\left(\frac{4 \pi \sigma-i \omega}{c}\right)\left(\frac{i m}{r}\right) E_{1 z}+i k B_{1 z}^{\prime}+\frac{4 \pi i k}{c} J_{1 \theta}, \\
q^{2} B_{1 \theta}=-\left(\frac{4 \pi \sigma-i \omega}{c}\right) E_{1 z}^{\prime}-\frac{k m}{r} B_{1 z}-\frac{4 \pi i k}{c} J_{1 r}, \tag{3.10}
\end{gather*}
$$

where $q$ is the transverse wave number, defined by

$$
\begin{equation*}
q^{2}=-k^{2}+\left(i \omega / c^{2}\right)(4 \pi \sigma-i \omega) \tag{3.12}
\end{equation*}
$$

Equations (3.4) and (3.7) give decoupled equations for $E_{1 z}$ and $B_{1 z}$ :

$$
\begin{align*}
& \frac{1}{r} \frac{\partial}{\partial r} r \\
& r \frac{\partial}{\partial r} E_{1 z}-\frac{m^{2}}{r^{2}} E_{1 z}+q^{2} E_{1 z}  \tag{3.13}\\
& \quad=\frac{4 \pi \omega}{c^{2}\left(q^{2}+k^{2}\right)}\left(-i q^{2} J_{1 z}+\frac{i m k}{r} J_{1 \theta}+\frac{k}{r} \frac{\partial}{\partial r} r J_{1 r}\right)
\end{align*}
$$

$$
\begin{align*}
& \frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r} B_{1 z}-\frac{m^{2}}{r^{2}} B_{1 z}+q^{2} B_{1 z} \\
&=\frac{-4 \pi}{r c}\left[-i m J_{1 r}+\frac{\partial}{\partial r} r J_{1 \theta}\right] . \tag{3.14}
\end{align*}
$$

We now invoke the approximations discussed in the Introduction. Specifically, we look for modes with

$$
\begin{align*}
& |\omega| a \ll v,  \tag{3.15}\\
& |k| a \ll 1,  \tag{3.16}\\
& |q| a \sim 1, \tag{3.17}
\end{align*}
$$

where $a$ is a characteristic beam radius and $v$ is the unperturbed beam particle velocity $z$ component. By Eq. (3.17) we do not necessarily mean to exclude the possibility that $|q| a \sim 0.01$ or $|q| a \sim 100$, but only to require that $|q| a$ is much closer to unity than is $|\omega| a \mid v$ or $|k| a$; however, the fastest growing modes in fact turn out to be those with $|q| a$ quite close to unity.
From (3.15)-(3.17) we see that $|q| \gg|k|$ and $|q| \gg$ $|\omega / c|$, so (3.12) now gives $q$ as

$$
\begin{equation*}
q^{2}=4 \pi i \sigma \omega / c^{2} . \tag{3.18}
\end{equation*}
$$

Note that (3.15) and (3.17) are consistent only if

$$
\begin{equation*}
c^{2} / 4 \pi \sigma a v \ll 1 \tag{3.19}
\end{equation*}
$$

We also find that $|\omega-k v|$ is of the order of the typical betatron frequency $\omega_{\beta}$, so (3.15) and (3.16) are consistent only if

$$
\begin{equation*}
\omega_{\beta} a / v \ll 1 . \tag{3.20}
\end{equation*}
$$

We have already made assumptions (3.19) and (3.20) in Sec. I.

We next simplify the electrodynamic equations (3.8)-(3.14), using (3.15)-(3.20), and estimating

$$
\begin{equation*}
q \sim \partial / \partial r \sim 1 / r \sim 1 / a \tag{3.21}
\end{equation*}
$$

everywhere in these equations. Our starting point is the tentative assumption that the perturbed beam particle velocity $\mathbf{v}_{\mathbf{1}}$ has comparable $r$ and $\theta$ components, and a $z$ component at most comparable with these. This ansatz is verified later in this section; it actually turns out that $v_{1 z}$ is much less than $v_{1 r}$ and $v_{1 \theta}$. The perturbed beam current components are

$$
\begin{align*}
& J_{1 r}=e n v_{1 r}  \tag{3.22}\\
& J_{1 \theta}=e n v_{1 \theta}  \tag{3.23}\\
& J_{1 z}=e n v_{1 z}+e n_{1} v, \tag{3.24}
\end{align*}
$$

where $n$ is the unperturbed beam density and $n_{1}$ is the perturbation to $n$. Charge conservation gives

$$
+i \omega e n_{1}=\nabla \cdot \mathbf{J}_{1}
$$

or

$$
\begin{equation*}
+i \Omega n_{1}=\nabla \cdot\left(n \mathbf{v}_{1}\right) \tag{3.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega \equiv \omega-k v \tag{3.26}
\end{equation*}
$$

Hence $v_{1 r}$ and $v_{1 \theta}$ may be estimated as of order

$$
\begin{equation*}
v_{1 \perp} \sim \Omega a n_{1} / n \tag{3.27}
\end{equation*}
$$

and so

$$
\begin{equation*}
J_{1 z} \simeq e v n_{1} \tag{3.28}
\end{equation*}
$$

the other term in (3.24) being smaller by at least a factor $|\Omega| a / v$. [Equations (3.15) and (3.16) imply $|\Omega| a \ll v$.] Also (3.27) lets us estimate the transverse perturbed beam currents (3.22) and (3.23) as being of order

$$
\begin{equation*}
J_{1 r} \sim J_{1 \theta} \sim e \Omega a n_{1} \tag{3.29}
\end{equation*}
$$

Formula (3.28) and the estimate (3.29) show that the $J_{1 r}$ and $J_{1 \theta}$ terms on the right-hand side of Eq. (3.13) are smaller than the $J_{1 z}$ term by factors of order $(\Omega a / v)(k a)$, and hence may be neglected. Recalling that $|q| \gg|k|$, we may thus simplify Eq. (3.13) to read

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r} E_{1 z}-\frac{m^{2}}{r^{2}} E_{1 z}+q^{2} E_{1 z}=\frac{-4 \pi i e v \omega}{c^{2}} n_{1} . \tag{3,30}
\end{equation*}
$$

We may also estimate $E_{1 z}$ as being of order

$$
\begin{equation*}
E_{1 z} \sim\left(4 \pi e v \omega a^{2} / c^{2}\right) n_{1} \tag{3.31}
\end{equation*}
$$

Using (3.29) and (3.14), we may estimate $B_{1 z}$ as being of order

$$
\begin{equation*}
B_{1 z} \sim\left(4 \pi e \Omega a^{2} / c\right) n_{1} \tag{3.32}
\end{equation*}
$$

Using (3.29), (3.31), and (3.32) in (3.8)-(3.11) yields the estimates
$E_{1 r} \sim E_{1 \theta} \sim\left(4 \pi e \omega \Omega a^{3} / c^{2}\right) n_{1} \quad$ or $\quad\left(4 \pi e \omega k v a^{3} / c^{2}\right) n_{1}$,

$$
\begin{equation*}
B_{1 r} \sim B_{1 \theta} \sim(4 \pi e v a / c) n_{1} \tag{3.33}
\end{equation*}
$$

Also, (3.10) and (3.11) now simplify to

$$
\begin{align*}
& B_{1 r}=(m c / \omega r) E_{1 z},  \tag{3.35}\\
& B_{1 \theta}=(i c / \omega) E_{1 z}^{\prime}, \tag{3.36}
\end{align*}
$$

the terms neglected being smaller by a factor $k a(\Omega a / v)$.
We are now in a position to decide which are the important forces on a beam particle. A particle in an unperturbed orbit of radius $r$ feels forces due to the perturbed electromagnetic fields, given by

$$
\begin{align*}
F_{1 r} & =e\left[E_{1 r}+(\alpha r / c) B_{1 z}-(v / c) B_{1 \theta}\right],  \tag{3.37}\\
F_{1 \theta} & =e\left[E_{1 \theta}+(v / c) B_{1 r}\right],  \tag{3.38}\\
F_{1 z} & =e\left[E_{1 z}-(\alpha r / c) B_{1 r}\right], \tag{3.39}
\end{align*}
$$

where $\alpha$ is the angular gyration frequency at $r$. We have already assumed that the typical value $\omega_{\beta}$ of $\alpha$ is much less than $v / a$. Our estimates (3.31)-(3.34) of the field magnitudes then lets us replace (3.37) and (3.38) by

$$
\begin{align*}
& F_{1 r}=-(e v / c) B_{1 \theta}=(-i e v / \omega) E_{1 z}^{\prime},  \tag{3.40}\\
& F_{1 \theta}=(e v / c) B_{1 r}=(e v m / \omega r) E_{1 z}, \tag{3.41}
\end{align*}
$$

the neglected terms being smaller by factors of order $(\omega a / c)(\Omega a / c),(\omega a / c)(k a)(v / c)$, or $(\Omega a / v)\left(\omega_{\beta} a / v\right)$. And $F_{1 z}$ is smaller than $F_{1 r}$ and $F_{1 \theta}$ by factors of order ( $\omega a / v$ ) or ( $\omega_{\beta} a / v$ ), justifying our previous statement that $v_{1 z}$ is smaller than $v_{1 \tau}$ and $v_{1 \theta}$.
The important results of this section are the differential equation (3.30) for the $E_{1 z}$ generated by a given $n_{1}$, and the formulas (3.40) and (3.41) for the forces in terms of $E_{1 z}$. To Eq. (3.30) we must also add a boundary condition on $E_{1 z}$ for $r \rightarrow \infty$. If the plasma conductivity $\sigma$ stays constant everywhere, then outside the beam we must require

$$
\begin{equation*}
E_{1 z} \propto H_{m}^{(1)}(q r), \quad \operatorname{Im} q>0 \tag{3.42}
\end{equation*}
$$

The boundary condition for finite plasma channel radius is worked out in Appendix A.

## IV. PERTURBED BEAM PARTICLE ORBITS

The unperturbed orbit of a beam particle can be characterized by three parameters, the radius $r$ and the values $\varphi$ and $h$ of $\theta$ and $z$ at $t=0$. The correspond-
ing perturbed orbit is then given by equations

$$
\begin{align*}
& \tilde{r}(t ; r \varphi h)=r+D_{r}(t ; r \varphi h)  \tag{4.1}\\
& \tilde{\theta}(t ; r \varphi h)=\alpha(r) t+\varphi+r^{-1} D_{\theta}(t ; r \varphi h),  \tag{4.2}\\
& \tilde{z}(t ; r \varphi h)=v t+h . \tag{4.3}
\end{align*}
$$

Here $D_{r}$ and $D_{\theta}$ are infinitesimal perturbations; we do not perturb $z$ because we have already seen that the perturbed force is almost purely transverse.

The exact equations of motion are

$$
\begin{align*}
\ddot{\tilde{r}}-\dot{\tilde{\theta}}^{2} \tilde{r} & =F_{r}(\tilde{r}, \tilde{\theta}, \tilde{z}, t) / M \gamma,  \tag{4.4}\\
\tilde{r} \ddot{\theta}+2 \dot{\tilde{r}} \dot{\tilde{\theta}} & =F_{\theta}(\tilde{r}, \tilde{\theta}, \tilde{z}, t) / M \gamma, \tag{4.5}
\end{align*}
$$

with $M \gamma$ the relativistic beam particle mass. The zeroth-order solution has already been discussed in Sec . II. The first-order terms give

On the right-hand side of Eq. (4.6) we have used the fact that the unperturbed radial force is $-M \gamma r \alpha^{2}(r)$.

We have already observed that the perturbed forces have the functional form

$$
\begin{equation*}
F_{1 n}(r, \theta, z, t)=c^{i m \theta} e^{i k z z} e^{-i \omega t} \mathscr{F}_{n}(r) \tag{4.8}
\end{equation*}
$$

with $n=r$ or $\theta$, and $\mathcal{F}_{r}(r)$ and $\mathcal{F}_{\theta}(r)$ two infinitesimal functions of $r$. Then

$$
\begin{align*}
F_{1 n}[r, \alpha(r) t+\varphi, v t & +h, t] \\
& =e^{-i[\Omega-m a(r)] t} e^{i k h} e^{i m \varphi} \cdot \mathcal{F}_{n}(r) \tag{4.9}
\end{align*}
$$

where again

$$
\begin{equation*}
\Omega \equiv \omega-k v \tag{4.10}
\end{equation*}
$$

We may therefore conclude that the $r$ and $\theta$ components of the beam displacement take the form

$$
\begin{equation*}
D_{n}(t ; r, \varphi, h)=e^{-i[\Omega-m \alpha(r)] t^{i k h}} e^{i m \varphi} D_{n}(r) \tag{4.11}
\end{equation*}
$$

Inserting (4.9) and (4.11) in (4.6) and (4.7), we find

$$
\begin{aligned}
\left\{-[\Omega-m \alpha(r)]^{2}\right. & \left.+r \alpha^{\alpha^{\prime}}(r)\right\} \mathcal{D}_{r}(r) \\
& +2 i \alpha(r)[\Omega-m \alpha(r)] \mathscr{D}_{\theta}(r) \\
& =(M \gamma)^{-1} \mathcal{F}_{r}(r)
\end{aligned}
$$

$$
-2 i \alpha(r)[\Omega-m \alpha(r)] D_{r}(r)-[\Omega-m \alpha(r)]^{2} D_{\theta}(r)
$$

The solution of these equations is

$$
=(M \gamma)^{-1} \mathcal{F}_{\theta}(r)
$$

$M \gamma^{\mathfrak{G}} \mathrm{D}_{r}(r)=\frac{\mathcal{F}_{r}(r)+2 i \alpha(r) \mathcal{F}_{\theta}(r) /[\Omega-m \alpha(r)]}{4 \alpha^{2}(r)-[\Omega-m \alpha(r)]^{2}+r \alpha^{2}(r)}$,
$M \gamma \mathcal{D}_{\theta}(r)=\frac{\left[\begin{array}{c}-2 i \alpha(r) \mathcal{F}_{r}(r) /[\Omega-m \alpha(r)] \\ +\left(1-\left\{r \alpha^{2}(r) /[\Omega-m \alpha(r)]^{2}\right\}\right) \mathcal{F}_{\theta}(r)\end{array}\right]}{4 \alpha^{2}(r)-[\Omega-m \alpha(r)]^{2}+r \alpha^{2}(r)}$.

$$
\begin{align*}
& \ddot{D}_{r}(t, r \varphi h)-\alpha^{2}(r) D_{r}(t ; r \varphi h)-2 \alpha(r) \dot{D}_{\theta}(t ; r \varphi h) \\
& =-\left[r \alpha^{2}(r)\right]^{\prime} D_{r}(t ; r \varphi h) \\
& +(M \gamma)^{-1} F_{1 r}[r, \alpha(r) t+\varphi, v t+h, t],  \tag{4.6}\\
& D_{\theta}(t ; r \varphi h)+2 \alpha(r) \dot{D}_{r}(t ; r \varphi h) \\
& =(M \gamma)^{-1} F_{19}[r, \alpha(r) t+\varphi, v t+h, t] . \tag{4.7}
\end{align*}
$$

The forces are given in Sec. III in terms of the perturbed electric field $E_{1 z}$, which takes the form

$$
\begin{equation*}
E_{1 z}(r, \theta, z, t)=e^{i m \theta} e^{i k z} e^{-i \omega t} \mathcal{E}(r) \tag{4.14}
\end{equation*}
$$

Hence from (3.40), (3.41), (4.8), and (4.14) we have

$$
\begin{align*}
& \mathcal{F}_{r}(r)=(-i e v / \omega) \mathcal{E}^{\prime}(r),  \tag{4.15}\\
& \mathscr{F}_{\theta}(r)=(e v m / \omega r) \&(r) \tag{4.16}
\end{align*}
$$

Using (4.15) and (4.16) in (4.12) and (4.13) gives
$\mathcal{D}_{r}(r)=\frac{\frac{-i e v}{M \gamma \omega}\left(\varepsilon^{\prime}(r)-\frac{2 m \alpha(r)}{\Omega-m \alpha(r)} r^{-1} \varepsilon(r)\right)}{4 \alpha^{2}(r)-[\Omega-m \alpha(r)]^{2}+r \alpha^{2^{\prime}}(r)}$,
$\mathcal{D}_{\theta}(r)=\frac{\left[\begin{array}{c}\left.\frac{e v}{M \gamma \omega}\left\{\begin{array}{c}-2 \alpha(r) \\ \Omega-m \alpha(r \\ \varepsilon^{\prime}(r) \\ +\left[1-\frac{r \alpha^{2^{\prime}}(r)}{(\Omega-m \alpha(r)]^{2}}\right]\end{array}\right]\left(\frac{m}{r}\right) \varepsilon(r)\right\}\end{array}\right]}{4 \alpha^{2}(r)-[\Omega-m \alpha(r)]^{2}+r \alpha^{2^{2}}(r)}$.

## V. PERTURBED BEAM DENSITY

The driving term for the perturbed fields was shown in Eq. (3.30) to be the perturbation $n_{1}$ in the beam particle density. We must now express $n_{1}$ in terms of the beam displacement functions found in the last section.
The total perturbed beam density $\tilde{n}=n+n_{1}$ is given by integrating the number $n(\imath) \imath d \imath d \varphi d h$ of beam particles between $\imath, \varphi, h$, and $\imath+d \imath, \varphi+d \varphi$, $h+d h$, times appropriate $\delta$ functions:

$$
\begin{align*}
r \tilde{n}(r \theta z t)= & \int n(\imath) \imath d \imath d \varphi d h \delta[\tilde{r}(t ; \imath \varphi h)-r] \\
& \times \delta[\tilde{\theta}(t ; \imath \varphi h)-\theta] \delta[\tilde{z}(t ; \imath \varphi h)-z] \tag{5.1}
\end{align*}
$$

with $\tilde{r}, \tilde{\theta}$, and $\tilde{z}$ given by (4.1), (4.2), and (4.3). To first order in the $\mathscr{D}$ 's, the $\delta$ functions give

$$
\begin{gather*}
\imath=r-\mathscr{D}_{r}[t ; r, \theta-\alpha(r) t, z-v t],  \tag{5.2}\\
\varphi=\theta-\alpha(r) t+\alpha^{\prime}(r) t \mathscr{D}_{r}[t ; r, \theta-\alpha(r) t, z-v t] \\
-r^{-1} \mathscr{D}_{\theta}[t ; r, \theta-\alpha(r) t, z-v t],  \tag{5.3}\\
h=z-v t \tag{5.4}
\end{gather*}
$$

or using (4.11)

$$
\begin{equation*}
r=r-e^{-i \omega t} e^{i m \theta} e^{i k z \tau} D_{r}(r) \tag{5.5}
\end{equation*}
$$

$\varphi=\theta-\alpha(r) t-e^{-i \omega t} e^{i m \theta} e^{i k z}$

$$
\begin{equation*}
\times\left[r^{-1} \mathscr{D}_{\theta}(r)-\alpha^{\prime}(r) t D_{r}(r)\right] \tag{5.6}
\end{equation*}
$$

The Jacobian of the transformation $r \theta z \rightarrow \imath \varphi h$ is the determinant
$\left|\frac{\partial(r \varphi h)}{\partial(r \theta z)}\right|=\left|\begin{array}{ccc}1-e^{\prime} \mathscr{D}_{r}^{\prime}(r) & -i m e^{\prime} \mathscr{D}_{r}(r) & -i k e^{\prime} \mathscr{D}_{\theta(r)} \\ -\alpha^{\prime}(r) t-e^{\prime} \mathscr{D}_{\theta \theta}^{\prime}(r) & 1-i m e^{\prime} \mathscr{D}_{r \theta}(r) & -i k e^{\prime} \mathscr{D}_{r \theta}(r) \\ 0 & 0 & 1\end{array}\right|$,
where we have used the abbreviations

$$
\begin{aligned}
e^{()} & =e^{-i \omega t} e^{i k z} e^{i m \theta}, \\
\mathscr{D}_{r \theta}(r) & =r^{-1} \mathscr{D}_{\theta}(r)-\alpha^{\prime}(r) t \mathscr{D}_{r}(r) .
\end{aligned}
$$

Keeping only terms of first order in $\mathbb{D}$, we find that the $t \alpha^{\prime}(r)$ terms cancel, giving

$$
\begin{equation*}
\left|\frac{\partial(\imath \varphi h)}{\partial(r \theta z)}\right|=1-e^{i k z} e^{i m \theta} e^{-i \omega t}\left\{\mathcal{D}_{r}^{\prime}(r)+\frac{i m}{r} \mathscr{D}_{\theta}(r)\right\} . \tag{5.7}
\end{equation*}
$$

Applying (5.5)-(5.7) to (5.1), we find the beam density

$$
\begin{align*}
r \tilde{n}(r \theta z t)= & \left\{r n(r)-[r n(r)]^{\prime} e^{i k z} e^{i m \theta} e^{-i \omega t} D_{r}(r)\right\}\left|\frac{\partial(r \varphi h)}{\partial(r \theta z)}\right| \\
= & r n(r)-e^{i k z} e^{i m \theta} e^{-i \omega t} \\
& \times\left\{\left[r n(r) D_{r}(r)\right]^{\prime}+i m n(r) \mathbb{T}_{0}(r)\right\} . \tag{5.8}
\end{align*}
$$

The perturbation in $n$ is hence of the form

$$
\begin{equation*}
n_{1}(r \theta z t)=e^{i k z} e^{i m \theta} e^{-i \omega t} \mathcal{N}(r) \tag{5.9}
\end{equation*}
$$

with
$\mathcal{N}^{\prime}(r)=-(1 / r)\left[r n(r) \mathscr{D}_{r}(r)\right]^{\prime}-(i m / r) n(r) D_{\theta}(r)$.
This result, that $n_{1}=-\boldsymbol{\nabla} \cdot(\mathbf{D} n)$, is certainly one that might have been guessed from conservation considerations. However, it is difficult to find any simpler proof of (5.10) than the one given here.

Using (4.17) and (4.18) in (5.10), we find

$$
\begin{align*}
\mathcal{N}(r)= & \frac{-i e v}{M \gamma \omega}\left\{-\frac{1}{r} \frac{d}{d r} \frac{r n(r)}{F(r)} \frac{d}{d r} \varepsilon(r)+\frac{m^{2}}{r^{2}} \frac{n(r)}{F(r)} \varepsilon(r)\right. \\
& \left.+\frac{2 m}{r[\Omega-m \alpha(r)]}\left(\frac{\alpha(r) n(r)}{F(r)}\right)^{\prime} \&(r)\right), \tag{5.11}
\end{align*}
$$

where $F(r)$ is the denominator in (4.17) and (4.18):

$$
\begin{equation*}
F(r) \equiv 4 \alpha^{2}(r)-[\Omega-m \alpha(r)]^{2}+r \alpha^{2^{2}}(r) \tag{5.12}
\end{equation*}
$$

It is convenient to use the static equilibrium condition (2.3) to express $n(r)$ in terms of $\alpha(r)$ :

$$
\begin{equation*}
\left(4 \pi e^{2} v^{2} / M \gamma c^{2}\right) r n(r)=\left[r^{2} \alpha^{2}(r)\right]^{\prime} \tag{5.13}
\end{equation*}
$$

This gives

$$
\begin{align*}
\mathcal{N}(r)=\frac{i c^{2}}{4 \pi e v \omega} & \left\{\frac{1}{r} \frac{d}{d r} r f_{+}(r) \frac{d}{d r} \mathcal{E}(r)\right. \\
& \left.-\frac{m^{2}}{r^{2}} f_{+}(r) \mathcal{E}(r)-g_{+}(r) \mathcal{E}(r)\right\}, \tag{5.14}
\end{align*}
$$

where

$$
\begin{align*}
f_{+}(r) \equiv & \frac{2 \alpha^{2}(r)+r \alpha^{2^{\prime}}(r)}{4 \alpha^{2}(r)-[\Omega-m \alpha(r)]^{2}+r \alpha^{2^{\prime}}(r)},  \tag{5.15}\\
g_{+}(r) \equiv & \frac{2 m}{r[\Omega-m \alpha(r)]} \\
& \times\left(\frac{\alpha(r)\left[2 \alpha^{2}(r)+r \alpha^{2}(r)\right]}{4 \alpha^{2}(r)-[\Omega-m \alpha(r)]^{2}+r \alpha^{2^{2}}(r)}\right)^{\prime} . \tag{5.16}
\end{align*}
$$

This answer is correct as it stands only in the unlikely event that all beam particles have the same sign for the rotational frequency $\alpha(r)$. It is much more realistic to suppose that clockwise and anticlockwise orbits are equally common (at each $r$ ), in which case the beam density perturbation $\mathcal{N}(r)$ must be averaged over the two signs of $\alpha(r)$. We then find

$$
\begin{align*}
\mathcal{N}(r)= & \frac{i c^{2}}{4 \pi e v \omega}\left\{\frac{1}{r} \frac{d}{d r} r f(r) \frac{d}{d r} \varepsilon(r)\right. \\
& \left.-\frac{m^{2}}{r^{2}} f(r) \mathcal{( r )}-g(r) \mathcal{E}(r)\right\}, \tag{5.17}
\end{align*}
$$

where

$$
\begin{align*}
& f(r)=\frac{1}{2}\left[f_{+}(r)+f_{\_}(r)\right] \\
& =\frac{\left[r \alpha^{2}(r)+2 \alpha^{2}(r)\right]\left[\left(4-m^{2}\right) \alpha^{2}(r)-\Omega^{2}+r \alpha^{\left.2^{2}(r)\right]}\right.}{\left[\left(4-m^{2}\right) \alpha^{2}(r)-\Omega^{2}+r \alpha^{2}(r)\right]^{2}-4 m^{2} \Omega^{2} \alpha^{2}(r)}, \\
&  \tag{5.18}\\
& \quad g(r)=\frac{1}{2}\left[g_{+}(r)+g_{-}(r)\right]=\frac{-4 \Omega^{2} m^{2}}{r\left[\Omega^{2}-m^{2} \alpha^{2}(r)\right]} \\
& \quad \times\left\{\frac{\alpha^{2}(r) f(r)}{\left.\left(4-m^{2}\right) \alpha^{2}(r)-\Omega^{2}+r \alpha^{2^{2}(r)}\right\}^{\prime}}\right.  \tag{5.19}\\
& \quad+\frac{2 m^{2} \alpha(r)}{r\left[\Omega^{2}-m^{2} \alpha^{2}(r)\right]}\{\alpha(r) f(r)\}^{\prime}
\end{align*}
$$

the functions $f_{-}(r)$ and $g_{-}(r)$ being given by replacing $\alpha(r)$ by $-\alpha(r)$ in (5.15) and (5.16). [It would also be possible to treat a "polarized" beam by using different weights for $f_{+}, g_{+}$and $f_{-}, g_{-}$in (5.18) and (5.19).]

## VI. FUNDAMENTAL EQUATIONS

Using (4.14) and (5.9) let us write the field equation (3.30) for $E_{1 z}$ as
$\frac{1}{r} \frac{d}{d r} r \frac{d}{d r} \varepsilon(r)-\frac{m^{2}}{r^{2}} \varepsilon(r)+q^{2} \varepsilon(r)=-4 \pi i e \omega \frac{v}{c^{2}} \mathcal{N}(r)$.
And (5.17) gives $\mathcal{N}(r)$ in terms of $\mathcal{E}(r)$, so the circle is closed, and we emerge with a second-order ordinary differential equation for $\mathcal{E}(r)$ :

$$
\begin{align*}
\frac{1}{r} \frac{d}{d r} r[1-f(r)] \frac{d}{d r} \mathcal{E}(r) & -\frac{m^{2}}{r^{2}}[1-f(r)] \&(r) \\
& +q^{2} \&(r)+g(r) \mathcal{E}(r)=0 . \tag{6.1}
\end{align*}
$$

For the reader's convenience, we repeat that $f(r)$ and $g(r)$ are functions describing the beam response to the field $\varepsilon$ :
$f(r)=\frac{\left[r \alpha^{2}(r)+2 \alpha^{2}(r)\right]\left[\left(4-m^{2}\right) \alpha^{2}(r)-\Omega^{2}+r \alpha^{2^{\prime}}(r)\right]}{\left[\left(4-m^{2}\right) \alpha^{2}(r)-\Omega^{2}+r \alpha^{2}(r)\right]^{2}-4 m^{2} \Omega^{2} \alpha^{2}(r)}$,

$$
\begin{align*}
& g(r)=\frac{-4 m^{2} \Omega^{2}}{r\left[\Omega^{2}-m^{2} \alpha^{2}(r)\right]}\left\{\frac{\alpha^{2}(r) f(r)}{\left(4-m^{2}\right) \alpha^{2}(r)-\Omega^{2}+r \alpha^{2^{2}}(r)}\right\}^{\prime}  \tag{5.18}\\
& +\frac{2 m^{2} \alpha(r)}{r\left[\Omega^{2}-m^{2} \alpha^{2}(r)\right]}\{\alpha(r) f(r)\}^{\prime}, \quad(5.19) \tag{5.19}
\end{align*}
$$

with $\alpha(r)$ the beam particle gyration frequency.

The solutions of (6.1) behave like $r^{-m}$ and $r^{+m}$ for $r \rightarrow 0$ (or, for $m=0$, like $\ln r$ and 1), and we must of course pick the solution that goes to $r^{|m|}$ for $r \rightarrow 0$. The boundary condition at the plasma channel radius $R$ is shown in Appendix A to be

$$
\begin{equation*}
\mathcal{E}^{\prime}(R) / \mathcal{E}(R)=-|m| / R . \tag{6.2}
\end{equation*}
$$

[For $R=\infty$ we just pick the solution that behaves like $H_{[m \mid}^{(1)}(q r)$ outside the beam.] The consistency of these requirements on the behavior of $\varepsilon(r)$ at $r=0$ and $r=R$ imposes a condition relating $q^{2}$ and $\Omega^{2}$, which of course is the dispersion relation we seek.

Inspection of Eq. (6.1) reveals that the dispersion relation has the form promised in Sec. I:

$$
\begin{equation*}
\Omega^{2}=\omega_{\beta}^{2} \lambda^{2}\left(q^{2} a^{2}\right) \tag{1.8}
\end{equation*}
$$

where $a$ is some characteristic beam radius and $\omega_{\beta}$ is a typical value of $\alpha(r)$. The circumstance that only $\Omega^{2}$ rather than $\Omega$ appears in the dispersion relation (which implies that there is always one growing and one decaying mode) arises because we average over the two directions of beam polarization in Eq. (5.17). For the same reason the dispersion relation depends only upon $m^{2}$ rather than $m$. Had we allowed unequal numbers of clockwise and anticlockwise beam particle orbits we should have found the dispersion relation to depend not only on $\Omega^{2}$ and $m^{2}$, but also on the relative sign of $\Omega$ and $m$; hence for each growing or decaying mode with $m>0$ there would be a decaying or growing mode with opposite $m$ and $\Omega$.

Since the dispersion relation does not depend on the sign of $m$, we save writing below by always taking $m$ positive, $m \geq 0$.

## VII. RIGID BEAM LIMIT

There is one special case where (6.1) can be solved exactly for arbitrary beam shape. With $\Omega=0, q=0$, and $m=1$ the functions $f(r)$ and $g(r)$ are given by (5.18), (5.19) as

$$
\begin{gather*}
f(r)=f_{0}(r) \equiv\left[r \alpha^{2^{\prime}}(r)+2 \alpha^{2}(r)\right] /\left[r \alpha^{2}(r)+3 \alpha^{2}(r)\right],  \tag{7.1}\\
g(r)=g_{0}(r) \equiv[-2 / r \alpha(r)]\left[\alpha(r) f_{0}(r)\right]^{\prime} \tag{7.2}
\end{gather*}
$$

It is straightforward to check that (6.1) is then satisfied exactly by

$$
\begin{equation*}
\mathcal{E}(r)=\varepsilon_{0}(r) \equiv A r \alpha^{2}(r) \quad(A \text { const }) \tag{7.3}
\end{equation*}
$$

Note that outside the beam (2.3) and (7.3) give $\delta(r) \propto 1 / r$, in agreement with the requirement that

$$
\varepsilon^{\prime}(R) / \varepsilon(R)=-1 / R .
$$

Also, (7.3) obeys the condition that for $r \rightarrow 0$

$$
\varepsilon(r) \propto r .
$$

The meaning of the solution (7.3) can be understood by referring back to the formulas (4.17) and (4.18)
for the beam displacement functions $\mathcal{D}_{n}(r)$. With $\Omega=0$ and $m=1$ they give

$$
\begin{gather*}
\mathfrak{D}_{r}(r)=\frac{- \text { iev }}{M \gamma \omega} \frac{\varepsilon^{\prime}(r)+(2 / r) \&(r)}{3 \alpha^{2}(r)+r \alpha^{2^{\prime}}(r)}  \tag{7.4}\\
\mathfrak{D}_{\theta}(r)=\frac{e v}{M \gamma \omega} \frac{2 \varepsilon^{\prime}(r)+\left[r^{-1}-\alpha^{2^{2}}(r) / \alpha^{2}(r)\right] \delta^{\prime}(r)}{3 \alpha^{2}(r)+r \alpha^{2^{\prime}}(r)} \tag{7.5}
\end{gather*}
$$

Using (7.3) we find

$$
\begin{align*}
& \mathscr{D}_{r}(r)=d,  \tag{7.6}\\
& \mathbb{D}_{\theta}(r)=i d, \tag{7.7}
\end{align*}
$$

where

$$
\begin{equation*}
d \equiv-i e v A /(M \gamma \omega) \tag{7.8}
\end{equation*}
$$

The Cartesian components of the beam particle displacements are then given by (7.6), (7.7), and (4.11) [with $\omega=k=0$ ] as

$$
\begin{align*}
D_{x}= & e^{i \alpha(r) t} e^{i \varphi}\left\{\mathcal{D}_{r}(r) \cos [\alpha(r) t+\varphi]\right. \\
& \left.+\mathfrak{D}_{\theta}(\theta) \sin [\alpha(r) t+\varphi]\right\} \\
= & d,  \tag{7.9}\\
D_{y}= & e^{i \alpha(r) t} e^{i \varphi}\left\{-\mathcal{D}_{r}(r) \sin [\alpha(r) t+\varphi]\right. \\
& \left.+\mathscr{D}_{\theta}(\theta) \cos [\alpha(r) t+\varphi]\right\} \\
= & i d . \tag{7.10}
\end{align*}
$$

We therefore conclude that this solution corresponds to the rigid displacement ${ }^{7}$ of the beam in the direction $(1,+i, 0)$. The mode $m=-1$ would correspond to displacement in the $(1,-i, 0)$ direction. Equation (7.8) just expresses the fact that the perturbed electric field vanishes like $\omega$ for $\omega \rightarrow 0$. [To be honest, the solution (7.3) was guessed by requiring that (7.4) and (7.5) give constants.]

Now that we have a zeroth-order solution we can do perturbation theory to obtain a relation between $\Omega^{2}$ and $q^{2}$ when both are small. Let the solution in this case be written

$$
\begin{equation*}
\varepsilon(r)=\varepsilon_{0}(r)+\Omega^{2} \epsilon(r)+\cdots \tag{7.11}
\end{equation*}
$$

and expand $f(r)$ and $g(r)$ in powers of $\Omega^{2}$

$$
\begin{align*}
& f(r)=f_{0}(r)+\Omega^{2} \Phi(r)+\cdots,  \tag{7.12}\\
& g(r)=g_{0}(r)+\Omega^{2} \Gamma(r)+\cdots, \tag{7.13}
\end{align*}
$$

where $f_{0}(r), g_{0}(r)$, and $\varepsilon_{0}(r)$ given by (7.1)-(7.3), and

$$
\begin{align*}
\Phi(r) & =\frac{\left[2 \alpha^{2}(r)+r \alpha^{2}(r)\right]\left[7 \alpha^{2}+r \alpha^{2^{2}}(r)\right]}{\left[3 \alpha^{2}(r)+r \alpha^{2}(r)\right]^{3}},  \tag{7.14}\\
\Gamma(r)= & \frac{4}{r \alpha^{2}(r)}\left[\frac{\alpha^{2}(r)\left[2 \alpha^{2}(r)+r \alpha^{2^{2}}(r)\right]}{\left[3 \alpha^{2}(r)+r \alpha^{2}(r)\right]^{2}}\right]^{\prime} \\
& -\frac{2}{r \alpha^{3}(r)}\left[\frac{\alpha(r)\left[2 \alpha^{2}(r)+r \alpha^{2}(r)\right]}{\left[3 \alpha^{2}(r)+r \alpha^{2}(r)[ \right.}\right]^{\prime}-\frac{2}{r \alpha(r)} \\
& \times\left[\frac{\alpha(r)\left[2 \alpha^{2}(r)+r \alpha^{2^{2}}(r)\right]\left[7 \alpha^{2}(r)+r \alpha^{2}(r)\right]}{\left[3 \alpha^{2}(r)+r \alpha^{2}(r)\right]^{3}}\right]^{\prime} \tag{7.15}
\end{align*}
$$

Keeping only terms of first order in $\Omega^{2}$ and $q_{2}$, the differential equation (6.1) gives

$$
\begin{array}{r}
\frac{1}{r} \frac{d}{d r} r\left[1-f_{0}(r)\right] \frac{d}{d r} \epsilon(r)-\frac{1}{r^{2}}\left[1-f_{0}(r)\right] \epsilon(r)+g_{0}(r) \epsilon(r) \\
=\frac{1}{r} \frac{d}{d r} r \Phi(r) \frac{d}{d r} \varepsilon_{0}(r)-\frac{1}{r^{2}} \Phi(r) \varepsilon_{0}(r) \\
-\Gamma(r) \varepsilon_{0}(r)-\left(\frac{q^{2}}{\Omega^{2}}\right) \varepsilon_{0}(r) \tag{7.16}
\end{array}
$$

Multiply by $r \varepsilon_{0}(r)$, and integrate from $r=0$ to the plasma channel radius $R$. Since $\mathcal{E}_{0}(r)$ obeys the zerothorder equation we find

$$
\begin{aligned}
\int_{0}^{R} r \varepsilon_{0}(r)\left(\frac{1}{r} \frac{d}{d r}\right. & \left.r \Phi(r) \frac{d}{d r}-\frac{1}{r^{2}} \Phi(r)-\Gamma(r)-\left(\frac{q^{2}}{\Omega^{2}}\right)\right\} \varepsilon_{0}(r) \\
= & \int_{0}^{R}\left\{\varepsilon_{0}(r) \frac{d}{d r}\left[1-f_{0}(r)\right] \frac{d}{d r} \epsilon(r)\right. \\
& \left.-\epsilon(r) \frac{d}{d r}\left[1-f_{0}(r)\right] \frac{d}{d r} \varepsilon_{0}(r)\right\} d r \\
= & {\left[1-f_{0}(R)\right]\left\{\varepsilon_{0}(R) \epsilon^{\prime}(R)-\epsilon(R) \varepsilon_{0}^{\prime}(R)\right\} . }
\end{aligned}
$$

The right side vanishes because $\delta(r)$ is subject to the boundary condition

$$
\begin{aligned}
-\frac{1}{R} & =\frac{\varepsilon_{0}^{\prime}(R)+\Omega^{2} \epsilon^{\prime}(R)}{\varepsilon_{0}(R)+\Omega^{2} \epsilon(R)} \\
& \cong-\frac{1}{R}+\frac{\Omega^{2}}{\varepsilon_{0}^{2}(r)}\left[\epsilon^{\prime}(R) \varepsilon_{0}(R)-\epsilon(R) \mathcal{E}_{0}^{\prime}(R)\right] .
\end{aligned}
$$

The dispersion relation thus becomes very simple

$$
\begin{equation*}
\Omega^{2}=-q^{2} U^{2} \tag{7.17}
\end{equation*}
$$

where $U^{2}$ is a real constant defined by

$$
\begin{equation*}
U^{2}=\frac{\int_{0}^{R} \mathcal{E}_{0}^{2}(r) r d r}{\int_{0}^{R}\left[\mathcal{E}_{0}^{2}(r) \Phi(r)+r^{-2} \varepsilon_{0}^{2}(r) \Phi(r)+\Gamma(r) \varepsilon_{0}^{2}(r)\right] r d r} \tag{7.18}
\end{equation*}
$$

We have done an integration by parts, using the fact that $\Phi(r)$ vanishes outside the beam.

The integral of $\Gamma \varepsilon_{0}^{2} r$ can be re-expressed using integration by parts as

$$
\begin{aligned}
& \int_{0}^{R} \Gamma(r) \varepsilon_{0}^{2}(r) r d r=A^{2} \int_{0}^{R} r d r \\
& \qquad \begin{array}{l}
{\left[2 \alpha^{2}(r)+r \alpha^{2^{2}}(r)\right]\left[40 \alpha^{6}(r)+38 r \alpha^{4}(r) \alpha^{2^{2}}(r)\right.} \\
+9 r^{2} \alpha^{2}(r) \alpha^{\left.2^{\prime}(r)^{2}+r^{3} \alpha^{2^{\prime}}(r)^{3}\right]}
\end{array}
\end{aligned}
$$

The other terms in the denominator give

$$
\begin{aligned}
& \int_{0}^{R} \Phi(r)\left\{\varepsilon_{0}^{\prime 2}(r)+r^{-2} \varepsilon_{0}^{2}(r)\right\} r d r=A^{2} \int_{0}^{R} r d r \\
& {\left[\begin{array}{l}
{\left[\alpha^{2}(r)+r \alpha^{2}(r)\right]\left[14 \alpha^{6}(r)+16 r \alpha^{4}(r) \alpha^{2}(r)\right.} \\
\times \frac{\left.+9 r^{2} \alpha^{2}(r) \alpha^{2}(r)^{2}+r^{3} \alpha^{2}(r)^{3}\right]}{\left[3 \alpha^{2}(r)+r \alpha^{2}(r)\right]^{3}}
\end{array}\right.}
\end{aligned}
$$

A marvelous cancellation gives at last

$$
\begin{equation*}
U^{2}=\frac{1}{2} \int_{0}^{R} \alpha^{4}(r) r^{3} d r / \int_{0}^{R}\left[r^{2} \alpha^{2}(r)\right]^{\prime} d r . \tag{7.19}
\end{equation*}
$$

This can be rewritten in a more useful form by using the fact that outside the beam

$$
\begin{equation*}
\alpha^{2}(r)=u^{2} / r^{2} \text { (outside) } \tag{7.20}
\end{equation*}
$$

where

$$
\begin{equation*}
u^{2} \equiv \frac{4 \pi e^{2} v^{2}}{M \gamma c^{2}} \int_{0}^{\infty} r n(r) d r \tag{7.21}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
& \int_{0}^{R}\left[r^{2} \alpha^{2}(r)\right]^{\prime} d r=u^{2}, \\
& \int_{0}^{R} \alpha^{4}(r) r^{3} d r=u^{2} \ln R-\int_{0}^{R} \ln r d\left(\alpha^{4} r^{4}\right) .
\end{aligned}
$$

The last integral is actually $R$-independent since $d\left(r^{4} \alpha^{4}\right)$ vanishes outside the beam. We can thus define a characteristic beam radius $r_{c}$ by

$$
\begin{equation*}
u^{4} \ln r_{c} \equiv \int_{0}^{\infty} \ln r d\left(r^{4} \alpha^{4}\right), \tag{7.22}
\end{equation*}
$$

so (7.19) becomes

$$
\begin{equation*}
U^{2}=\frac{1}{2} u^{2} \ln \left(R / r_{c}\right) \tag{7.23}
\end{equation*}
$$

and the dispersion relation (7.17) reads

$$
\begin{equation*}
\Omega^{2}=-\frac{1}{2} q^{2} u^{2} \ln \left(R / r_{c}\right) . \tag{7.24}
\end{equation*}
$$

This is in complete agreement with the results of Ref. 4 [Eqs. (8.12) and (8.15)] if we note that the quantities called $\omega_{\beta}^{2} a^{2}$ and $2 r_{0} / C$ in Ref. 4 are identical with the $u^{2}$ and $r_{c}$ introduced here. In Ref. 4 we assumed that the beam moves rigidly, and we are not surprised to see that this indeed gives the correct dispersion relation for small $\Omega$ and $q$, but is reassuring to have this result proved. Also, we are encouraged by this example to have faith in the rather complicated formulas (5.18), (5.19) for the coefficients in our fundamental equation (6.1).

## VIII. UNIFORM BEAM: GENERAL DISPERSION RELATION

In order to get quantitative results in more general cases than discussed in the last section, it is necessary to choose the beam shape so as to simplify the function $f(r)$ and $g(r)$ as much as possible. The simplest choice is the uniform beam

$$
n(r)=\left\{\begin{array}{ll}
n & \text { for } \quad r<a  \tag{8.1}\\
0
\end{array} \quad \begin{array}{l}
r>a .
\end{array}\right.
$$

Then (2.3) gives the rotation frequency $\alpha(r)$ as

$$
\alpha^{2}(r)=\left\{\begin{array}{lll}
\omega_{\beta}^{2} & \text { for } & r<a,  \tag{8.2}\\
\omega_{\beta}^{2} a^{2} / r^{2} & & r>a,
\end{array}\right.
$$

where $\omega_{\beta}^{2}$ is the betatron frequency

$$
\begin{equation*}
\omega_{\beta}^{2}=2 \pi n e^{2} v^{2} / M \gamma c^{2} . \tag{8.3}
\end{equation*}
$$

The functions $f(r)$ and $g(r)$ defined by Eqs. (5.18) and (5.19) are therefore

$$
f(r)=\left\{\begin{array}{ccc}
1-\eta^{2} & \text { for } \quad \begin{array}{l}
r<a \\
0
\end{array} \quad \begin{array}{l}
r>a
\end{array}, ~ \tag{8.4}
\end{array}\right.
$$

and

$$
\begin{equation*}
g(r)=-\xi^{2} \delta(r-a) / a, \tag{8.5}
\end{equation*}
$$

where

$$
\begin{align*}
& \eta^{2} \equiv 1-\frac{2\left(4-m^{2}-\lambda^{2}\right)}{\left(4-m^{2}-\lambda^{2}\right)^{2}-4 m^{2} \lambda^{2}},  \tag{8.6}\\
& \xi^{2} \equiv \frac{2 m^{2}\left(1-\eta^{2}\right)}{\lambda^{2}-m^{2}}\left(1-\frac{2 \lambda^{2}}{4-m^{2}-\lambda^{2}}\right), \tag{8.7}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\lambda}^{2} \equiv \Omega^{2} / \omega_{\beta}^{2} \tag{8.8}
\end{equation*}
$$

Inspection of Eq. (6.1) and its boundary conditions tells us immediately that the electric field here is

$$
\mathcal{E}(r) \propto\left\{\begin{array}{lll}
J_{m}(q r / \eta), & \text { for } & r<a,  \tag{8.9}\\
H_{m}^{(1)}(q r)-\alpha_{m}(q R) J_{m}(q r), & & r>a .
\end{array}\right.
$$

The coefficient $\alpha_{m}$ is determined by the properties of the plasma channel; if the channel is infinite then $\alpha_{m}$ is zero, while for a finite uniform plasma channel with radius $R$ we show in Appendix A that

$$
\begin{equation*}
\alpha_{m}(q R)=H_{m-1}^{(1)}(q R) / J_{m-1}(q R) \text { for } m>0 \tag{8.10}
\end{equation*}
$$

or for $m=0$

$$
\alpha_{0}(q R)=H_{1}^{(1)}(q R) / J_{1}(q R) .
$$

Also, $q$ is the root of $q^{2}=4 \pi i \sigma \omega / c^{2}$ with positive imaginary part.

Our dispersion relation comes from the equations connecting the solutions for $r<a$ and $r>a$. We note first that $\mathcal{E}(r)$ must be continuous at $r=a$ because it is the tangential component of an electric field. The jump condition on $\varepsilon^{\prime}(r)$ is given by integrating (6.1) from $r=a-\epsilon$ to $r=a+\epsilon$;

$$
\mathcal{E}^{\prime}(a+\epsilon)-\eta^{2} \varepsilon^{\prime}(a-\epsilon)-\xi^{2} \mathcal{E}(a) / a=0
$$

or

$$
\begin{equation*}
\eta^{2}\left(\mathcal{E}^{\prime} / \varepsilon_{a-\epsilon}+\xi^{2} / a=\left(\mathcal{E}^{\prime} / \mathcal{E}_{a+\epsilon} .\right.\right. \tag{8.11}
\end{equation*}
$$

Imposing this condition on (8.9) yields the dispersion relation

$$
\begin{equation*}
\eta\left(\frac{J_{m}^{\prime}(q a / \eta)}{J_{m}(q a / \eta)}\right)+\frac{\xi^{2}}{q a}=\frac{H_{m}^{(1)}(q a)-\alpha_{m}(q R) J_{m}^{\prime}(q a)}{H_{m}^{(1)}(q a)-\alpha_{m}(q R) J_{m}(q a)} . \tag{8.12}
\end{equation*}
$$

We remind the reader that $\xi^{2}$ and $\eta^{2}$ are given in terms of $\Omega^{2}$ by (8.6)-(8.8), and $\alpha_{m}(q R)$ is given by (8.10).

## IX. UNIFORM BEAM: CATALOG OF MODES

The uniform-beam dispersion relation (8.12) is analyzed in detail in Appendix B; this section gives only the results.

We find that for each $m$ the modes may be conveniently classified into two infinite sequences, which we call the $A_{m n}$ and $B_{m n}$ modes, and two individual modes called $C_{m}$ and $D_{m}$. The only exceptions are that the $A$ modes are missing for $m=2$, the $B$ modes are missing for $m=0$, the $C$ mode is missing for $m=0$ and $m=2$, and the $D$ mode is missing for $m=1$. That is, the only modes with $m \leqq 2$ are

$$
A_{0 n}, A_{1 n}, B_{1 n}, C_{1}, B_{2 n}, D_{2}
$$

but all modes of types $A, B, C$, and $D$ are present for $m \geqq 3$. By "mode" here we mean a value of $\Omega^{2}$; for each such "mode" there are of course two roots for $\Omega$, one growing and one decaying, or both oscillating. The "hose" mode is $C_{1}$.

$$
A_{m n}(m \neq 2)
$$

For $|q a| \ll 1$ we find

$$
\begin{align*}
\frac{\Omega^{2}}{\omega_{\beta}^{2}} \rightarrow 3 & +m^{2}-\left(12 m^{2}+1\right)^{\frac{1}{2}} \\
& -q^{2} a^{2}\left(1-\frac{2 m^{2}-1}{\left(12 m^{2}+1\right)^{\frac{1}{2}}}\right) / j_{m n}^{2}+\cdots \tag{9.1}
\end{align*}
$$

with $j_{m n}$ the $n$th positive zero of $J_{m}(x)$. The only exception is for $m=0$, where

$$
\begin{equation*}
\Omega^{2} / \omega_{\beta}^{2} \rightarrow 2-2 q^{2} a^{2} / y_{n}^{2}+\cdots \tag{9.2}
\end{equation*}
$$

where $y_{n}$ is the $n$th root of the equation

$$
\begin{equation*}
J_{0}^{\prime}(y) / y J_{0}(y)=\frac{1}{2}\left[(R / a)^{2}-1\right] \tag{9.3}
\end{equation*}
$$

For $|q a| \gg 1$ we find

$$
\begin{equation*}
\Omega^{2} / \omega_{\beta}^{2}=\left[m-2-j_{m-1, n+1}^{2} / 4 q^{2} a^{2}+\cdots\right]^{2} \tag{9.4}
\end{equation*}
$$

The $1 / q^{2} a^{2}$ term in (9.4) is correct only for $m \geqq 3$; for $m=0$ and $m=1$, we have instead

$$
\begin{array}{ll}
A_{0 n}: & \Omega^{2} / \omega_{\beta}^{2}=\left[2+j_{1, n}^{2} / 2 q^{2} a^{2}+\cdots\right]^{2} \\
A_{1 n}: & \Omega^{2} / \omega_{\beta}^{2}=\left[1+x_{n+1}^{2} / 4 q^{2} a^{2}+\cdots\right]^{2} \tag{9.6}
\end{array}
$$

with $x_{n}$ the $n$th root of the equation

$$
\begin{equation*}
x J_{1}^{\prime}(x)=-3 J_{1}(x) \tag{9.7}
\end{equation*}
$$

The first three roots are

$$
x_{1}=2.95, \quad x_{2}=5.84, \quad x_{3}=8.87
$$

$B_{m n}(m \neq 0)$
For $|q a| \ll 1$ we find

$$
\begin{align*}
\frac{\Omega^{2}}{\omega_{\beta}^{2}}= & 3+m^{2}+\left(12 m^{2}+1\right)^{\frac{1}{2}} \\
& -q^{2} a^{2}\left(1+\frac{2 m^{2}-1}{\left(12 m^{2}+1\right)^{\frac{1}{2}}}\right) / j_{m n}^{2}+\cdots \tag{9.8}
\end{align*}
$$

For $|q a| \gg 1$ we find

$$
\begin{equation*}
\Omega^{2} / \omega_{\beta}^{2}=\left[m+2+j_{m+1, n}^{2} / 4 q^{2} a^{2}+\cdots\right]^{2} \tag{9.9}
\end{equation*}
$$

There are no exceptions.

## $C_{m}(m \neq 0,2)$

For $|q a| \ll 1$ we find

$$
\begin{equation*}
\Omega^{2} / \omega_{\beta}^{2} \rightarrow m^{2}-2 m+\frac{3}{2}-\left(2 m^{2}-4 m+\frac{9}{4}\right)^{\frac{1}{2}} \tag{9.10}
\end{equation*}
$$

The next terms are of order $q^{2}$, but it is difficult to give a general formula for their coefficients. We have done the calculation to order $q^{4}$ for $m=1$ and $q^{2}$ for $m=3$, and we find that, for $|q a| \ll 1$ and $|q R| \ll 1$,

$$
\begin{aligned}
C_{1}: \frac{\Omega^{2}}{\omega_{\beta}^{2}} \rightarrow & -\frac{1}{2} q^{2} a^{2}\left(\ln \frac{R}{a}+\frac{1}{4}\right) \\
& -\frac{1}{4} q^{4} a^{4}\left(\ln \frac{R}{a}-\frac{3}{8}\right)-\frac{1}{8} q^{4} a^{2} R^{2}+\cdots
\end{aligned}
$$

$$
\begin{align*}
C_{3}: \frac{\Omega^{2}}{\omega_{\beta}^{2}} \rightarrow \frac{1}{2}[9 & \left.-(33)^{\frac{1}{2}}\right]  \tag{9.11}\\
& +\left(\frac{17}{90}-\frac{3}{40}\left[\frac{a}{R}\right]^{2}\right) q^{2} a^{2}+\cdots \tag{9.12}
\end{align*}
$$

For $|q a| \gg 1$ the $C$ mode is very much like the $A$ mode:

$$
\begin{equation*}
\Omega^{2} / \omega_{\beta}^{2} \rightarrow\left[m-2-\left(\chi_{m}^{c}\right)^{2} / 4 q^{2} a^{2}+\cdots\right]^{2} \tag{9.13}
\end{equation*}
$$

where $\chi_{1}^{c}$ is the first root of Eq. (9.7)

$$
\chi_{1}^{c}=x_{1}=2.95 \quad(m=1)
$$

and $\chi_{m}^{c}$ for $m \geq 3$ is the first zero of $J_{m-1}(x)$

$$
\chi_{m}^{c}=j_{m-1,1} \quad(m \geq 3)
$$

The vanishing of (9.11) for $q=0$ identifies $C_{1}$ as the hose mode. Equation (9.11) may be compared with the results of the rigid-beam calculations made in earlier work. We found in Ref. 4 that

$$
\begin{align*}
\Omega^{2} / \omega_{\beta}^{2}=1-i \pi J_{1}(q a) & \left\{H_{1}^{(1)}(q a)\right. \\
& \left.-\left[H_{0}^{(1)}(q R) / J_{0}(q R)\right] J_{1}(q a)\right\} \tag{9.14}
\end{align*}
$$

and to order $q^{4}$ this gives

$$
\begin{align*}
\frac{\Omega^{2}}{\omega_{\beta}^{2}}= & -\frac{1}{2} q^{2} a^{2}\left(\ln \frac{R}{a}+\frac{1}{4}\right)-\frac{1}{18} q^{4} a^{4}\left(\ln \frac{R}{a}+4\right) \\
& +q^{4} a^{2} R^{2}\left(\ln \frac{R}{a}+\frac{5}{8}\right)-\frac{1}{32} q^{4} R^{4} \quad \text { (rigid) } \tag{9.15}
\end{align*}
$$

Note that (9.15) agrees with the correct result (9.11) to order $q^{2}$, as it must according to the general theorem of Sec. 7. [Equations (7.21) and (7.22) here give $u^{2}=\omega_{\beta}^{2} a^{2}$ and $r_{c}=a e^{-\frac{1}{4}}$.] However, (9.11) and (9.15) begin to differ in the $q^{4}$ terms, which is not surprising
since there is no reason why the rigid-beam result (9.14) should give more than the $q^{2}$ terms correctly.

If $R$ is very much greater than $a$, it is possible to have $|q a| \ll 1$ but $|q R| \gg 1$. In this case the correct (or the rigid beam) hose dispersion relation is given by (9.11) [or (9.15)] with $q^{4} a^{2} R^{2}$ (and $q^{4} R^{4}$ ) terms dropped, and with the replacement

$$
\begin{equation*}
\ln R / a \rightarrow \ln \left(-\frac{1}{2} i q a\right)+0.577 . \tag{9.16}
\end{equation*}
$$

It is expected that similar rules work in all other $C$ and $D$ modes.

$$
D_{m}(m \neq 0,1)
$$

For $|q a| \ll 1$ we find

$$
\begin{equation*}
\Omega^{2} / \omega_{\beta}^{2} \rightarrow m^{2}-2 m+\frac{3}{2}+\left(2 m^{2}-4 m+\frac{9}{4}\right)^{\frac{1}{2}} . \tag{9.17}
\end{equation*}
$$

The next terms are of order $q^{2}$ but (as in the $C_{m}$ modes) rather difficult to calculate in general. We have done the work only for $m \leqq 3$; for $|q a| \ll 1$ and $|q R| \ll 1$ we find:

$$
\begin{align*}
D_{2}: & \Omega^{2} / \omega_{\beta}^{2} \rightarrow 3-\left(\frac{1}{6}-\frac{1}{8}[a / R]^{2}\right) q^{2} a^{2}+\cdots,  \tag{9.18}\\
D_{3}: & \Omega^{2} / \omega_{\beta}^{2} \rightarrow \frac{1}{2}\left[9+(33)^{\frac{1}{2}}\right] \\
& -\left(\frac{17}{90}-\frac{3}{40}[a / R]^{2}\right) q^{2} a^{2}+\cdots, \tag{9.19}
\end{align*}
$$

For $|q a| \gg 1$ we find a behavior quite different from that of the $A, B$, and $C$ modes:

$$
\begin{align*}
D_{m}: \quad \Omega^{2} / \omega_{\beta}^{2} & \rightarrow m^{2}\left\{1+\frac{1}{i q a}\right. \\
& \left.\times\left[1+\left(\frac{3 m^{2}-2}{4\left(m^{2}-1\right)}\right)^{\frac{1}{2}}\right]^{-1}+\cdots\right\} \tag{9.20}
\end{align*}
$$

There are no exceptions to Eq. (9.20).
It is important to note that in all modes $\Omega^{2} / \omega_{\beta}^{2}$ approaches a positive-definite constant $\lambda_{0}^{2}$ or $\lambda_{\infty}^{2}$ for $q^{2} \rightarrow 0$ or $q^{2} \rightarrow \infty$, the only exception being that $\lambda_{0}^{2}=0$ in the hose mode. Hence all modes are stable for very small or very large $\omega$, oscillating at the frequencies $\pm \lambda_{0} \omega_{\beta}$ or $\pm \lambda_{\infty} \omega_{\beta}$. Our formulas for the
behavior of $\Omega^{2} / \omega_{\beta}^{2}$ as $\omega$ approaches zero or infinity show that $\Omega^{2}$ is generally complex for finite real $\omega$ (finite imaginary $q^{2}$ ) so that in all modes there is one growing root with maximum growth at some finite $\omega$; a method for estimating this maximum is presented in Sec. XII.

The stable oscillation frequencies for $\omega \rightarrow \infty$ have a simple physical interpretation. For $\left|q a^{\prime}\right| \gg 1$ we found the limiting behavior

$$
\frac{\Omega}{\omega_{\beta}} \rightarrow \begin{cases} \pm(m-2) & A_{m n} \\ \pm(m+2) & B_{m n} \\ \pm(m-2) & C_{m} \\ \pm m & D_{m}\end{cases}
$$

A close look at Appendix B and Sec. IV shows that it is only the beam particles with gyration frequency $\pm \omega_{\beta}$ (rather than $\mp \omega_{\beta}$ ) that oscillate with these frequencies. According to Sec. IV such particles suffer a displacement proportional to

$$
\begin{aligned}
\exp \left(-i\left[\Omega \mp m \omega_{\beta}\right] t\right) & \propto \exp \left( \pm i\left[\frac{\Omega}{\omega_{\beta}} \mp m\right] \theta\right) \\
& \rightarrow \begin{cases}e^{-2 i \theta} & \left(A_{m n}\right) \\
e^{2 i \theta} & \left(B_{m n}\right) \\
e^{-2 i \theta} & \left(C_{m}\right) \\
e^{0} & \left(D_{m}\right)\end{cases}
\end{aligned}
$$

Thus the perturbed orbit is a slightly eccentric ellipse in modes $A, B$, and $C$ and a slightly enlarged or diminished circle in mode $D$. This is very reasonable because for $|q a| \gg 1$ the electromagnetic fields are essentially frozen in place by the plasma conductivity, so the beam particle orbits can be independently perturbed into ellipses or circles of different radius. Tables I-III and Figs. 1-5 summarize our conclusions in numerical form for $m=0,1,2$, and 3 , and for $m \gg 1$.

Table I. Catalog of modes for the uniform beam. The behavior of $\Omega$ for $q \rightarrow 0(\omega \rightarrow 0)$ is given by $\Omega^{2} / \omega_{\beta}^{2} \rightarrow \lambda_{0}^{2}-q^{2} a^{2} \lambda_{1}^{2}+\cdots$. Also, for $q \rightarrow \infty(\omega \rightarrow \infty), \Omega^{2} / \omega_{\beta}^{2} \rightarrow \lambda_{\infty}^{2}$. Note the relatively small changes in $\Omega^{2}$ between these two limits.

| Mode | $\lambda_{0}^{2}$ | $\lambda_{1}^{2}$ | $\lambda_{\infty}^{2}$ |
| :---: | :---: | :---: | :---: |
| $m=0: A_{0 n}$ | 2 | $0.344(n=1), 0.066(n=2), \cdots$ | 4 |
| $m=1: A_{1 n}$ | 0.39 | $0.049(n=1), 0.015(n=2), \cdots$ | 1 |
| $B_{1 n}$ | 7.61 | $0.086(n=1), 0.026(n=2), \cdots$ | 9 |
| Hose $\rightarrow C_{1}$ | 0 | $0.125+\frac{1}{2} \ln R / a$ | 1 |
| $m=2: B_{2 n}$ | 14 | $0.076(n=1), 0.028(n=2), \cdots$ | 16 |
| $D_{2}$ | 3 | $0.167-0.125 a^{2} / R^{2}$ | 4 |
| $m=3: A_{3 n}$ | 1.55 | $-0.015(n=1),-0.0065(n=2), \cdots$ | 1 |
| $B_{3 n}$ | 22.45 | $0.065(n=1), 0.028(n=2), \cdots$ | 25 |
| $C_{8}$ | 1.63 | $-0.188+0.075 a^{2} / R^{2}$ | 1 |
| $D_{3}$ | 7.38 | $0.083-0.34 a^{2} / R^{2}$ | 9 |
| $m>1: A_{m n}$ | $(m-1.732)^{2}$ |  | $(m-2)^{2}$ |
| $B_{m n}$ | $(m+1.732)^{2}$ |  | $(m+2)^{2}$ |
| $C_{m}$ | $(m-1.707)^{2}$ |  | $(m-2)^{2}$ |
| $D_{m}$ | $(m-0.293)^{2}$ |  | $m^{2}$ |



Fig. 1. Growth rate vs frequency for the $A_{01}$ and $A_{02}$ (sausage) modes computed (Ref. 8) for an uniform beam, with $R=2 a$.

## X. CONTINUOUS SPECTRUM

We now return to the case of a general beam shape. It is assumed that the beam density $n(r)$ drops smoothly and monotonically from a value $n(0)$ at the beam axis to $n(a)=0$ at a radius $r=a$. A catalog of modes is compiled in the next section, but first we must discuss a type of mode qualitatively different from any found for the uniform beam.

Suppose $\Omega^{2}$ is such that $f(r)$ becomes unity at some radius $r_{0}$, with

$$
\begin{equation*}
1-f\left(r_{0}\right) \rightarrow\left(r-r_{0}\right) / b \text { for } r \rightarrow r_{0} \tag{10.1}
\end{equation*}
$$

the length $b$ as well as $r_{0}$ depending on $\Omega^{2}$ in a fairly complicated way. For $\left|r-r_{0}\right| \ll b$ the differential

Table II. Uniform beam modes at high frequency. For $q \rightarrow \infty$ $(\omega \rightarrow \infty)$ the behavior of the $A, B$, and $C$ modes is $\Omega^{2} / \omega_{\beta}^{2} \rightarrow$ $\left[\lambda_{\infty}-\chi^{2} / 4 q^{2} a^{2}+\cdots\right]^{2}$. In the $D$ modes we have instead $\Omega^{2} / \omega_{\beta}^{2} \rightarrow\left[\lambda_{\infty}+\chi / 2 i q a+\cdots\right]^{2}$. The number of $e$ foldings in free growth at a fixed distance $\mu$ behind the head of the beam is, for the $A, B$, and $C$ modes: $\#=\left[\chi^{2} c^{2} \omega_{\beta} \mu z / 8 \pi \sigma a^{2} v^{2}\right]^{\frac{1}{2}}$ and for the $D$ modes $\#=\frac{3}{8} \sqrt{3}\left[\chi^{2} c^{2} \omega_{\beta}^{2} \mu z^{2} / \pi \sigma a^{2} v^{3}\right]^{\frac{1}{3}}$.

| Mode | $\lambda_{\infty}$ | $x$ |
| :---: | :---: | :--- |
| $m=0: A_{0 n}$ | -2 | $5.42(n=1), 9.90(n=2), \cdots$ |
| $m=1: A_{1 n}$ | -1 | $5.84(n=1), 8.87(n=2), \cdots$ |
| $B_{1 n}$ | -3 | $5.14(n=1), 8.42(n=2), \cdots$ |
| Hose $C_{1}$ | -1 | 2.95 |
| $m=2: B_{2 n}$ | -4 | $6.38(n=1), 9.76(n=2), \cdots$ |
| $D_{2}$ | +2 | 1.05 |
| $m=3: A_{3 n}$ | +1 | $8.42(n=1), 11.62(n=2), \cdots$ |
| $B_{3 n}$ | -5 | $7.59(n=1), 11.06(n=2), \cdots$ |
| $C_{3}$ | +1 | 5.14 |
| $D_{3}$ | +3 | 1.59 |



Fig. 2. Growth rate vs frequency for the $A_{11}, A_{12}, B_{11}, B_{12}$ modes, computed (Ref. 8) for an uniform beam, with $R=2 a$.
equation (6.1) becomes essentially

$$
\begin{gather*}
(d / d r)\left(r-r_{0}\right)(d £ / d r)-\kappa \mathcal{E}=0,  \tag{10.2}\\
\kappa=-b\left[q^{2}+g\left(r_{0}\right)\right] . \tag{10.3}
\end{gather*}
$$

Hence we may define two solutions of Eq. (6.1), which
Table III. Parameters for fastest forced growth. The growth rate $\operatorname{Im} \Omega$ reaches a maximum value equal to $(\operatorname{Im} \lambda)_{M} \omega_{\beta}$ when the real frequency $\omega$ takes the value $c^{2} Y_{\mu} / 4 \pi \sigma a^{2}$. The first two columns were computed ${ }^{8}$ directly from the "exact" uniform beam dispersion relation (8.12) for $R=2 a$. The last column gives $\lambda_{M}$ as estimated by a method mentioned in Sec. XII; apparently this method gives values about $15 \%$ too high.

| Mode |  | $Y_{M}$ | $(\operatorname{Im} \lambda)_{M}$ | $(\operatorname{Im} \lambda)_{M}^{\text {est }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $m=0: A_{01}$ |  | 7 | 0.225 | 0.29 |
| $A_{02}$ |  | 35 | 0.255 | 0.29 |
| $m=1: \begin{aligned} & A_{11} \\ & A_{12} \end{aligned}$ |  | 14 | 0.165 | 0.19 |
|  |  | 30 | 0.167 | 0.19 |
| $\begin{aligned} & B_{11} \\ & B_{12} \end{aligned}$ |  | 20 | 0.10 | 0.12 |
|  |  | 62 | 0.11 | 0.12 |
| $R^{2} / a^{2}=1.25$ |  | 2.1 | 0.293 |  |
| Hose $\rightarrow C_{1}$ | 1.5 | 2.0 | 0.310 |  |
|  | 2 | 1.6 | 0.318 | 0.35 |
|  | 4 | 0.85 | 0.297 |  |
|  | - 8 | 0.55 | 0.260 |  |
| $m=2: B_{21}$ |  | 30 | 0.11 | 0.13 |
|  |  | 78 | 0.12 | 0.13 |
| $m=3: \begin{gathered} D_{2} \\ : A_{3 n} \end{gathered}$ |  | 6 | 0.09 | 0.13 |
|  |  |  |  | 0.12 |
| $B_{3 n}$ |  |  |  | 0.13 |
| $\mathrm{C}_{3}$ |  | 17 | 0.11 | 0.14 |
| $D_{3}$ |  | 15 | 0.097 | 0.14 |
| $m \gg 1: A_{m n}$ |  |  |  | 0.134 |
| $\boldsymbol{B}_{m n}$ |  |  |  | 0.134 |
| $C_{m}$ |  |  |  | 0.146 |
| $D_{m}$ |  |  |  | 0.146 |



Fig. 3. Growth rate vs frequency for the $C_{1}$ (hose) mode, computed (Ref. 8) for an uniform beam, with $R=2 a$. The dashed curve shows the corresponding approximate result, based on the simple formula ( 12.25 ), choosing $\omega_{0}$ to give $\Omega(\omega)$ the correct behavior as $\omega \rightarrow 0$. (A different choice of $\omega_{0}$ would simply displace the dashed curve along the $\omega$ axis.)
near $r_{0}$ have the behavior

$$
\begin{align*}
\mathcal{E}_{\mathrm{I}} \rightarrow & I_{0}\left\{\left[\kappa\left(r-r_{0}\right)\right)^{\frac{1}{2}}\right\} \rightarrow 1+\frac{1}{4} \kappa\left(r-r_{0}\right)+\cdots, \quad(10.4  \tag{10.4}\\
\mathcal{E}_{\mathrm{II}} \rightarrow & K_{0}\left\{\left[\kappa\left(r-r_{0}\right)\right]^{\frac{1}{2}}\right\} \\
& \rightarrow-\frac{1}{2}\left[1+\frac{1}{4} \kappa\left(r-r_{0}\right)+\cdots\right] \ln \left[\frac{1}{2} C^{2} \kappa\left(r-r_{0}\right)\right] \\
& \quad+\frac{1}{4} \kappa\left(r-r_{0}\right)+\cdots .
\end{align*}
$$

Ordinarily we would have to avoid the logarithmic singularity at $r_{0}$, and take $\delta=\varepsilon_{1}$. The requirement that this solution also behave nicely when continued to $r=0$ and $r=R$ imposes two conditions on $\Omega^{2}$,


Fig. 4. Growth rate vs frequency for the $B_{21}$ and $B_{22}$ modes, computed (Ref. 8) for an uniform beam, with $R=2 a$.
which we do not expect to be satisfied by any choice of the single function $\Omega^{2}\left(q^{2}\right)$.

However there is a less obvious kind of instability. Suppose that the solution of Eq. (6.1) regular at $r=0$ is

$$
\begin{equation*}
\varepsilon(r) \propto \varepsilon_{\mathrm{II}}(r)+\beta_{-} \varepsilon_{\mathrm{I}}(r), \quad r<r_{0} \tag{10.6}
\end{equation*}
$$

while the solution of Eq. (6.1) which behaves properly at $r=R$ is

$$
\begin{equation*}
\varepsilon(r) \propto \varepsilon_{\mathrm{II}}(r)+\beta_{+} \varepsilon_{\mathrm{I}}(r), \cdot r>r_{0} \tag{10.7}
\end{equation*}
$$

We try as our solution

$$
\begin{align*}
\delta_{\Omega}(r)=\varepsilon_{\mathrm{II}}(r)+\theta(r- & \left.r_{0}\right) \beta_{-} \varepsilon_{\mathrm{I}}(r) \\
& +\theta\left(r_{0}-r\right) \beta_{+} \varepsilon_{\mathrm{I}}(r) \tag{10.8}
\end{align*}
$$

This is admittedly singular at $r=r_{0}$ (though nice at $r=0$ and $r=R$ ) but it nevertheless gives a perfectly nonsingular electric field if we consider, not just one $\Omega$ value, but a continuous range with a smooth weighting function $W(\Omega)$

$$
\begin{align*}
\varepsilon(r, \theta, z, t)= & \exp \left[-i \omega\left(\frac{t-z}{v}\right)\right] \exp [i m \theta] \\
& \times \int d \Omega W(\Omega) \exp \left(-\frac{i \Omega z}{v}\right) \varepsilon_{\Omega}(r) \tag{10.9}
\end{align*}
$$

for, since $r_{0}$ depends on $\Omega^{2}$, the $\Omega$ integration smooths out the logarithmic and step-function singularities in $\varepsilon_{\Omega}$.

We must still check that (10.8) solves the differential equation (6.1). Using the fact that $\varepsilon_{I}$ and $\delta_{\text {II }}$ are


Fig. 5. Growth rate vs frequency for the $D_{2}, C_{3}$, and $D_{3}$ modes, computed (Ref. 8) for an uniform beam, with $R=2 a$.
defined to satisfy (6.1) for all $r$ we find

$$
\begin{array}{r}
{\left[\frac{1}{r} \frac{d}{d r} r[1-f(r)] \frac{d}{d r}-\frac{m^{2}}{r^{2}}[1-f(r)]+q^{2}+g(r)\right] \varepsilon_{\Omega}(r)} \\
=\left(\beta_{-}-\beta_{+}\right)\left[\frac{1}{r} \frac{d}{d r} r[1-f(r)] \delta\left(r-r_{0}\right) \varepsilon_{I}(\mathrm{r})\right. \\
\left.+[1-f(r)] \varepsilon_{I}^{\prime}(r) \delta\left(r-r_{0}\right)\right] . \tag{10.10}
\end{array}
$$

But $1-f(r)$ vanishes [and $\mathcal{E}_{\mathrm{I}}(r)$ is regular] at $r_{0}$ so (10.10) gives no contribution in an integral over $\Omega$. \{The first term must be integrated by parts, and then both contain factors $\delta\left(r-r_{0}\right)[1-f(r)]$. $\}$ Hence (10.8) is a satisfactory solution for a range of $\Omega^{2}$ values and any fixed $\omega$. Such modes are usually said to belong to the continuous spectrum of the differential equation. ${ }^{9}$

What is the $\Omega^{2}$ range of the continuous spectrum? We note from Eq. (5.18) that the condition $f\left(r_{0}\right)=1$ is satisfied by the $\Omega^{2}$ values

$$
\begin{aligned}
\Omega^{2}= & \left(3+m^{2}\right) \alpha^{2}(r)+\frac{1}{2} r \alpha^{2^{2}}(r) \pm\left[\left(1+12 m^{2}\right) \alpha^{4}(r)\right. \\
& \left.+r \alpha^{2^{2}}(r) \alpha^{2}(r)\left(1+2 m^{2}\right)+\frac{1}{4} r^{2} \alpha^{2^{2}}(r)\right]^{\frac{1}{2}}(10.11)
\end{aligned}
$$

except that the " + " root is absent for $m=0$. The gyration frequency $\alpha(r)$ drops from $\alpha(0)$ at $r=0$ to some value $\alpha(a)<\alpha(0)$ at the beam edge, while $2 \alpha^{2}(r)+r \alpha^{2}(r)$ [which is proportional to $\left.n(r)\right]$ drops from $2 \alpha^{2}(0)$ at $r=0$ to zero at $r=a$. A little work reveals that the continuous spectrum consists of the $\Omega^{2}$ values

$$
m=0
$$

$$
\begin{equation*}
2 \alpha^{2}(0) \geq \Omega^{2} \geq 2 \alpha^{2}(a) \tag{10.12}
\end{equation*}
$$

$$
\begin{equation*}
\left[4-(13)^{\frac{1}{2}}\right] \alpha^{2}(0) \geq \Omega^{2} \geq(\sqrt{2}-1)^{2} \alpha^{2}(a) \tag{10.13}
\end{equation*}
$$

$m=1$,

$$
\begin{equation*}
\left[4+(13)^{\frac{1}{2}}\right] \alpha^{2}(0) \geq \Omega^{2} \geq(\sqrt{2}+1)^{2} \alpha^{2}(a) \tag{10.14}
\end{equation*}
$$

$m \geq 2$,

$$
\begin{align*}
\left(3+m^{2}-\left[1+12 m^{2}\right]^{\frac{1}{2}}\right) \alpha^{2}(0) \leq \Omega^{2} \\
\leq(m-\sqrt{2})^{2} \alpha^{2}(a)  \tag{10.15}\\
\left(3+m^{2}+\left[1+12 m^{2}\right]^{\frac{1}{2}}\right) \alpha^{2}(0) \geq \Omega^{2} \\
\geq(m+\sqrt{2})^{2} \alpha^{2}(a) \tag{10.16}
\end{align*}
$$

[For sufficiently large $m$ the limits in (10.15) must be reversed.] The continuous spectrum thus consists only of stable oscillation frequencies $\Omega$. We repeat that the above ranges of $\Omega^{2}$ allow solutions for any $\omega$, real or complex.

## XI. GENERAL BEAM SHAPE: CATALOG OF MODES

We next examine the discrete modes for a general beam shape, which (unlike those of the last section)
correspond to the $A, B, C$, and $D$ modes found for the uniform beam in Sec. IX. We first center our attention on the limit $\omega \rightarrow \infty$, i.e., $|q a| \gg 1$, because this is by far the easiest way to catalog the modes, and because it is the high-frequency limit which will be seen in Sec. XIII to govern the asymptotic behavior of instabilities under conditions of free growth. Then we attempt to say something about the case of finite frequency, by examining the behavior of $\Omega^{2}$ for $q^{2}<0$.

## 1. High Frequency

Inspection of Eq. (6.1) suggests that when $q^{2} \rightarrow \infty$, $\Omega^{2}$ must approach a value $\Omega_{\infty}^{2}$, such that either $f(r)$ or $g(r)$ becomes infinite somewhere. To simplify the problem, it is assumed that the beam density $n(r)$ is flat at $r=0$, drops smoothly and monotonically to some value $n(a)>0$ at the beam edge $r=a$, and then drops very steeply to 0 just outside $r=a$. The functions $f(r)$ and $g(r)$ are then stationary only at $r=0$, where

$$
\begin{gather*}
f(0)=\frac{2 \alpha^{2}(0)\left[\left(4-m^{2}\right) \alpha^{2}(0)-\Omega^{2}\right]}{\left[\left(4-m^{2}\right) \alpha^{2}(0)-\Omega^{2}\right]^{2}-4 m^{2} \Omega^{2} \alpha^{2}(0)},  \tag{11.1}\\
g(0)=0 . \tag{11.2}
\end{gather*}
$$

At the beam edge, we have

$$
\begin{equation*}
g(r) \rightarrow-\xi^{2} \delta(r-a)(a, \tag{11.3}
\end{equation*}
$$

$$
\begin{align*}
\xi^{2}= & \frac{2 m^{2} \alpha^{2}(a) f(a)}{\Omega^{2}-m^{2} \alpha^{2}(a)} \\
& \times\left[1-\frac{2 \Omega^{2}}{\left(4-m^{2}\right) \alpha^{2}(a)-\Omega^{2}+a \alpha^{2^{\prime}}(a)}\right] \tag{11.4}
\end{align*}
$$

Hence our guess, based largely on our experience for the uniform beam, is that there are three kinds of modes for $|q a| \gg 1$ :
$A \& C: \quad f(0) \rightarrow \infty, \quad \Omega^{2} \rightarrow \alpha^{2}(0)(2-m)^{2}$,
$B: \quad f(0) \rightarrow \infty, \quad \Omega^{2} \rightarrow \alpha^{2}(0)(2+m)^{2}$,
$D: \quad \xi^{2} \rightarrow \infty, \quad \Omega^{2} \rightarrow m^{2} \alpha^{2}(a)$.
Note that the vanishing of the denominator

$$
\left(4-m^{2}\right) \alpha^{2}(a)-\Omega^{2}+a \alpha^{2^{\prime}}(a)
$$

in Eq. (11.4) does not lead to another pole of $\xi^{2}$, since it is canceled by a zero in $f(a)$. The modes $B_{0}, D_{0}, A_{2}$, and $C_{2}$ are evidently absent.

## ABC Modes

We suppose that for $|q a| \gg 1$ the value of $\Omega^{2}$ is

$$
\begin{equation*}
\Omega^{2}=\alpha^{2}(0)(2 \pm m-\delta)^{2}, \quad|\delta| \ll 1, \tag{11.8}
\end{equation*}
$$

the sign $\pm$ being + for $B$ modes and - for $A$ and $C$ modes. In the region of $r$ close to the beam axis, the
beam density may presumably be well represented by

$$
\begin{equation*}
n(r) \simeq n(0)\left[1-(r / l)^{2 N}\right] \tag{11.9}
\end{equation*}
$$

with $N$ an integer [the exponent of $r$ must be an even integer to avoid a singularity in $n(r)$ when expressed in Cartesian coordinates], and $l$ a length of the order of the beam radius $a$. Integration of Eq. (2.3) yields

$$
\begin{equation*}
\alpha^{2}(r) \simeq \alpha^{2}(0)\left[1-\frac{(r / l)^{2 N}}{1+N}\right] \tag{11.10}
\end{equation*}
$$

Inserting (11.10) and (11.8) in (5.18) and (5.19), we find for $|q a| \gg 1$ and $r \ll l$

$$
\begin{gather*}
f(r) \simeq\left[4 \delta-\frac{(4 \pm 2 m+2 N)}{1+N}(r / l)^{2 N}\right]^{-1}  \tag{11.11}\\
g(r) \simeq \pm m f^{\prime}(r) / r . \tag{11.12}
\end{gather*}
$$

[Some care is needed to show that Eq. (11.12) holds even for the $A_{1}$ and $C_{1}$ modes.] Equation (6.1) becomes approximately

$$
\begin{align*}
& \frac{1}{r} \frac{d}{d r} r f(r) \frac{d}{d r} \varepsilon(r)-m^{2} \frac{f(r)}{r^{2}} \varepsilon(r) \\
&  \tag{11.13}\\
& \pm m \frac{f^{\prime}(r)}{r} \varepsilon(r)-q^{2} \varepsilon(r)=0 .
\end{align*}
$$

We introduce a dimensionless variable

$$
\begin{equation*}
\rho=[4 \delta(1+N) /(4 \mp 2 m+2 N)]^{-\frac{1}{2} N}(r / l) \tag{11.14}
\end{equation*}
$$

and write (11.13) in dimensionless form as

$$
\begin{align*}
\frac{1}{\rho} \frac{d}{d \rho} \frac{\rho}{1-\rho^{2 N}} \frac{d}{d \rho} & \varepsilon
\end{align*}
$$

with

$$
\begin{align*}
\mu^{2}=-[(1+N) /(4 \pm 2 m & +2 N)]^{1 / N} \\
& \times(4 \delta)^{(N+1) / N} q^{2} l^{2} . \tag{11.16}
\end{align*}
$$

The boundary conditions on (11.15) are

$$
\begin{gather*}
\mathcal{E} \sim \rho^{m} \text { for }|\rho| \ll 1  \tag{11.17}\\
\mathcal{E} \sim \exp \left[-\mu \rho^{N+1} /(N+1)\right] \text { for }|\rho| \gg 1, \tag{11.18}
\end{gather*}
$$

with $\mu$ defined as the root of (11.16) with $\operatorname{Re} \mu>0$.
Solving (11.16) for $\delta$ and inserting the answer in (11.8) yields the dispersion relation for $|q a| \gg 1$

$$
\begin{align*}
& \Omega^{2}=\alpha^{2}(0)\left[2 \pm m-\frac{1}{4}\left(\frac{4 \pm 2 m+2 N}{1+N}\right)^{1 /(N+1)}\right. \\
&\left.\times\left(\frac{-\mu^{2}}{q^{2} l^{2}}\right)^{N /(N+1)}\right]^{2} \tag{11.19}
\end{align*}
$$

with the eigenvalues $\mu^{2}$ to be found by solving Eq.
(11.15) and imposing (11.17) and (11.18). It is interesting to note that for a beam density $n(r)$ very flat near the beam axis we must take $N$ large, and (11.19) becomes

$$
\begin{equation*}
\Omega^{2}=\alpha^{2}(0)\left[2 \pm m+\left(\mu^{2} / 4 q^{2} l^{2}\right)\right]^{2} \tag{11.20}
\end{equation*}
$$

which is of the same form as the result found earlier [see (9.4) and (9.9)] for the uniform beam, i.e.,

$$
\begin{equation*}
\Omega^{2}=\alpha^{2}\left[2 \pm m+\left(j_{m \pm 1, n}^{2} / 4 q^{2} a^{2}\right)\right]^{2} \tag{11.21}
\end{equation*}
$$

In analogy with the uniform beam we call the modes with $\Omega^{2} \rightarrow(2+m) \alpha^{2}(0)$ the $B_{m}$ modes, while the mode with $\Omega^{2} \rightarrow(2-m)^{2} \alpha^{2}(0)$ corresponding to the smallest eigenvalue of (11.15) is called the $C_{m}$ mode, and all other such modes are called the $A_{m}$ modes, except that for $m=0$ there is no $C$ mode.

We make no attempt to discuss the low-lying eigenvalues of (11.15). However, comparison of (11.21) with (11.20) leads us to suspect that there is an infinite sequence of $\mu^{2}$ values tending to infinity. This is verified by a WKB calculation in Appendix C. We show there that the $n$th eigenvalue for a given $m$ has the asymptotic value for large $n$ :

$$
\begin{array}{r}
\mu_{m n} \rightarrow\left[2(N+1) \Gamma\left(\frac{1}{2}+\frac{1}{2 N}\right) / \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2 N}\right)\right] \\
\times\left(n+\frac{1}{2} m+\frac{1}{2}\right) \pi . \tag{11.22}
\end{array}
$$

In particular, for a nearly uniform beam we must take $N$ large and (11.22) becomes

$$
\begin{equation*}
\mu_{m n} \rightarrow\left(n+\frac{1}{2} m+\frac{1}{2}\right) \pi . \tag{11.23}
\end{equation*}
$$

This may be compared with the uniform beam result (11.20), which in place of $\mu$ has

$$
\begin{equation*}
j_{m \pm 1, n} \rightarrow\left(n+\frac{1}{2} m-\frac{1}{4} \pm \frac{1}{2}\right) \pi . \tag{11.24}
\end{equation*}
$$

There is thus not a great deal of difference between an uniform beam and a smooth beam nearly flat at the beam axis.

It is apparent from Eq. (11.19) that for a given very large frequency $(|q| \mid \gg 1)$ the growth rate $\operatorname{Im} \Omega$ will be larger for finite $N$ than for a uniform beam; it vanishes like $\omega^{-N / N+1}$ as $\omega \rightarrow 0$. To some extent this enhanced growth rate is illusory, however, for (11.14) and (11.18) show that, as $\omega \rightarrow \infty$, the fields and currents are limited to a region around the beam axis which vanishes as

$$
\delta^{\frac{1}{2} N} \sim \omega^{-\frac{1}{2}(N+1)}
$$

## D Modes

The discontinuity condition at the beam edge $r=a$ is, as in Eq. (8.11),

$$
\begin{equation*}
\left\{[1-f(r)]\left(\mathcal{E}^{\prime} / \mathcal{\delta}\right)\right\}_{a-\epsilon}+\xi^{2} / a=\left(\mathcal{E}^{\prime} / \mathcal{E}_{a+\epsilon}\right. \tag{11.25}
\end{equation*}
$$

A trivial WKB calculation shows that, for $r<a$, the solution of Eq. (6.1) with $q^{2} a^{2} \gg 1$ is a linear combination of the two functions

$$
\begin{equation*}
\varepsilon_{ \pm}(r)=r^{-\frac{1}{2}}[1-f(r)]^{-\frac{1}{2}} \exp \left[ \pm i q \int_{0}^{r} \frac{d r}{[1-f(r)]^{\frac{1}{2}}}\right] \tag{11.26}
\end{equation*}
$$

The well-behaved solution of Eq. (6.1) near $r=0$ can be seen by inspection to be

$$
\begin{equation*}
\varepsilon(r) \propto J_{m}\left(q r /[1-f(0)]^{\frac{1}{2}}\right) \tag{11.27}
\end{equation*}
$$

For sufficiently large $q$ there is a range of $r$ values with $|q r| \gg[1-f(0)]$ but $f(r) \simeq f(0)$; in this region (11.26) gives

$$
\varepsilon_{ \pm}(r) \propto r^{-\frac{1}{2}} \exp \left( \pm i q r /[1-f(0)]^{\frac{1}{2}}\right)
$$

while (11.27) gives, for $\operatorname{Im} q>0$,

$$
\mathcal{E}(r) \propto r^{-\frac{1}{2}} \exp \left(-i q r /[1-f(0)]^{\frac{1}{2}}\right)
$$

so the correct solution for $r \rightarrow a$ is just $\varepsilon_{-}(r)$. Its logarithmic derivative can be seen from (11.26) to be

$$
\begin{equation*}
\varepsilon_{-}^{\prime}(r) / \delta_{-}(r) \simeq-i q /[1-f(r)]^{\frac{1}{2}} \quad(r<a) \tag{11.28}
\end{equation*}
$$

Outside the beam the field is, for $|q R| \gg 1$,
so

$$
\mathcal{E}(r) \propto H_{m}^{(1)}(q r)
$$

$$
\begin{equation*}
\mathcal{E}^{\prime}(r) / \mathcal{E}(r) \simeq+i q \quad(r>a) \tag{11.29}
\end{equation*}
$$

Using (11.28) and (11.29) in (11.25) gives the asymptotic dispersion relation

$$
\begin{equation*}
-i \eta_{\infty}+\xi^{2} / q a=i \tag{11.30}
\end{equation*}
$$

with

$$
\begin{equation*}
\eta_{\infty}^{2} \equiv 1-f(a-\epsilon) \tag{11.31}
\end{equation*}
$$

Equation (11.30) is in agreement with the uniform beam result (8.43), except that a finite slope of the beam density $n(r)$ just inside the beam edge affects the value of $f(a-\epsilon)$ and hence of $\eta_{\infty}^{2}$; setting $\Omega^{2}=m^{2} \alpha^{2}(a)$ in (5.18) gives
$\eta_{\infty}^{2}=1-\frac{\left[a \alpha^{2^{\prime}}(a)+2 \alpha^{2}(a)\right]\left[\left(4-2 m^{2}\right) \alpha^{2}(a)+a \alpha^{2^{\prime}}(a)\right]}{\left[\left(4-2 m^{2}\right) \alpha^{2}(a)+a \alpha^{2^{2}}(a)\right]-4 m^{4} \alpha^{4}(a)}$.
The solution of Eqs. (11.4) and (11.30) takes the form

$$
\begin{equation*}
\Omega^{2} \rightarrow m^{2} \alpha^{2}(a)\left[1+\frac{\chi}{2 i q a}\right] \tag{11.32}
\end{equation*}
$$

where

$$
\begin{array}{r}
\chi=\frac{2\left[\alpha^{2}(a)+\frac{1}{2} a^{2} \alpha^{2^{\prime}}(a)^{2}\right]\left[\left(1-m^{2}\right) \alpha^{2}(a)+\frac{1}{4} a \alpha^{2^{\prime}}(a)\right]}{\left(1+\eta_{\infty}\right)\left[\left(1-m^{2}\right) \alpha^{4}(a)+\frac{1}{4} a \alpha^{\alpha^{\prime}}(a) \alpha^{2}\right.} \\
\left.\times(a)\left(2-m^{2}\right)+\frac{1}{1} a^{2} \alpha^{2^{\prime}}(a)^{2}\right] \tag{11.33}
\end{array}
$$

The form of (11.32) is the same as for an uniform beam. Note that as $\omega \rightarrow \infty$, the field $\mathcal{E}_{-}(r)$ vanishes exponentially except within a skin depth of the beam edge.

It is not clear what happens to the $D$ modes when we consider a smooth-edge beam, with $n(a)=0$.

## 2. Finite Frequency

Equations (11.11) and (11.16) show that, for large negative real $q^{2}$, the function $\Omega^{2}$ in the $A, B$, and $C$ modes takes values such that $f(r)$ becomes infinite at some point $r_{\infty}$ near the beam axis. Our experience with the uniform beam suggests that this is still the case for all $q^{2}<0$ in the $A$ and $B$ modes, and also for sufficiently large $-q^{2}$ in the $C$ modes, except that $r_{\infty}$ may be anywhere inside the beam. The $D$ modes are not expected to have $f(r)$ infinite anywhere and are not discussed further here.

According to Eq. (5.18), $f\left(r_{\infty}\right)$ is infinite if $n\left(r_{\infty}\right) \neq 0$ and

$$
\begin{equation*}
\Omega^{2}=\left\{m \alpha\left(r_{\infty}\right) \pm\left[4 \alpha^{2}\left(r_{\infty}\right)+r_{\infty} \alpha^{2^{\prime}}\left(r_{\infty}\right)\right]^{\frac{1}{2}}\right\}^{2} \tag{11.34}
\end{equation*}
$$

For simplicity, we now assume that $n(r)$ drops smoothly and monotonically from $n(0)$ at $r=0$ to $n(a)=0$ at $r=a$; then the $\Omega^{2}$ values which allow solutions of (11.34) with $r_{\infty}<a$ are
$m=0$

$$
\begin{equation*}
4 \alpha^{2}(0) \geq \Omega^{2} \geq 2 \alpha^{2}(a) \tag{11.35}
\end{equation*}
$$

$m=1$

$$
\begin{align*}
\alpha^{2}(0) & \geq \Omega^{2} \geq(\sqrt{2}-1)^{2} \alpha^{2}(a)  \tag{11.36}\\
9 \alpha^{2}(0) & \geq \Omega^{2} \geq(\sqrt{2}+1)^{2} \alpha^{2}(a) \tag{11.37}
\end{align*}
$$

$m \geq 2$

$$
\begin{align*}
& (m-2)^{2} \alpha^{2}(0) \leq \Omega^{2} \leq(m-\sqrt{2})^{2} \alpha^{2}(a)  \tag{11.38}\\
& (m+2)^{2} \alpha^{2}(0) \geq \Omega^{2} \geq(m+\sqrt{2})^{2} \alpha^{2}(a) \tag{11.39}
\end{align*}
$$

[The limits in (11.38) must be reversed for sufficiently large $m$.] We must however exclude $\Omega^{2}$ values satisfying (10.12)-(10.16), for these lie in the continuous spectrum. This leaves the following bands:
$m=0(A)$,

$$
\begin{equation*}
4 \alpha^{2}(0) \geq \Omega^{2} \geq 2 \alpha^{2}(0) \tag{11.40}
\end{equation*}
$$

$m=1(A, C)$,

$$
\begin{equation*}
\alpha^{2}(0) \geq \Omega^{2} \geq\left[4-(13)^{\frac{1}{2}}\right]^{2} \alpha^{2}(0) \tag{11.41}
\end{equation*}
$$

$m \geq 3(A, C)$,

$$
\begin{align*}
& \quad(m-2)^{2} \alpha^{2}(0) \leq \Omega^{2} \\
& \quad \leq\left(3+m^{2}-\left[1+12 m^{2}\right]^{\frac{1}{2}}\right) \alpha^{2}(0)  \tag{11.42}\\
& m \geq 1(B), \\
& \quad(m+2)^{2} \alpha^{2}(0) \geq \Omega^{2} \\
& \quad \geq\left(3+m^{2}+\left[1+12 m^{2}\right]^{\frac{1}{2}}\right) \alpha^{2}(0) \tag{11.43}
\end{align*}
$$

The labels $A, B$, and $C$ have been attached in accordance with the evident correspondence of the left-hand limits in (11.40)-(11.43) with the known behavior of $\Omega^{2}$ as $q^{2} \rightarrow-\infty$. However, our work in Appendix B on the uniform beam suggests that in the $C$ modes, $\Omega^{2}$ lies in the real bands (11.41), (11.42) only for $-q^{2}$ greater than some value $Q_{2}^{2}$, at which $\Omega^{2}$ has a singularity and becomes complex, returning to real values when $-q^{2}$ passes below another singularity $Q_{1}^{2}$. This is particularly clear in the case of the hose mode $C_{1}$, since in this case we know that $\Omega^{2} \rightarrow 0$ for $q^{2} \rightarrow 0$ (see Sec. VII), and the value $\Omega^{2}=0$ does not lie in the "allowed" band (11.41). We have not allowed for the possibility of a $C$ mode with $m=0$, because one can easily show that for $q^{2}<0$ there are no $m=0$ modes for which Eq. (6.1) is nonsingular, i.e., except for the continuous spectrum, $\Omega^{2}$ must lie in the range (11.40) for all $q^{2}<0$. (See Appendix D.) Also, the $A$ mode is missing for $m=2$ (just as it was missing in Sec. IX) because for $m=2$ the range (11.36) precisely overlaps the continuous spectrum (10.15). Furthermore, all $A$ and $C$ modes are absent for $m$ sufficiently large. This is because the derivation of (11.42) made use of (10.15) and (11.38), which, respectively, make sense only for $m$ sufficiently small so that

$$
\begin{gather*}
\left(3+m^{2}-\left[1+12 m^{2}\right]^{\frac{1}{2}}\right) /(m-\sqrt{2})^{2} \leq \alpha^{2}(a) / \alpha^{2}(0),  \tag{11.44}\\
(m-2)^{2} /(m-\sqrt{2})^{2} \leq \alpha^{2}(a) \alpha^{2}(0) \tag{11.45}
\end{gather*}
$$

These inequalities hold for all but very large $m$ if $\alpha(a)$ is close to $\alpha(0)$, as is the case if $n(r)$ is nearly constant almost out to $r=a$ and then drops steeply to zero at $r=a$. But in any case (11.44) and (11.45) breaks down for sufficiently large $m$. If (11.45) holds but (11.44) does not, then the allowed range for $A$ modes is given by

$$
\begin{equation*}
(m-2)^{2} \alpha^{2}(0) \leq \Omega^{2} \leq(m-\sqrt{2})^{2} \alpha^{2}(a) \tag{11.46}
\end{equation*}
$$

while if $m$ is so large that (11.44) as well as (11.45) is not valid, then there are no $A$ modes.

It is very satisfying that the right-hand limits in (11.40)-(11.43) are precisely the same as the limits at $q^{2} \rightarrow 0$ of the uniform-beam $A$ and $B$ modes discussed in Sec. IX, except that what was $\omega_{\beta}$ has now become $\alpha(0)$. We can therefore have some confidence in the assertion that for low frequency the function $\Omega^{2}$ approaches the values

$$
\begin{array}{lr}
\Omega^{2} \rightarrow\left(3+m^{2}-\left[1+12 m^{2}\right]^{\frac{1}{2}}\right) \alpha^{2}(0) & {\left[A_{m}, q^{2} \rightarrow 0\right],} \\
& (11.47  \tag{11.48}\\
\Omega^{2} \rightarrow\left(3+m^{2}+\left[1+12 m^{2}\right]^{\frac{1}{2}}\right) \alpha^{2}(0) & {\left[B_{m}, q^{2} \rightarrow 0\right] .}
\end{array}
$$

We do not know the low-frequency limits in the $C$ or $D$ modes, except, of course, that the $C_{1}$ mode has been thoroughly examined at low frequency in Sec. VII.

## XII. ANALYTIC INTERPOLATION

In this section we offer arguments to the effect that $\Omega^{2}$ is analytic in $q^{2}$ (i.e., in $\omega$ ) except for singularities on the positive-real $q^{2}$ axis (i.e., on the negative imaginary $\omega$ axis). This property is then used to guess at interpolation formulas for $\Omega^{2}$ for general complex $q^{2}$.

## 1. Causality

The usual causality argument may be used to show that $\Omega$ is analytic for $\operatorname{Im} \omega>0$. (See Sec. XIII.) But this argument breaks down in the presence of a continuous spectrum, where $\Omega$ is not a function of $\omega$ at all. Presumably this explains the singularity in $\Omega$ found in the uniform beam $C$ modes in Appendix B; the singularity occurs at a value of $\Omega$ at which $1-f(r)$ vanishes inside the beam, and hence which would lie in the continuous spectrum of Eq. (6.1) for a smooth beam shape: It would be well to understand in more detail what is going on in the $C$ modes when they cross into the continuous spectrum, but for our present purposes little harm will be done if we simply forget the whole problem and accept the implication of naive causality that $\Omega$ is analytic in the upper-half $\omega$ plane.

## 2. Poles

The next step is to show that $\Omega$ can become infinite only at a series of poles on the positive real $q^{2}$ axis, the $n$th pole lying at

$$
\begin{equation*}
q_{m n}^{2}=j_{|m-1|, n}^{2} / R^{2} \tag{12.1}
\end{equation*}
$$

where $R$ is the plasma channel radius and $j_{p, n}$ is the $n$th zero of $J_{p}(x)$. We note that when $\Omega^{2} \gg \alpha^{2}$ the beam response functions $f(r)$ and $g(r)$ become negligible, so Eq. (6.1) becomes the differential equation for an undriven electromagnetic wave

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r} r \frac{d}{d r} \varepsilon(r)-\frac{m^{2}}{r^{2}} \mathcal{E}(r)+q^{2} \mathcal{E}(r)=0 \tag{12.2}
\end{equation*}
$$

The solution regular at $r=0$ is $\mathcal{E}=J_{m}(q r)$. This must join smoothly with the known solution in the plasma channel outside the beam

$$
\begin{equation*}
\mathcal{E}(r) \propto J_{|m-1|}(q R) H_{m}^{(1)}(q r)-H_{|m-1|}^{(1)}(q R) J_{m}(q r) \tag{12.3}
\end{equation*}
$$

Thus we can have $\Omega^{2} \rightarrow \infty$ only when

$$
\begin{equation*}
J_{|m-1|}(q R) \rightarrow 0 \tag{12.4}
\end{equation*}
$$

yielding Eq. (12.1).
It is also easy to obtain the residues of $\Omega$ near the
poles (12.1) by keeping terms in Eq. (6.1) of order $\Omega^{-2}$. To this order, Eqs. (5.18) and (5.19) yield the beam response functions

$$
\begin{gather*}
f(r)=-\left[r^{2} \alpha^{2}(r)\right]^{\prime} / r \Omega^{2}  \tag{12.5}\\
g(r)=0 \tag{12.6}
\end{gather*}
$$

We also suppose that

$$
\begin{equation*}
\varepsilon(r)=J_{m}(q r)+\epsilon(r) \tag{12.7}
\end{equation*}
$$

with $\epsilon$ of order $\Omega^{-2}$. Neglecting higher-order terms, Eq. (6.1) becomes

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r} r \frac{d}{d r} \epsilon(r)-\frac{m^{2}}{r^{2}} \epsilon(r)+q^{2} \epsilon(r)=v(r) \tag{12.8}
\end{equation*}
$$

where

$$
\begin{align*}
& v(r) \equiv-\left(r \Omega^{2}\right)^{-1}\left\{\frac{d}{d r}\left[r^{2} \alpha^{2}(r)\right]^{\prime} \frac{d}{d r} J_{m}(q r)\right. \\
&\left.-\frac{m^{2}}{r^{2}}\left[r^{2} \alpha^{2}(r)\right]^{\prime} J_{m}(q r)\right\} \tag{12.9}
\end{align*}
$$

The solution of (12.8) regular at $r=0$ is well known,

$$
\begin{equation*}
\epsilon(r)=-\frac{1}{2} i \pi \int_{0}^{\infty} \mathfrak{r} v(\mathfrak{r}) J_{m}\left(q r_{<}\right) H_{m}^{(1)}\left(q r_{>}\right) d \mathfrak{r} \tag{12.10}
\end{equation*}
$$

with $r_{<}$and $r_{>}$the lesser and greater of $r$ and $r$. [We are using the freedom evidently allowed us by (12.7) to choose $\epsilon(r)$ so that it does not contain a term proportional to $J_{m}(g r)$ in addition to the integral (12.10).] For $r$ outside the beam we take $r_{>}=r$, $r_{<}=\mathrm{r}$, and (12.7) becomes

$$
\begin{equation*}
\mathcal{E}(r)=J_{m}(q r)-\frac{1}{2} i \pi H_{m}^{(1)}(q r) \int_{0}^{\infty} \mathrm{r} v(\mathrm{r}) J_{m}(q \mathrm{r}) d \mathrm{r} \tag{12.11}
\end{equation*}
$$

Comparing with (12.3), we see that

$$
\begin{equation*}
\frac{J_{|m-1|}(q R)}{H_{|m-1|}(q R)} \rightarrow-\frac{1}{2} i \pi \int_{0}^{\infty} r v(r) J_{m}(q r) d r \tag{12.12}
\end{equation*}
$$

Letting $q$ approach the values (12.1) on the left, and using (12.9) and integrating by parts on the right, we find from (12.12) and (2.2) that

$$
\begin{equation*}
\Omega^{2} \rightarrow \Omega_{m n}^{2} q_{m n}^{2} /\left(q^{2}-q_{m n}^{2}\right) \tag{12.13}
\end{equation*}
$$

where $\Omega_{m n}^{2}$ are the positive numbers

$$
\begin{align*}
\Omega_{m n}^{2}= & \frac{8 \pi e^{2} v^{2}}{M \gamma c^{2} R^{2} J_{|m-1|}^{2}\left(j_{|m-1|, n}\right)} \\
& \times \int_{0}^{\infty}\left\{J_{m}^{\prime 2}\left(q_{m n} r\right)+\frac{m^{2}}{q_{m n}^{2} r^{2}} J_{m}^{2}\left(q_{m n} r\right)\right\} n(r) r d r \tag{12.14}
\end{align*}
$$

If the plasma channel is infinite, then instead of the poles (12.1) we find a cut on the whole positive real $q^{2}$ axis.

## 3. Other Singularities

When $q^{2} \rightarrow x^{2} \pm i \epsilon\left(\right.$ with $\left.x^{2}>0\right)$ we must take $q$ in Eq. (12.3) as the root with positive imaginary part, $q= \pm x+i \epsilon$, so (12.3) appears to have a cut on the positive real axis. This cut is actually present if the plasma channel is infinite, and leads to a cut in $\Omega^{2}$ which takes the place of the poles (12.1). But for finite $R$ the cut is a chimera, since when $q \rightarrow-q$ the linear combination (12.3) merely changes sign.

It is tempting at this point to guess that $\Omega^{\mathbf{2}}$ is meromorphic in $q^{2}$, but this cannot be true. We know that $\Omega^{2}$ stays bounded for $\left|q^{2}\right| \rightarrow \infty$ provided $\operatorname{Arg}\left(q^{2}\right) \neq 0$, so if $\Omega^{2}$ were meromorphic in $q^{2}$ it could be written

$$
\begin{equation*}
\Omega^{2}=\Omega_{0}^{2}+q^{2} \sum_{n} \frac{\Omega_{m n}^{2}}{q^{2}-q_{m n}^{2}} \tag{12.15}
\end{equation*}
$$

with $\Omega_{0}^{2}$ an unknown constant. But a simple calculation shows that for $n \rightarrow \infty$

$$
\begin{gather*}
q_{m n}^{2} \rightarrow n^{2} \pi^{2} / R^{2},  \tag{12.16}\\
\Omega_{m n}^{2} \rightarrow \frac{4 \pi e^{2} v^{2}}{M \gamma c^{2} R} \int_{0}^{\infty} n(r) d r \equiv \frac{2 K}{R} . \tag{12.17}
\end{gather*}
$$

Thus the sum (12.15) does converge, but for large nonpositive $q^{2}$ it behaves like $K\left(-q^{2}\right)^{\frac{1}{2}}$, violating our theorem that $\Omega^{2}$ can become infinite only at the poles $q_{m n}$. [Also, letting $R \rightarrow \infty$ for fixed nonpositive $q^{2}$ we find that (12.15) becomes just $\Omega_{0}^{2}+K\left(-q^{2}\right)^{\frac{1}{2}}$, which is certainly too good to be true.]

The failure of meromorphicity seems to arise because as $q^{2}$ increases from $q_{m n}^{2}$ to $q_{m, n+1}^{2}$ we would expect $\Omega^{2}$ to drop from $+\infty$ to $-\infty$, passing through one or two bands of $\Omega^{2}$ values lying in the continuous spectrum. Branch points may be expected at the onset of such bands, though we confess to having made no progress toward a detailed understanding of these cuts. It is only a guess that they lie on the positive real $q^{2}$ axis.
[This very complicated singularity structure is in sharp contrast with the $m=1$ solution found in Ref. 4 under the assumption of rigid beam displacement. There, $\Omega^{2}$ was explicitly given as a meromorphic function of $q^{2}$ which can be represented as in (12.15), the residues $\Omega_{1 n}^{2}$ vanishing exponentially for $n \rightarrow \infty$. This underscores the great qualitative change in the dispersion relation made by giving up the constraint of rigid beam displacement.]

The analyticity properties discussed above suggest that $\Omega$ may be written as a dispersion integral in $q^{2}$ :

$$
\begin{equation*}
\Omega=\Omega(0)+q^{2} \int_{0}^{\infty} \frac{\rho(p) d p}{q^{2}-p^{2}} \tag{12.18}
\end{equation*}
$$

with $\rho(p)$ some weight function. Since $\Omega$ approaches a limit $\Omega(\infty)$ for $\left|q^{2}\right| \rightarrow \infty$, it must obey the sum-rule

$$
\begin{equation*}
\Omega(\infty)-\Omega(0)=\int_{0}^{\infty} \rho(p) d p \tag{12.19}
\end{equation*}
$$

The convergence of $(12.19)$ then leads us to guess that $\rho(p)$ falls off fast enough so that all the singularities in $\Omega$ may be lumped together into a pole at $q^{2}=q_{0}^{2}$, i.e., so that we may approximate

$$
\begin{equation*}
\rho(p) \cong \delta\left(p-q_{0}\right)[\Omega(\infty)-\Omega(0)] . \tag{12.20}
\end{equation*}
$$

Inserting this in (12.18) yields the approximate formula

$$
\begin{equation*}
\Omega\left(q^{2}\right) \cong \Omega(0)+\frac{q^{2}}{q^{2}-q_{0}^{2}}[\Omega(\infty)-\Omega(0)] \tag{12.21}
\end{equation*}
$$

or

$$
\begin{gather*}
\Omega(\omega) \cong \Omega(0)+\frac{\omega}{\omega+i \omega_{0}}[\Omega(\infty)-\Omega(0)]  \tag{12.22}\\
\omega_{0}=q_{0}^{2} c^{2} / 4 \pi \sigma \tag{12.23}
\end{gather*}
$$

However, the hose mode requires special consideration, for as $\omega \rightarrow 0$ the function $\Omega$ vanishes like $\left(q^{2}\right)^{\frac{1}{2}}$ or $(\omega)^{\frac{1}{2}}$, and this branch point is too strong a singularity to lump with all the others. Instead, we must apply the above arguments to $\Omega^{2}$ itself, and write

$$
\begin{equation*}
\Omega^{2}\left(q^{2}\right) \simeq \Omega^{2}(\infty)\left[q^{2} /\left(q^{2}-q_{0}^{2}\right)\right] \tag{12.24}
\end{equation*}
$$

or

$$
\begin{equation*}
\Omega(\omega) \simeq \omega_{\beta}\left[\omega /\left(\omega+i \omega_{0}\right)\right]^{\frac{1}{2}} \quad\left[C_{1}\right], \tag{12.25}
\end{equation*}
$$

where $\omega_{\beta} \equiv \alpha(0)$ and $\omega_{0}$ is given by (12.23).
The characteristic frequencies $\omega_{0}$ in (12.22) and (12.25) can be chosen either to give $\Omega^{2^{\prime}}(0)$ the correct value, or to give $\Omega(\omega)$ the correct asymptotic behavior as $\omega \rightarrow \infty$, or any other way that seems best suited to the problem at hand.

In order to test the value of the approximate formulas (12.22) and (12.25) in a way that does not depend on the specific choice of $\omega_{0}$, we may use them to compute the maximum value of the growth rate $\operatorname{Im} \Omega$ achieved for real frequency $\omega$. Equation (12.22) gives, for real $\omega$,

$$
\begin{equation*}
\operatorname{Im} \Omega(\omega) \simeq \omega \omega_{0} /\left(\omega^{2}+\omega_{0}^{2}\right)[\Omega(\infty)-\Omega(0)] \tag{12.26}
\end{equation*}
$$

Modes always come in pairs differing in the sign of $\Omega$, and for $\omega>0$ it is the mode with $\Omega(\infty)-\Omega(0)$ positive that has positive growth rate, which reaches a maximum when $\omega=\omega_{0}$, where

$$
\begin{equation*}
(\operatorname{Im} \Omega)_{\max } \simeq \frac{1}{2}[\Omega(\infty)-\Omega(0)] \tag{12.27}
\end{equation*}
$$

For the hose mode the growth rate is given by (12.25) as

$$
\begin{equation*}
\operatorname{Im} \Omega(\omega) \cong \omega_{\beta}\left[\frac{\omega\left[-\omega+\left(\omega^{2}+\omega_{0}^{2}\right)^{\frac{1}{2}}\right]}{2\left(\omega^{2}+\omega_{0}^{2}\right)}\right]^{\frac{1}{2}} \tag{12.28}
\end{equation*}
$$

This has a maximum at $\omega=\omega_{0} / \sqrt{3}$, where

$$
\begin{equation*}
(\operatorname{Im} \Omega)_{\max }=\frac{\omega_{\beta}}{2 \sqrt{2}}=0.35 \omega_{\beta} \tag{12.29}
\end{equation*}
$$

Table III shows that the values (12.27) and (12.29) are not far from the true maximum growth rates for a uniform beam, being generally about $15 \%$ too high. In particular, for the hose mode the correct value of the maximum growth rate is $0.29 \omega_{\beta}$.

## XIII. GROWTH RATES AND SADDLE POINTS

At last, we come to the point. In this section we use the results obtained in the previous twelve sections to estimate the growth of various modes under various conditions of excitation.

It is essential to begin by distinguishing between forced growth at a fixed frequency and free growth at a saddle point. Suppose the beam is tickled at $z=0$ with a disturbance (in a pure normal mode) having $t$ dependence

$$
\begin{equation*}
\varepsilon(t)=\int f(\omega) e^{-i w t} d \omega \tag{13.1}
\end{equation*}
$$

where $f(\omega)$ is some smooth function reaching a maximum at a real $\omega_{0}$, with width $\Gamma$; for example, if the disturbance is turned on and off gradually, we might take

$$
\begin{align*}
\pi f(\omega) & =\Gamma /\left[\left(\omega-\omega_{f}\right)^{2}+\Gamma^{2}\right], \\
\varepsilon(t) & =e^{-i \omega_{f} t} e^{-\Gamma|t|}, \tag{13.2}
\end{align*}
$$

while if the disturbance (or the beam itself) is turned on suddenly at $t=0$ and then turned off gradually, we might take

$$
\begin{align*}
-2 \pi i f(\omega) & =\left[\begin{array}{ll}
\left.\omega-\omega_{f}+i \Gamma\right]^{-1} \\
\mathcal{E}(t) & = \begin{cases}0, & t<0 \\
e^{-i \omega_{f} t} e^{-\Gamma t}, & t>0\end{cases}
\end{array} . \begin{array}{l}
\text { 俍 }
\end{array}\right.
\end{align*}
$$

Then at any $z>0$ the field has the $z$ and $t$ dependence:

$$
\varepsilon(z, t)=\int_{-\infty}^{\infty} f(\omega) \exp \{-i \omega t+i k(\omega) z\} d \omega
$$

or
$\mathcal{E}(z, t)=\int_{-\infty}^{\infty} f(\omega) \exp \{-i \omega(t-z / v)-i \Omega(\omega) z / v\} d \omega$.
[Note that in the example (13.3) of a suddenly turned-on beam, the analyticity of $\Omega(\omega)$ in the upperhalf $\omega$ plane ensures that $\mathcal{E}(z, t)$ vanishes for $z>v t$, since then the contour of integration can be closed with a large semicircle in the upper-half $\omega$ plane, where $\Omega(\omega)$ and $f(\omega)$ are analytic. Thus there is no need to impose a special boundary condition at $z=v t$ in this case.]

We are in a condition of forced growth when

$$
\begin{equation*}
\Gamma\left|t-z / v+\Omega^{\prime}\left(\omega_{f}\right)(z / v)\right| \ll 1 . \tag{13.5}
\end{equation*}
$$

In this case the exponential in (13.4) is essentially constant over the support of $f(\omega)$, and we may approximate

$$
\begin{equation*}
\varepsilon(z, t) \simeq \exp \left[-i \omega_{f}(t-z / v)-i \Omega\left(\omega_{f}\right) z / v\right] . \tag{13.6}
\end{equation*}
$$

The number of $e$ foldings is

$$
\begin{equation*}
\#=(z / v) \operatorname{Im} \Omega\left(\omega_{f}\right) \tag{13.7}
\end{equation*}
$$

and the maximum growth is achieved by adjusting the real frequency $\omega_{f}$ to the value at which (13.7) is greatest. Table III gives values of this maximum growth rate and the frequency $\omega_{f}$ at which it is achieved for the various low $A, B, C$, and $D$ modes; it seems that the hose mode is from this point of view the most serious instability. Incidentally, when (13.7) is a maximum we may define a real group velocity

$$
u_{f} \equiv v\left[1-\Omega^{\prime}\left(\omega_{f}\right)\right]^{-1}=1 / k^{\prime}\left(\omega_{f}\right)
$$

and (13.5) is just the condition that $\Gamma\left|t-z / u_{f}\right| \ll 1$. In other words, we have forced growth at $z, t$ if, at the time $t-z / u_{f}$ when the disturbance left the disturber, the disturbance had not yet been turned off.

In contrast, we are in the case of free growth when

$$
\begin{equation*}
\Gamma\left|t-z / v+\Omega^{\prime}\left(\omega_{f}\right)(z / v)\right| \gg 1 . \tag{13.8}
\end{equation*}
$$

For, even if $\omega_{f}$ is chosen to maximize $\operatorname{Im} \Omega\left(\omega_{f}\right)$, the phase of the exponential in Eq. (13.4) undergoes so many oscillations in the frequency range $\omega_{f}-\Gamma \leq$ $\omega \leq \omega_{f}+\Gamma$ that cancellations intervene to prevent the pure exponential growth found in Eq. (13.6). It is well known that such integrals can usually be estimated by the saddle-point method. Where this is valid (and we do not venture a rigorous justification in the present context) the growth is dominated by a function

$$
\begin{equation*}
\varepsilon(z, t) \propto \exp \left[-i \omega_{s}(t-z / v)-i \Omega\left(\omega_{s}\right) z / v\right], \tag{13.9}
\end{equation*}
$$

where $\omega_{s}$ is a complex frequency, depending on $z$ and $t$, and determined by the condition that the argument of (13.9) be stationary, i.e.,

$$
\begin{equation*}
\Omega^{\prime}\left(\omega_{s}\right) \equiv 1-v t / z \tag{13.10}
\end{equation*}
$$

Equation (13.8) can be viewed as just the requirement that the saddle point not be at $\omega_{f}$; if it were, then the saddle-point method would give the same result (13.6) as in the case of forced growth.

Although (13.8) requires that $z$ or $t$ must be large, we may still distinguish different cases according to the relative magnitude of $t$ and $z$. We recall the basic scaling law (1.8):

$$
\begin{align*}
\Omega(\omega) & =\omega_{\beta} \lambda\left(i \omega / \omega_{1}\right),  \tag{13.11}\\
\omega_{1} & \equiv c^{2} / 4 \pi \sigma a^{2} \tag{13.12}
\end{align*}
$$

where $\lambda$ is a function whose value and derivatives are of order unity when its argument is of order unity. Hence, the two special cases of greatest interest are $|z-v t| \omega_{1} \gg z \omega_{\beta}$ and $|z-v t| \omega_{1} \ll z \omega_{\beta}$.

$$
\text { 1. }|z-v t| \omega_{1} \gg z \omega_{\beta}
$$

In this case $\left|\Omega^{\prime}\left(\omega_{f}\right)\right|$ is much greater than $\omega_{\beta} / \omega_{1}$, so $\omega_{s}$ must be near one of the poles found in the last section. For $\omega$ near the $n$th pole, the function $\Omega^{2}(\omega)$ is given by Eq. (12.13) as

$$
\Omega^{2}(\omega) \rightarrow i \Omega_{m n}^{2} \omega_{m n} /\left(\omega+i \omega_{m n}\right), \quad \text { for } \omega \rightarrow-i \omega_{m n}
$$

where

$$
\begin{equation*}
\omega_{m n} \equiv c^{2} q_{m n}^{2} / 4 \pi \sigma=\left(c^{2} R^{2} / 4 \pi \sigma\right) j_{|m-1|, n}^{2} \tag{13.13}
\end{equation*}
$$

and the positive constants $\Omega_{m n}^{2}$ are given by (12.14). The saddle-point condition (13.10) then gives

$$
\omega \rightarrow-i \omega_{m n}+O\left[\left(\Omega_{m n}|z-v t| / \omega_{m n} z\right)^{\frac{z}{f}} \omega_{m n}\right]
$$

and the electric field (13.9) behaves like

$$
\begin{equation*}
\mathcal{E} \propto \exp \left(-\omega_{m n} t\right) \tag{13.14}
\end{equation*}
$$

This just means that if we fix $z$ and wait long enough, we eventually find ourselves watching the decay of the wave-guide modes excited in the plasma channel.

$$
\text { 2. }|z-v t| \omega_{1} \ll z \omega_{\beta}
$$

In this case $\left|\Omega^{\prime}\left(\omega_{f}\right)\right|$ is much smaller than $\omega_{\beta} / \omega_{1}$, so $\omega_{s}$ must be in the asymptotic region $\omega_{s} \gg \omega_{1}$, where $\Omega\left(\omega_{s}\right)$ approaches a constant. In all cases the asymptotic behavior of $\Omega(\omega)$ is of the form

$$
\begin{align*}
\Omega(\omega) & \rightarrow \omega_{\beta}\left[\lambda_{\infty}+(\chi / 2 i q a)^{2 v}+\cdots\right] \\
& =\omega_{\beta}\left[\lambda_{\infty}+\left(i \chi^{2} c^{2} / 16 \pi \sigma a^{2} \omega\right)^{v}+\cdots\right], \tag{13.15}
\end{align*}
$$

where $\lambda, \chi$, and $\nu$ are real dimensionless numbers depending on the mode in question. For the $A, B$, and $C$ modes

$$
\begin{equation*}
v=N /(N+1) \quad(A, B, C) \tag{13.16}
\end{equation*}
$$

it being assumed that the beam density $n(r)$ behaves like $n(0)+O\left(r^{2 N}\right)$ as $r \rightarrow 0$. (For the uniform beam we take $N=\infty$, so in this case $\nu=1$.) For the $D$ modes

$$
\begin{equation*}
v=\frac{1}{2} \quad(D) \tag{13.17}
\end{equation*}
$$

The quantities $\lambda_{\infty}$ are

$$
\lambda_{\infty}=\left\{\begin{array}{cc}
-2+m, & A \& C, \\
-2-m, & B, \\
m, & D,
\end{array}\right.
$$

The numbers $\chi$ are given for the uniform beam in Table II and Sec. IX. (It is amusing that the rigid hose calculation of Ref. 4 gets this backwards, giving
$\nu=\frac{1}{2}$ for a uniform beam and $\nu=1$ for any other shape!) The saddle-point condition (13.10) yields here
$16 \pi \sigma a^{2} \omega_{s} / i \chi^{2} c^{2} \rightarrow\left(+16 \pi \sigma a^{2} \omega_{\beta} v z / i \chi^{2} c^{2}[v t-z]\right)^{1 /(v+1)}$,
$\Omega_{s} \rightarrow \omega_{\beta}\left[\lambda_{\infty}+\left(i \chi^{2} c^{2}[v t-z] / 16 \pi \sigma a^{2} \omega_{\beta} \nu z\right)^{v /(v+1)}\right]$,
so the exponential (13.9) becomes

$$
\begin{align*}
& \varepsilon \propto \exp \left\{-i \omega_{\beta} \lambda_{\infty}(t-z / v)\right.  \tag{13.19}\\
& -i\left(i \chi^{2} c^{2}[t-z / v] / 16 \pi \sigma a^{2}\right)^{v /(v+1)} \\
& \left.\quad \times\left(\frac{\omega_{\beta} z}{v}\right)^{1 /(v+1)}\left[v^{1 /(v+1)}+v^{-v /(v+1)}\right]\right\}
\end{align*}
$$

and the number of $e$ foldings is

$$
\begin{gather*}
\#=\operatorname{Im}\left(i^{v /(v+1)}\right)\left(\chi^{2} c^{2}[t-z / v] / 16 \pi \sigma a^{2}\right)^{v /(v+1)} \\
\times\left(\omega_{\beta} z / v\right)^{1 /(v+1)}(1+v) v^{-v /(v+1)} \tag{13.20}
\end{gather*}
$$

In the two most interesting cases, the fastest growing roots give
$\nu=1: \quad \#=\left[\chi^{2} c^{2} \omega_{\beta}(v t-z) z / 8 \pi \sigma a^{2} v^{2}\right]^{\frac{1}{2}}$,
$\nu=\frac{1}{2}: \quad \#=\frac{3}{8} \sqrt{3}\left[\chi^{2} c^{2} \omega_{\beta}^{2}(v t-z) z^{2} / \pi \sigma a^{2} v^{3}\right]^{\frac{1}{2}}$.
The distinction between forced and free growth can also be drawn for a disturbance which at $t=0$ extends over some finite range of $z$. In forced growth the number of $e$ foldings is $\operatorname{Im} \omega t$, with $\omega$ evaluated at a fixed real $k$. In free growth the asymptotic behaviors of $\mathcal{E}$ is again dominated by a saddle point at which the exponential in (13.4) is stationary, and all results obtained above in the case of free growth hold also for these different initial conditions.
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## APPENDIX A. BOUNDARY CONDITIONS AT THE CHANNEL RADIUS

We suppose that outside the beam the perturbed current $\mathbf{J}_{1}$ drops to zero, while the plasma conductivity $\sigma$ stays constant out to a channel radius $R$, where $\sigma$ drops sharply to zero. We assume there to be a vacuum for $r>R$, though we shall also see that it would make no difference if the whole system were
enclosed by a conducting cylinder of radius larger than $R$.

The boundary conditions at $R$ are the usual ones at the surface of a cylinder of finite conductivity, i.e.,

$$
\begin{gather*}
\Delta E_{1 z}=0,  \tag{Al}\\
\Delta(4 \pi \sigma-i \omega) E_{1 r}=0,  \tag{A2}\\
\Delta E_{1 \theta}=0,  \tag{A3}\\
\Delta B_{1 z}=0,  \tag{A4}\\
\Delta B_{1 r}=0,  \tag{A5}\\
\Delta B_{1 \theta}=0 . \tag{A6}
\end{gather*}
$$

Using Eqs. (3.8) and (3.11) (setting $\mathbf{J}_{1}=0$ ) with (A4), we find that (A2) and (A6) are equivalent, both yielding at $r=R$ :

$$
\begin{equation*}
\Delta\left[\left(4 \pi \sigma-i \omega / q^{2} c\right) E_{1 z}^{\prime}\right]=-(k m / R) B_{1 z} \Delta q^{-2} \tag{A7}
\end{equation*}
$$

Using Eqs. (3.9) and (3.10) (setting $\mathbf{J}_{1}=0$ ) with (A1), we find that (A3) and (A5) are equivalent, both yielding at $r=R$ :

$$
\begin{equation*}
\Delta\left(-i \omega / c q^{2}\right) B_{1 z}^{\prime}=(k m / R) E_{1 z} \Delta\left(q^{-2}\right) . \tag{A8}
\end{equation*}
$$

The relevant discontinuity equations are then (A1), (A4), (A7), and (A8). We first consider the case $m \neq 0$, returning later to the sausage mode $m=0$.

Outside the plasma channel $E_{1 z}$ and $B_{1 z}$ are given by the exponentially decaying solutions of (3.13) and (3.14), with $\sigma$ and $\mathrm{J}_{1}$ set equal to zero:

$$
\begin{align*}
& E_{1 z}=\delta H_{|m|}^{(1)}\left(q_{0} r\right),  \tag{A9}\\
& B_{1 z}=\mathfrak{B} H_{|m|}^{(1)}\left(q_{0} r\right), \tag{A10}
\end{align*}
$$

where $q_{0}$ is the value of $q$ with $\sigma=0$,

$$
\begin{equation*}
q_{0}^{2}=-k^{2}+\omega^{2} / c^{2} ; \quad \operatorname{Im} q_{0} \geq 0, \tag{A11}
\end{equation*}
$$

and $\mathcal{E}, \mathscr{B}$ are unknown constants. Dividing (A7) by $E_{1 z}$ and (A8) by $B_{1 z}$ then gives at $r=R$

$$
\begin{align*}
&\left(\frac{4 \pi \sigma-i \omega}{q^{2} c}\right)\left(\frac{E_{1 z}^{\prime}}{E_{1 z}}\right)_{<}= \frac{-i \omega}{q_{0} c} \frac{H_{|m|}^{(1)}\left(q_{0} R\right)}{H_{|m|}^{(1)}\left(q_{0} R\right)} \\
&-\frac{k m}{R}\left(\frac{\mathscr{B}}{\varepsilon}\right)\left(\frac{1}{q^{2}}-\frac{1}{q_{0}^{2}}\right),  \tag{A12}\\
&\left(\frac{-i \omega}{q^{2} c}\right)\left(\frac{B_{1 z}^{\prime}}{B_{1 z}}\right)_{<}=\frac{-i \omega}{q_{0} c} \frac{H_{|m|}^{(1)}\left(q_{0} R\right)}{H_{|m|}^{(1)}\left(q_{0} R\right)} \\
&+\frac{k m}{R}\left(\frac{\varepsilon}{\mathscr{B}}\right)\left(\frac{1}{q^{2}}-\frac{1}{q_{0}^{2}}\right) . \tag{A13}
\end{align*}
$$

The subscript "<" means that the logarithmic derivatives are evaluated just inside the plasma channel.

We now employ the approximations of Eqs. (1.2)(1.5). If $|q R| \gg 1$ then there is nothing to do, since in
this case we already know that $E_{1 z}$ and $B_{1 z}$ become proportional to $H_{|m|}^{(1)}(q r)$ outside the beam. Therefore consider the more challenging problem, where $|q R|$ is roughly of order unity. The logarithmic derivatives $\left(E_{1 z}^{\prime} / E_{1 z}\right)<$ and $\left(B_{1 z}^{\prime} / B_{1 z}\right)_{<}$are then of order $R^{-1} \sim|q|$. Also, since $\left|q_{0} R\right| \ll 1$ we have (for $m \neq 0$ )

$$
\begin{equation*}
H_{|m|}^{(1)^{\prime}}\left(q_{0} R\right) / H_{|m|}^{(1)}\left(q_{0} R\right) \simeq-|m| / q_{0} R \tag{A14}
\end{equation*}
$$

But then the left-hand side of (A13) is smaller than the first term on the right by a factor of order $\left|q_{0} R\right|$, and using $|q| \gg\left|q_{0}\right|$ lets us write (A13) as

$$
\begin{equation*}
(\varepsilon / \mathcal{B}) \simeq(i \omega / k c)(m /|m|) \tag{A15}
\end{equation*}
$$

Using (A14) and (A15) in (A12) (and taking $|q| \gg\left|q_{0}\right|$ and $\sigma \gg|\omega|$ ) gives finally

$$
\begin{equation*}
\left(E_{1 z}^{\prime} / E_{1 z}\right)<-|m| / R \quad(m \neq 0) \tag{A16}
\end{equation*}
$$

The fact that (A16) as well as the differential equation (6.1) is independent of the sign of $m$ allows us to restrict our attention to the case $m \geq 0$.

For $m=0$ we see directly from (A7) that

$$
\begin{equation*}
\left(\frac{4 \pi \sigma-i \omega}{q^{2} c}\right)\left(\frac{E_{1 z}^{\prime}}{E_{1 z}}\right)_{<}=-\frac{i \omega}{q_{0} c} \frac{H_{0}^{(1)^{\prime}}\left(q_{0} R\right)}{H_{0}^{(1)}\left(q_{0} R\right)} . \tag{A17}
\end{equation*}
$$

Instead of (A14) we now have, for $\left|q_{0} R\right| \ll 1$,

$$
\begin{equation*}
\frac{H_{0}^{(1)}\left(q_{0} R\right)}{H_{0}^{(1)}\left(q_{0} R\right)} \simeq \frac{1}{q_{0} R \ln \left(-\frac{1}{4} C^{2} q_{0}^{2} R^{2}\right)} \tag{A18}
\end{equation*}
$$

where $\ln C=0.577 \cdots$. Hence for large $\sigma$, (A17) gives

$$
\begin{equation*}
\left(\frac{E_{1 z}^{\prime}}{E_{1 z}}\right)_{<}=\left(\frac{\omega^{2}}{q_{0}^{2} c^{2}}\right)\left[R \ln \left(-\frac{1}{4} C^{2} q_{0}^{2} R^{2}\right)\right]^{-1} \tag{A19}
\end{equation*}
$$

For simplicity we take the condition $\left|q_{0} R\right| \ll 1$ as a strict limit, so that (A19) is taken to vanish.

Knowing $\left(E_{12}^{\prime} / E_{1 z}\right)_{<}$, we can now write the form of the solution outside the beam but inside the channel. In this region $E_{1 z}$ is a linear combination of $J_{m}\left(q_{0} r\right)$ and $H_{m}^{(1)}\left(q_{0} r\right)$, and imposing condition (A16) at $r=R$ gives this linear combination as (for $m \geq 0$ )

$$
\begin{align*}
E_{1 z} & \propto H_{m}^{(1)}(q r) \\
& -\left\{H_{m-1}^{(1)}(q R) / J_{m-1}(q R)\right\} J_{m}(q r) \quad(m \neq 0) \tag{A20}
\end{align*}
$$

[For $m=1$ the ratio in brackets is just $H_{0}^{(1)}(q R)$ / $J_{0}(q R)$, a result already familiar from Ref. 4.] The corresponding result for the sausage modes is

$$
\begin{equation*}
E_{1 z} \propto H_{0}^{(1)}(q r)-\left[H_{1}^{(1)}(q R) / J_{1}(q R)\right] J_{0}(q r) \quad(m=0) . \tag{A21}
\end{equation*}
$$

If the system were surrounded with a conducting shell at $R_{1}>R$ the function $H_{m}^{(1)}(q r)$ in Eqs. (A9) and (A10) would be replaced with some linear combination
$F_{m}(q r)$ of $H_{m}^{(r)}(q r)$ and $J_{m}(q r)$. But (A14) would hold for $F_{m}(q r)$ as well as $H_{m}^{(1)}\left(q_{0} r\right)$, (unless the coefficient of $H_{n}^{(1)}$ were much less than that of $J_{m}$ ) since for $\left|q_{0} R\right| \ll 1, F_{m}$ is dominated by its $H_{m}^{(1)}$ term. Thus, it makes no difference what kind of tube the system is in, except that we require a vacuum immediately outside the plasma channel.

## APPENDIX B. ANALYSIS OF THE UNIFORM BEAM DISPERSION RELATION

In this Appendix we show how the results quoted in Sec . IX are derived from the dispersion relation (8.12). We first classify the modes according to their lowfrequency behavior, then classify them according to their high-frequency behavior, and then show how the two classification schemes are connected.

## Low Frequency: $|\boldsymbol{q}| \rightarrow \mathbf{0}$

For $|q a| \ll 1$ the dispersion relation (8.12) may be written

$$
\begin{align*}
& \frac{\eta}{q a} \frac{J_{m}^{\prime}(q a / \eta)}{J_{m}(q a / \eta)}=-\frac{\left(m+\xi^{2}\right)}{q^{2} a^{2}}+O(1) \quad(m \neq 0)  \tag{B1}\\
& \frac{\eta}{q a} \frac{J_{0}^{\prime}(q a / \eta)}{J_{0}(q a / \eta)}=\frac{1}{2}\left[\frac{R^{2}}{a^{2}}-1\right]+O\left(q^{2}\right) \quad(m=0) \tag{B2}
\end{align*}
$$

[Equation (B2) holds only if $|q R| \ll 1$; if $|q R| \gg 1$ then the right-hand side is infinite.] We divide the modes into those for which $|q a / \eta| \rightarrow 0$ at low frequency (called $A$ and $B$ ) and those for which $|q a| \eta \mid \rightarrow 0$ at low frequency (called $C$ and $D$ ).

$$
A \& B:|q a / \eta| \mapsto 0
$$

Here $\eta$ must vanish at least as fast as $q a$. Equation (8.6) may be written

$$
\begin{equation*}
\eta^{2}=\frac{\lambda^{4}-2 \lambda^{2}\left(3+m^{2}\right)+\left(m^{2}-4\right)\left(m^{2}-2\right)}{\left[\lambda^{2}-(m+2)^{2}\right]\left[\lambda^{2}-(m-2)^{2}\right]} \tag{B3}
\end{equation*}
$$

The numerator of (B3) vanishes at two $\lambda^{2}$ values which define the modes of Types $A$ and $B$ :

$$
\begin{array}{ll}
A: & \lambda^{2}=3+m^{2}-\left(12 m^{2}+1\right)^{\frac{1}{2}} \\
B: & \lambda^{2}=3+m^{2}+\left(12 m^{2}+1\right)^{\frac{1}{2}} \tag{B5}
\end{array}
$$

However, the vanishing of the denominator prevents $\eta^{2}$ from vanishing for the cases $m=O(B)$ and $m=$ $2(A)$, so these modes are absent.

Direct calculation shows that $m+\xi^{2}$ does not vanish for $m \geq 1$ when $\lambda^{2}$ takes one of the values (B4) or (B5). Hence (B1) shows that for $m>0$

$$
\begin{equation*}
\eta \rightarrow q a l j_{m n} \tag{B6}
\end{equation*}
$$

where $j_{m n}$ is the $n$th positive root of $J_{m}(x)$. Solving
(B3) then gives for $m>0$

$$
\begin{align*}
A_{m n}: & \lambda^{2} \rightarrow 3+m^{2}-\left(12 m^{2}+1\right)^{\frac{1}{2}} \\
& -q^{2} a^{2}\left(1-\frac{2 m^{2}-1}{\left(12 m^{2}+1\right)^{\frac{1}{2}}}\right) / j_{m n}^{2}+\cdots,  \tag{B7}\\
B_{m n}: & \lambda^{2} \rightarrow 3+m^{2}+\left(12 m^{2}+1\right)^{\frac{1}{2}} \\
& -q^{2} a^{2}\left(1+\frac{2 m^{2}-1}{\left(12 m^{2}+1\right)^{\frac{1}{2}}}\right) / j_{m n}^{2}+\cdots . \tag{B8}
\end{align*}
$$

For $m=0$, Eq. (B2) can be written

$$
\begin{equation*}
\eta \rightarrow q a \mid y_{n}, \tag{B9}
\end{equation*}
$$

where $y_{n}$ is the $n$th root of the equation

$$
\begin{equation*}
J_{0}^{\prime}(y) / y J_{0}(y)=\frac{1}{2}\left[\left(R^{2} / a^{2}\right)-1\right] . \tag{B10}
\end{equation*}
$$

Solving (B3) then gives for $m=0$

$$
\begin{equation*}
A_{0 n}: \quad \lambda^{2} \rightarrow 2-2 q^{2} p^{2} / y_{n}^{2}+\cdots . \tag{B11}
\end{equation*}
$$

If $R \gg a$ then $y_{n} \simeq j_{0_{n}}$.

$$
C \& D:|q a / \eta| \rightarrow 0
$$

The left-hand side of (B2) becomes $-\frac{1}{2}$ for $q a / \eta \rightarrow 0$, so there can be no $m=0$ mode of this type, and we restrict ourselves to the case $m>0$.

For $q a / \eta \rightarrow 0$, Eq. (B1) becomes

$$
\begin{equation*}
m \eta^{2}+m+\xi^{2}=0 . \tag{B12}
\end{equation*}
$$

We may write the left-hand side as a function of $\lambda^{2}$

$$
\begin{align*}
& m \eta^{2}+m+\xi^{2} \\
& =\frac{2\left[\lambda^{4}-\lambda^{2}\left(2 m^{2}-4 m+3\right)+m(m-(2) m-1)^{2}\right]}{\left[\lambda^{2}-m^{2}\right]\left[\lambda^{2}-(2-m)^{2}\right]} . \tag{B13}
\end{align*}
$$

There are two zeros of the numerator, defining the modes of Types $C$ and $D$ :

$$
\begin{array}{ll}
C: & \lambda^{2}=m^{2}-2 m+\frac{3}{2}-\left(2 m^{2}-4 m+\frac{9}{4} \frac{1}{2},\right.  \tag{B14}\\
D: & \lambda^{2}=m^{2}-2 m+\frac{3}{2}+\left(2 m^{2}-4 m+\frac{9}{4}\right)^{\frac{1}{2}} .
\end{array}
$$

However, the vanishing of the denominator prevents (B13) from vanishing for the cases $m=1(D)$ and $m=2(C)$, so these modes as well as $m=0(C \& D)$ are absent.

In the $m=1$ mode of Type $C$, Eq. (B14) shows that $\lambda^{2} \rightarrow 0$, so this is the hose mode. In order to obtain $\lambda^{2}$ to order $q^{4}$ we need the following expansions: For $|\lambda| \ll 1$ and $m=1$, Eqs. (8.6) and (8.7) give

$$
\begin{align*}
& \eta^{2} \rightarrow \frac{1}{3}-\frac{14}{2} \lambda^{2}-\frac{122}{2} \frac{2}{43} \lambda^{4}+\cdots,  \tag{B16}\\
& \xi^{2} \rightarrow-\frac{4}{3}-\frac{40}{2} \lambda^{2} \lambda^{2}-\frac{304}{243} \lambda^{4}+\cdots . \tag{B17}
\end{align*}
$$

For $|q a| \eta \mid \ll 1$
$\frac{\eta}{q a} \frac{J_{1}^{\prime}(q a / \eta)}{J_{1}(q a / \eta)} \rightarrow \frac{\eta^{2}}{q^{2} a^{2}}\left[1-\frac{q^{2} a^{2}}{4 \eta^{2}}-\frac{q^{4} a^{4}}{96 \eta^{4}}+\cdots\right]$.

For $|q a| \ll 1$ and $|q R| \ll 1$

$$
\begin{align*}
& \frac{H_{0}^{(1)}(q R) J_{1}^{\prime}(q a)-J_{0}(q R) H_{1}^{(1)}(q a)}{H_{0}^{(1)}(q R) J_{1}(q a)-J_{0}(q R) H_{1}^{(1)}(q a)} \\
& \quad \rightarrow-\frac{1}{q a}\left[1-q^{2} a^{2} \ln \frac{R}{a}+\frac{1}{2} q^{4} a^{4} \ln ^{2} \frac{R}{a}\right. \\
& \left.\quad+\frac{1}{2} q^{4} a^{4} \ln \frac{R}{a}-\frac{4}{4} q^{4} a^{2}\left(R^{2}-a^{2}\right)+\cdots\right] . \tag{B19}
\end{align*}
$$

Putting these expansions into (8.12) gives an implicit dispersion relation

$$
\begin{align*}
\lambda^{2}+\lambda^{4}+ & \cdots=-\frac{1}{2} q^{2} a^{2}\left(\ln \frac{R}{a}+\frac{1}{4}\right)+\frac{1}{4} q^{4} a^{4} \\
& \times\left(\ln ^{2} \frac{R}{a}+\ln \frac{R}{a}+\frac{7}{16}\right)-\frac{1}{8} q^{4} a^{2} R^{2}+\cdots \tag{B20}
\end{align*}
$$

Solving (B20) to order $q^{4}$ gives the explicit dispersion relation

$$
\begin{align*}
& C_{1}: \quad \lambda^{2}=-\frac{1}{2} q^{2} a^{2}\left(\ln \frac{R}{a}+\frac{1}{4}\right) \\
& \quad-\frac{1}{4} q^{4} a^{4}\left(\ln \frac{R}{a}-\frac{3}{8}\right)-\frac{1}{8} q^{4} a^{2} R^{2}+\cdots \tag{B21}
\end{align*}
$$

For the $C$ and $D$ modes with $m \geq 2$ we can evaluate the $q^{2}$ terms in $\lambda^{2}$ by using the expansions

$$
\begin{align*}
& \quad \frac{\eta}{q a} \frac{J_{m}^{\prime}(q a \mid \eta)}{J_{m}(q a / \eta)} \rightarrow \frac{m \eta^{2}}{q^{2} a^{2}}\left[1-\frac{q^{2} a^{2}}{2 m(m+1) \eta^{2}}+\cdots\right], \\
& \frac{H_{m-1}^{(1)}(q R) J_{m}^{\prime}(q a)-J_{m-1}(q R) H_{m}^{(1)}(q a)}{H_{m-1}^{(1)}(q R) J_{m}(q a)-J_{m-1}(q R) H_{m}^{(1)}(q a)}  \tag{B22}\\
& \quad \rightarrow-\frac{m}{q a}\left[1-\frac{q^{2} a^{2}}{2 m}+\frac{q^{2} R^{2}}{2 m(m-1)}\left(\frac{a^{2}}{R^{2}}\right)^{m}+\cdots\right] . \tag{B23}
\end{align*}
$$

The implicit dispersion relation is now, for $m>1$,

$$
\begin{gather*}
C_{m}, D_{m}: \quad m\left(\eta^{2}+1\right)+\xi^{2}=\frac{m+2}{2(m+1)} q^{2} a^{2} \\
-\frac{1}{2(m-1)}\left(\frac{a^{2}}{R^{2}}\right)^{m} q^{2} R^{2}+\cdots \tag{B24}
\end{gather*}
$$

We do not attempt to make this explicit for general $m$; the numerical results for $m=2$ and $m=3$ are included in Table I.

## High Frequency: $|q| \rightarrow \infty$

For $|q a| \gg 1$ the dispersion relation (8.12) may be written

$$
\begin{equation*}
\eta\left(\frac{J_{m}^{\prime}(q a / \eta)}{J_{m}(q a / \eta)}\right)+\frac{\xi^{2}}{q a}=i+O(1 / q a) \tag{B25}
\end{equation*}
$$

We divide the modes into those for which $|q a / \eta| \rightarrow \infty$ at high frequency (called Types $\mathfrak{A}$ and $\mathfrak{B}$ ) and those for which $|q a| \eta \mid \rightarrow \infty$ at high frequency (called $\mathbb{D}$ ).

$$
\mathcal{A} \& \mathcal{B}:|q a / \eta|+\infty .
$$

Here $\eta$ must go to infinity at least as fast as $q a$. From (B3) we see that there are two possible limits for $\lambda^{2}$, which define the modes of Types $\mathcal{A}$ and $\mathcal{B}$ :

$$
\begin{array}{ll}
\mathcal{A}: & \lambda^{2} \rightarrow(2-m)^{2} \\
\mathfrak{B}: & \lambda^{2} \rightarrow(2+m)^{2} \tag{B27}
\end{array}
$$

For $m=0$ the two limits are the same, and we call the mode Type $\mathcal{A}$. For $m=2$ the Type $\mathcal{A}$ mode is absent because the vanishing of the numerator of (B3) prevents it from becoming infinite when $\lambda^{2} \rightarrow 0$.

In order to obtain the $1 / q^{2}$ term in $\lambda^{2}$ we write (B25) as

$$
\begin{equation*}
\left[J_{m}^{\prime}(x) / x J_{m}(x)\right]+\left(\xi^{2} / x^{2} \eta^{2}\right) \rightarrow 0 \tag{B28}
\end{equation*}
$$

where

$$
\begin{equation*}
x \equiv q a / \eta \tag{B29}
\end{equation*}
$$

$\mathcal{A}:$ When $\lambda^{2}$ approaches the limit (B26) we find

$$
\begin{gather*}
\eta^{2} \rightarrow(2-m) / 2\left[\lambda^{2}-(m-2)^{2}\right]  \tag{B30}\\
\xi^{2} / \eta^{2} \rightarrow m \tag{B31}
\end{gather*}
$$

except that for $m=0$

$$
\begin{equation*}
\eta^{2} \rightarrow 2 /\left(\lambda^{2}-4\right) \tag{B32}
\end{equation*}
$$

and for $m=1$

$$
\begin{equation*}
\xi^{2} / \eta^{2} \rightarrow 3 \tag{B33}
\end{equation*}
$$

Hence for $m \neq 0$ the dispersion relation is

$$
\begin{equation*}
\mathcal{A}_{m n}: \quad \lambda^{2} \rightarrow(m-2)^{2}-(m-2) x^{2} / 2 q^{2} a^{2}+\cdots \tag{B34}
\end{equation*}
$$

while for $m=0$

$$
\begin{equation*}
\mathcal{A}_{0 n}: \quad \lambda^{2} \rightarrow 4+2 x^{2} / q^{2} a^{2}+\cdots \tag{B35}
\end{equation*}
$$

where $x$ is a root of Eq. (B28), which becomes

$$
\begin{equation*}
x J_{m}^{\prime}(x)=-m J_{m}(x) \tag{B36}
\end{equation*}
$$

except that for $m=1$

$$
\begin{equation*}
x J_{1}^{\prime}(x)=-3 J_{1}(x) \tag{B37}
\end{equation*}
$$

$\mathfrak{B}$ : When $\lambda^{2}$ approaches the limit (B27) we find

$$
\begin{gather*}
\eta^{2} \rightarrow(m+2) / 2\left[\lambda^{2}-(m+2)^{2}\right]  \tag{B38}\\
\xi^{2} / \eta^{2} \rightarrow-m . \tag{B39}
\end{gather*}
$$

Hence the dispersion relation is

$$
\begin{equation*}
\mathfrak{B}_{m n}: \quad \lambda^{2} \rightarrow(m+2)^{2}+(m+2) x^{2} / 2 q^{2} a^{2}+\cdots \tag{B40}
\end{equation*}
$$

where $x$ is a root of ( B 28 ), which becomes

$$
\begin{equation*}
x J_{m}^{\prime}(x)=+m J_{m}(x) \tag{B41}
\end{equation*}
$$

Some standard Besseling shows that the roots of (B36) and (B41) are, respectively,

$$
\begin{equation*}
\mathcal{A}: \quad x=j_{|m-1|, n}, \quad \mathcal{B}: \quad x=j_{m+1, n}, \tag{B42}
\end{equation*}
$$

where $j_{p, n}$ is the $n$th root of $J_{p}(x)$. The roots of (B37) must be calculated separately, and there are an infinite number of them.

$$
D:|q a / \eta| \rightarrow \infty
$$

Suppose we choose $\eta$ as the root of (8.6) such that $q a / \eta$ goes to infinity with positive imaginary part. Then the dispersion relation (B25) for $|q a| \rightarrow \infty$ becomes

$$
\begin{equation*}
-i \eta+\xi^{2} / q a \rightarrow-i \tag{B43}
\end{equation*}
$$

If $\xi^{2}$ stays finite then $\eta \rightarrow-1$, which is impossible since we define $q$ with $\operatorname{Im} q>0$ and $\eta$ with $\operatorname{Im}(q a / \eta)>$ 0 . Thus $\xi^{2} \rightarrow \infty$ at least as fast as $q a$. If $\eta$ also goes to infinity we have $\eta^{2} / \xi^{2}$ asymptotically constant for $m>0$ (vide supra) so according to (B43) $\eta$ must go like $q a$, which is impossible since $|q a| \eta \mid$ is assumed to diverge. Hence we must have $\xi^{2} \rightarrow \infty$ but $\eta^{2} \rightarrow \infty$. Inspection of (8.6) and (8.7) shows that this happens when

$$
\begin{equation*}
\lambda^{2} \rightarrow m^{2} \tag{B44}
\end{equation*}
$$

except that for $m=1$ the vanishing of the numerator of (8.7) prevents $\xi^{2}$ from becoming infinite when $\lambda^{2} \rightarrow 1$, and of course $\xi^{2}$ for $m=0$ is identically zero, as the type $\mathfrak{D}$ modes start with $m \geq 2$. When $\lambda^{2} \rightarrow m^{2}$, Eqs. (8.6) and (8.7) give

$$
\begin{gather*}
\eta \rightarrow \eta_{\infty}=\left[\left(3 m^{2}-2\right) / 4\left(m^{2}-1\right)\right]^{\frac{1}{2}}  \tag{B45}\\
\xi^{2} \rightarrow m^{2} /\left(\lambda^{2}-m^{2}\right), \tag{B46}
\end{gather*}
$$

so (B43) becomes

$$
\begin{equation*}
\mathscr{D}_{m}: \quad \lambda^{2} \rightarrow m^{2}\left[1+\xi^{2}\right] \rightarrow m^{2}\left[1+\frac{1}{i q a\left(1+\eta_{\infty}\right)}\right] \tag{B47}
\end{equation*}
$$

The derivation shows that the square root in (B45) must be taken positive.

Connection: $\boldsymbol{q}^{\mathbf{2}}<\mathbf{0}$
It should be noted that for purely imaginary $q$, the high- and low-frequency formulas (B7), (B8), (B11), (B21), (B24), and (B34), (B35), (B40), (B47) all give $\lambda$ real. The relative ordering of the values of $\lambda^{2}$ at low frequencies is

$$
\begin{aligned}
m=0: & A_{01}>A_{02}>\cdots, \\
m=1: & B_{11}>B_{12}>\cdots>A_{11} \\
& >A_{12}>\cdots>C_{1} \\
m=2: & B_{21}>B_{22}>\cdots>D_{2} \\
m \geq 3: & B_{m 1}>B_{m 2}>\cdots>D_{m}>C_{m} \\
& >\cdots>A_{m 2}>A_{m 1}
\end{aligned}
$$

where " $>$ " refers to the $\lambda^{2}$ values of the modes indicated. At high frequencies the relative ordering is

$$
\begin{aligned}
m=0: & \mathfrak{A}_{01}>\mathfrak{A}_{02}>\cdots, \\
m=1: & \mathfrak{B}_{11}>\mathfrak{B}_{12}>\cdots>\mathfrak{A}_{11}>\mathfrak{A}_{12}>\cdots, \\
m=2: & \mathfrak{B}_{21}>\mathscr{B}_{22}>\cdots>\mathfrak{D}_{2} \\
m \geq 3: & \mathscr{B}_{m 1}>\mathfrak{B}_{m 2}>\cdots>\mathfrak{D}_{m} \\
& >\cdots>\mathfrak{A}_{m 2}>\mathfrak{A}_{m 1}
\end{aligned}
$$

(The missing modes are $B_{0 n}, C_{0}, D_{0}, D_{1}, A_{2 n}, C_{2}$ at low frequency and $\mathfrak{B}_{0 n}, \mathscr{D}_{0}, \mathfrak{D}_{1}, \mathcal{A}_{2 n}$ at high frequency.) If one could be sure that for a given $m$ and $q^{2}<0$ the various $\lambda^{2}$ are real continuous functions of $-q^{2}$ which do not cross, then we could immediately conclude that the modes $A, \mathfrak{B}, \mathcal{D}$ labeled by their behavior for $q^{2} \rightarrow-\infty$ are to be identified with the corresponding $A, B, D$ modes labeled by their behavior for $q^{2} \rightarrow 0$. That is, we would guess that $\mathfrak{A}_{m n} \equiv A_{m n}$, $\mathscr{S}_{m n} \equiv B_{m n}$, and $\mathscr{D}_{m} \equiv D_{m}$.

But the trouble with this guess is that the $C_{m}$ modes are left out in the cold, there being no $\mathrm{C}_{m}$ modes they can hook onto at high frequency. A careful reinspection of the ordering of the $\lambda^{2}$ will convince the reader that, as we move away from zero on the negative $q^{2}$ axis, the $C_{m}$ modes must either cross the others or reach a singularity.

In fact, what happens is a singularity. In order to see this without inessential complications, we take the plasma channel radius $R$ infinite, and write the dispersion relation (8.12) for $q^{2}<0$ as

$$
\begin{equation*}
\eta \frac{I_{m}^{\prime}(Q a \mid \eta)}{I_{m}(Q a \mid \eta)}+\frac{\xi^{2}}{Q a}=\frac{K_{m}^{\prime}(Q a)}{K_{m}(Q a)} \tag{B48}
\end{equation*}
$$

where $q=i Q$, with $Q>0$. For $Q \rightarrow 0$ it is easy to check from (B14) that $\eta^{2}>0$. As long as $\eta^{2}$ stays positive (B48) requires that

$$
\begin{equation*}
m \eta^{2}+\xi^{2}+m<0 \tag{B49}
\end{equation*}
$$

since $x I_{m}^{\prime}(x) / I_{m}(x)>m$ and $x K_{m}^{\prime}(x) / K_{m}(x)<-m$ for real positive $x$. However, it is easy to see that (B48) has at some finite $Q a$ a solution with $\eta^{2} \rightarrow 0_{+}$. When $\eta^{2} \rightarrow 0$ (B49) requires that we take the root with

$$
\begin{equation*}
\lambda^{2} \rightarrow 3+m^{2}-\left(12 m^{2}+1\right)^{\frac{1}{2}} \equiv \lambda_{1}^{2} . \tag{B50}
\end{equation*}
$$

[See (B3) and (B13).] In this case $\xi^{2}$ approaches a finite limit $\xi_{1}^{2}<-m$, and (B48) gives $Q \rightarrow Q_{1}$, where

$$
\begin{equation*}
\xi_{1}^{2}=Q_{1} a K_{m}^{\prime}\left(Q_{1} a\right) / K_{m}\left(Q_{1} a\right), \tag{B51}
\end{equation*}
$$

an equation with precisely one solution. For instance, in the hose mode $C_{1}$ we have

$$
\begin{align*}
& \lambda_{1}^{2}=4-(13)^{\frac{1}{2}}=0.39 \\
& \xi_{1}^{2}=-6 /\left[(13)^{\frac{1}{2}}-1\right]=-2.29 \tag{B52}
\end{align*}
$$

and (B51) gives

$$
\begin{equation*}
Q_{1} a \simeq 2.3 \tag{B53}
\end{equation*}
$$

However, it is not possible for $\eta^{2}$ to return above zero when $Q$ increases past $Q_{1}$. For $\xi^{2}-\xi_{1}^{2}$ is of order $\eta^{2}$ when $\eta \rightarrow 0$, so (B48) gives

$$
\begin{align*}
|\eta| \rightarrow\left[\frac{d}{d x} \frac{1}{x}[ \right. & \left.\left.-\xi_{1}^{2}+x K_{m}^{\prime}(x) / K_{m}(x)\right]\right]_{x=Q_{1} a}\left(Q a-Q_{1} a\right) \\
& =\left(\frac{Q a}{Q_{1} a}-1\right)\left[\frac{d}{d x} x K_{m}^{\prime}(x) / K_{m}(x)\right]_{x=Q_{1} a} \tag{B54}
\end{align*}
$$

The derivative in (B54) is negative, so this is only possible for $\eta^{2}$ to go to zero from above when $Q$ goes to $Q_{1}$ from below.

It is also not possible for $\eta^{2}$ to pass through zero to negative values as $Q$ passes $Q_{1}$, since the ratio $I_{m}^{\prime}\left(Q_{1} a \mid \eta\right) / I_{m}\left(Q_{1} a \mid \eta\right)$ oscillates between $+\infty$ and $-\infty$ as $\eta^{2} \rightarrow 0_{-}$. We can only conclude that the function $\lambda^{2}$ simply comes to an end in the $C_{m}$ modes when $-q^{2}$ reaches the value $Q_{1}^{2}$.

There is still the question of what happens to $\lambda^{2}$ in the $C_{m}$ modes when $q \rightarrow \infty$ along some direction other than the imaginary axis. Here, $\lambda^{2}$ is complex and we do not expect to encounter a break in the $C_{m}$ mode. From the way the $\lambda^{2}$ values are ordered for $q^{2}<0$, we might expect that when $q^{2}$ is only slightly above the negative real axis the $C_{m}$ mode $\lambda^{2}$ will be nearly real for $\operatorname{Re}\left(-q^{2}\right)$ increasing from zero to $Q_{1}^{2}$, when $\lambda^{2}$ becomes highly complex and passes over an infinite number of $A_{m n}$ modes to hook on finally to a low $\mathfrak{A}_{m n}$ mode, probably $\boldsymbol{A}_{m 1}$. In fact, a machine calculation ${ }^{8}$ shows that this is what happens in the $C_{1}$ ("hose") mode. Following the $\lambda^{2}$ function from its known behavior at $q=0$ up to large imaginary values of $q^{2} a^{2}$ (i.e., $\omega$ large and real) shows the $C_{1}$ asymptotic behavior is what we have above called the $A_{11}$ mode. Assuming the same to happen for $m \geq 3$, we finally conclude that the correct identifications must be

$$
\begin{gather*}
A_{m, n} \equiv \mathcal{A}_{m, n+1}, \quad B_{m, n} \equiv \mathscr{B}_{m, n} \\
C_{m} \equiv \mathcal{A}_{m, \mathbf{1}}, \quad D_{m} \equiv \mathscr{D}_{m} \tag{B55}
\end{gather*}
$$

## APPENDIX C. WKB SOLUTION OF EQUATION (11.15)

We first write (11.15) in the Riccatti form

$$
\begin{align*}
-\frac{1}{\rho} \frac{d}{d \rho} & {\left[\frac{\rho}{\rho^{2 N}-1}\left(\frac{\varepsilon^{\prime}}{\varepsilon}\right)\right]+\frac{m^{2}}{\rho^{2}} \frac{1}{\rho^{2 N}-1} } \\
& \mp \frac{2 m N \rho^{2 N-2}}{\left(\rho^{2 N}-1\right)^{2}}+\mu^{2}=\frac{1}{\rho^{2 N}-1}\left(\frac{\varepsilon^{\prime}}{\varepsilon}\right)^{2} . \tag{C1}
\end{align*}
$$

For large $\mu$ this gives $\varepsilon^{\prime} / \mathcal{E} \simeq \mu\left[\rho^{2 N}-1\right]^{\frac{1}{2}}$, which when inserted in the left-hand side of (6.1) yields

$$
\begin{align*}
\mathcal{E}^{\prime} / \mathcal{E}=\mu\left[\rho^{2 N}-1\right]^{\frac{1}{2}} & -\frac{\left[\rho^{2 N}-1\right]^{\frac{1}{2}}}{2 \rho} \\
& \times \frac{d}{d \rho} \frac{\rho}{\left[\rho^{2 N}-1\right]^{\frac{1}{2}}}+O\left(\frac{1}{\mu}\right) \tag{C2}
\end{align*}
$$

either sign being taken for the square root of $p^{2 N}-1$. Integrating ( C 2 ), we find our WKB solutions

$$
\begin{equation*}
\mathcal{E} \propto \rho^{-\frac{1}{2}}\left[\rho^{2 N}-1\right]^{\frac{1}{4}} \exp \left(\mu \int d \rho\left[\rho^{2 N}-1\right]^{\frac{1}{2}}\right) \tag{C3}
\end{equation*}
$$

These solutions are valid except very near $\rho=0$ and $\rho=1$.

For $\rho \ll 1$, Eq. (11.15) becomes just Bessel's equation

$$
\begin{equation*}
\frac{1}{\rho} \frac{d}{d \rho} \rho \frac{d \mathcal{E}}{d \rho}-\frac{m^{2}}{\rho^{2}} \varepsilon+\mu^{2} \mathcal{E}=0 \tag{C4}
\end{equation*}
$$

with solution

$$
\begin{equation*}
\mathcal{E} \propto J_{m}(\mu \rho) \tag{C5}
\end{equation*}
$$

If $\mu^{2}$ is large we can find a region

$$
\begin{equation*}
\mu^{-1} \ll \rho \ll 1 \tag{C6}
\end{equation*}
$$

within which the solution (C5) becomes

$$
\begin{equation*}
\varepsilon \propto \rho^{-\frac{1}{2}} \cos \left\{\mu \rho-\frac{1}{2} m \pi-\frac{\pi}{4}\right\} \tag{C7}
\end{equation*}
$$

Comparing with (C3), we see that this may be written in the WKB form

$$
\begin{align*}
& \mathcal{E} \propto \rho^{-\frac{1}{2}}\left[1-\rho^{2 N}\right]^{\frac{1}{4}} \\
& \quad \times \cos \left\{\mu \int_{0}^{\rho} d \rho\left[1-\rho^{2 N}\right]^{\frac{1}{2}}-\frac{1}{2} m \pi-\frac{1}{4} \pi\right\} \tag{C8}
\end{align*}
$$

Thus (C8) is a good solution for $\rho<1$, except very close to the turning point at $\rho=1$ !

For $\rho$ very close to unity we may write

$$
\begin{equation*}
\rho=1+x\left(2 N \mu^{2}\right)^{-\frac{1}{3}}, \tag{C9}
\end{equation*}
$$

and Eq. (11.15) becomes

$$
\begin{equation*}
\frac{d}{d x} \frac{1}{x} \frac{d \varepsilon}{d x}-\varepsilon=0 \tag{C10}
\end{equation*}
$$

We find two regular solutions

$$
\begin{align*}
& \varepsilon_{ \pm}=x I_{ \pm \frac{2}{3}}\left[\frac{2}{3} x^{\frac{3}{2}}\right] \quad(x>0)  \tag{Cl1}\\
& \varepsilon_{ \pm}=x J_{ \pm \frac{2}{3}}\left[\frac{2}{3}(-x)^{\frac{3}{2}}\right] \quad(x<0) \tag{Cl2}
\end{align*}
$$

It is easy to check that these forms are correctly normalized to join smoothly at $\rho=1$, since both
(C11) and (C12) agree that for $x \rightarrow 0$

$$
\begin{aligned}
& \mathcal{E}_{+} \rightarrow\left[2^{\left.\frac{2}{3} / \Gamma\left(\frac{4}{3}\right)(3)^{\frac{4}{3}}\right] x^{2}\left[1+\frac{1}{14} x^{3}+\cdots \cdot\right]}\right. \\
& \varepsilon_{-} \rightarrow\left[2^{\frac{2}{3}} / \Gamma\left(\frac{1}{3}\right)\right]\left[1+\frac{1}{3} x^{3}+\cdots\right]
\end{aligned}
$$

For sufficiently large $\mu^{2}$ there is a region of $|x|$ :

$$
\begin{equation*}
1 \ll|x| \ll \mu^{\frac{2}{3}} \tag{C13}
\end{equation*}
$$

within which we may use the well-known asymptotic forms of (C11) and (C12)

$$
\begin{array}{r}
\varepsilon_{ \pm} \rightarrow(2 \pi)^{-\frac{1}{2} x} x\left[\exp \left\{-\frac{2}{3} x^{\frac{3}{2}}-\frac{1}{4} i \pi \mp \frac{2}{3} i \pi\right\}\right. \\
\left.+\exp \left\{\frac{2}{3} x^{\frac{7}{2}}+\frac{1}{4} i \pi\right\}\right] \quad\left(1 \ll x \ll \mu^{\left.\frac{2}{8}\right)},\right. \\
\varepsilon_{ \pm} \rightarrow(2 / \pi)^{\frac{1}{2}}(-x)^{\frac{1}{4}} \cos \left[\frac{2}{3}(-x)^{\left.\frac{3}{2} \mp \frac{1}{3} \pi-\frac{1}{4} \pi\right]}\right. \\
\left(1 \ll-x \ll \mu_{3}^{2}\right) . \tag{C15}
\end{array}
$$

The correct linear combination of the solutions (C14) is the one that decays exponentially, i.e.,

$$
\begin{equation*}
\varepsilon \propto \varepsilon_{+}-\varepsilon_{-} \tag{C16}
\end{equation*}
$$

and for $x<0$ this is given by (C15) as

$$
\begin{equation*}
\varepsilon \propto(-x)^{\frac{1}{4}} \cos \left[\frac{2}{3}(-x)^{\frac{3}{2}}-\frac{1}{4} \pi\right] \tag{C17}
\end{equation*}
$$

But when $x$ is negative and in the region (C14) we have $\rho \simeq 1,\left(1-\rho^{2 N}\right)^{\frac{1}{4}} \propto(-x)^{\frac{1}{4}}$, and

$$
\begin{equation*}
\mu \int_{\rho}^{1}\left[1-\rho^{2 N}\right]^{\frac{1}{2}} d \rho \simeq \frac{2}{3}(-x)^{\frac{3}{2}} \tag{C18}
\end{equation*}
$$

so (C17) may be written in a WKB form as

$$
\begin{equation*}
\varepsilon \propto \rho^{-\frac{1}{2}}\left[1-\rho^{2 N}\right]^{\frac{1}{4}} \cos \left\{\mu \int_{\rho}^{1}\left[1-\rho^{2 N}\right]^{\frac{1}{2}} d \rho-\frac{1}{4} \pi\right\} \tag{C19}
\end{equation*}
$$

The two forms (C8) and (C19) agree if

$$
\begin{equation*}
\mu \int_{0}^{\alpha}\left[1-\rho^{2 N}\right]^{\frac{1}{2}} d \rho=\left(n+\frac{1}{2} m+\frac{1}{2}\right) \pi \tag{C20}
\end{equation*}
$$

with $n$ an integer. The integral is just a Beta function

$$
\begin{equation*}
\int_{0}^{1}\left[1-\rho^{2 N}\right]^{\frac{1}{2}} d \rho=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} N\right)}{2(N+1) \Gamma\left(\frac{1}{2}+\frac{1}{2 N}\right)} \tag{C21}
\end{equation*}
$$

## APPENDIX D. THE SAUSAGE MODES

The $m=0$ case is sufficiently simple to allow the proof of some useful rigorous results. We show that for $m=0$ the only possible modes are the $A_{0}$ modes and the continuous spectrum.

For $m=0$ the functions $f(r)$ and $g(r)$ are

$$
f(r)=\left[r \alpha^{2 \prime}(r)+2 \alpha^{2}(r)\right] /\left[r \alpha^{2 \prime}(r)+4 \alpha^{2}(r)-\Omega^{2}\right]
$$

$$
\begin{equation*}
g(r)=0 \tag{D1}
\end{equation*}
$$

and Eq. (6.1) becomes

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r} r[1-f(r)] \frac{d}{d r} \delta(r)+q^{2} \delta(r)=0 . \tag{D3}
\end{equation*}
$$

Multiply (D3) by $r \delta^{*}(r)$, multiply the complex conjugate of (D3) by $r \&(r)$, subtract, and integrate from 0 to $R$; this gives

$$
\begin{equation*}
\int_{0}^{R} r \operatorname{Im} f(r)\left|\delta^{\prime}(r)\right|^{2} d r=-\operatorname{Im} q^{2} \int_{0}^{R} r|\delta(r)|^{2} d r \tag{D4}
\end{equation*}
$$

But using (D1), this is

$$
\begin{array}{r}
\operatorname{Im} \Omega^{2} \int_{0}^{R} \frac{r \alpha^{2 \prime}(r)+2 \alpha^{2}(r)}{\left|r \alpha^{2}(r)+4 \alpha^{2}(r)-\Omega^{2}\right|^{2}}\left|\mathcal{E}^{\prime}(r)\right|^{2} r d r \\
=-\operatorname{Im} q^{2} \int_{0}^{R} r|\mathcal{E}(r)|^{2} d r
\end{array}
$$

Thus when $q^{2}$ is real, $\Omega^{2}$ is real. For $q^{2}<0$ the bound-
ary conditions on $\mathcal{E}(r)$ are also real, so $\mathcal{E}(r)$ is everywhere real.

Now, multiply Eq. (D3) by $r \mathcal{E}(r)$ and integrate from 0 to $R$. We find

$$
\int_{0}^{R} r[1-f(r)] \mathcal{\delta}^{\prime 2}(r) d r=q^{2} \int_{0}^{R} r \delta^{2}(r) d r .
$$

Hence for $q^{2}<0$, the real function $1-f(r)$ must be negative somewhere. Outside the beam $1-f(r)$ is unity, so we conclude that $1-f(r)$ must pass below zero either by passing through zero or through infinity; in the former case we are in the continuous spectrum (10.12), while in the latter case we have an $A_{0}$ mode satisfying (11.40).

Note incidentally that (D4) does not imply that $q^{2}$ must be real for real $\Omega^{2}$ in the continuous spectrum, for when (10.12) is satisfied the function $\mathcal{E}(r)$ has a logarithmic singularity which invalidates (D4).
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#### Abstract

The fact that the Runge-Lenz vector is an extra constant of the motion for a charged particle moving in a Coulomb potential is found to account for the especially simple structure of the nonrelativistic coordinate space Coulomb Green's function. Also, the study of the consequences of this extra constant of the motion leads to a separation of variables in the differential equation for the coordinate space Coulomb Green's function, and hence to a new derivation of the closed-form expression for this Green's function which avoids the use of infinite series and the detailed properties of special functions.


## I. INTRODUCTION

THE Runge-Lenz vector,
$\mathbf{A}=\frac{1}{2}(\mathbf{p} \times \mathbf{L}-\mathbf{L} \times \mathbf{p})-\left(m Z e^{2} / 4 \pi\right) \mathbf{u}_{r}, \mathbf{u}_{r}=\mathbf{r} / r$
for particle motion in a Coulomb potential is a constant of the motion both classically and quantum mechanically. ${ }^{1,2}$ Classically, ${ }^{3.4}$ the constancy of A expresses the fact that the orbit of a particle moving in a Coulomb potential does not precess. The RungeLenz vector, A, together with the orbital angular momentum vector, $\mathbf{L}$, provide a complete set of integration constants for the classical equations of motion excepting only for the initial position of the particle in its orbit. Also, the equation of the orbit follows from the constancy of $\mathbf{A}$ in a remarkably simple way. In the quantum-mechanical Kepler problem too, the Runge-Lenz vector has proved to be useful. With the help of this vector the Bohr energy levels can be deduced strictly within the framework of Heisenberg's matrix mechanics. ${ }^{4.5}$ The existence of this extra constant of the motion-in addition to the orbital angular momentum vector (which is always a constant of the motion for a spherically symmetrical potential)-is equivalent to an additional symmetry of the Coulomb Hamiltonian beyond just invariance under spatial rotations.
We here wish to investigate the consequences of the existence of this extra vector constant of the motion for the Coulomb Green's function in coordinate space. This function may be defined by the differential

[^264]equation ${ }^{6}$
\[

$$
\begin{align*}
& \left(\nabla_{2}^{2}+\frac{2 k v}{r_{2}}+k^{2}\right) G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right)=\delta^{3}\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right), \\
& k=\left(\frac{2 m \omega}{\hbar}\right)^{\frac{1}{2}}, \quad \operatorname{Im}(k)>0, \quad v=\frac{Z e^{2} m}{4 \pi k \hbar^{2}} \tag{2}
\end{align*}
$$
\]

subject to certain regularity conditions at the origin and at infinity, or equivalently by the equation

$$
\begin{align*}
& G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right)=\left\langle\mathbf{r}_{2}\right| G(\omega)\left|\mathbf{r}_{1}\right\rangle, \\
& \left.G(\omega)=-\hbar^{2} / 2 m(H-\hbar \omega)\right] . \tag{3}
\end{align*}
$$

The quantity $\hbar \omega$ in (2) and (3) is any complex number not in the eigenvalue spectrum (discrete and continuous) of the Coulomb Hamiltonian,

$$
H=p^{2} / 2 m-Z e^{2} / 4 \pi r
$$

That this investigation might lead to some interesting results is suggested by the specific form of the function $G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right)$. This is ${ }^{6-8}$

$$
\begin{align*}
& G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right) \\
&=-\frac{\Gamma(1-i v)}{4 \pi\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|} \operatorname{det}\left[\begin{array}{l}
W_{i v ; \frac{1}{2}}(-i k u) \mathcal{M}_{i v ; \frac{1}{2}}(-i k v) \\
W_{i v ; \frac{1}{2}}(-i k u) \dot{\mathcal{M}}_{i v ; \frac{1}{2}}(-i k v)
\end{array}\right], \\
& u=r_{2}+r_{1}+\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|, \quad v=r_{2}+r_{1}-\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right| \tag{4}
\end{align*}
$$

The functions $W$ and $\mathcal{M}$ here are Whittaker functions as defined in Buchholz. ${ }^{9}$ The dots over the Whittaker functions denote differentiation with respect to the arguments of the Whittaker functions. The Green's function is seen to depend upon $\mathbf{r}_{2}$ and $\mathbf{r}_{1}$ only through the two variables $u$ and $v$ [the factor $\left|\mathbf{r}_{\mathbf{2}}-\mathbf{r}_{\mathbf{1}}\right|^{-1}$ which occurs in (4) can be written $\left.2(u-v)^{-1}\right]$. Now, on the basis of the spherical symmetry of the potential alone

[^265]one can only deduce that the Green's function must depend upon $\mathbf{r}_{2}$ and $\mathbf{r}_{1}$ through the three variables $r_{2}, r_{1}$, and $\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|$, or three functionally independent combinations of these. The Green's function (4) therefore has a structure simpler than that required by invariance under spatial rotations alone. It is tempting to speculate that this special simplicity of the Coulomb Green's function may be a consequence of the additional symmetry of the Coulomb Hamiltonian, associated with the extra constant of the motion, $\mathbf{A}$.

This speculation is confirmed by the work presented here (Sec. II). In addition (in Sec. III), we are led to a method of reducing the partial differential equation for the coordinate space Coulomb Green's function to a pair of uncoupled ordinary differential equations [Eqs. (27)] for the functional dependence on the remaining two variables $u$ and $v$. Hence we can give a derivation of the closed-form expression (4) which avoids the use of infinite series and the detailed properties of special functions. ${ }^{10.11}$

## II. CONSEQUENCES OF $[\mathrm{A}, H]=0$

To begin our investigation, we note that the constancy of $\mathbf{A}$ is equivalent to the commutability of A with the Coulomb Hamiltonian, $H$. But if $\mathbf{A}$ commutes with the Coulomb Hamiltonian, then it also commutes with any function $\mathcal{F}(H)$ of the Coulomb Hamiltonian,

$$
\begin{equation*}
\mathbf{A} \mathcal{F}(H)-\mathcal{F}(H) \mathbf{A}=0 . \tag{5}
\end{equation*}
$$

Taking matrix elements of this equation relative to a basis of position eigenfunctions gives an identity which must be satisfied by the coordinate space representative,

$$
\begin{equation*}
\mathscr{F}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right)=\left\langle\mathbf{r}_{2}\right| \mathscr{F}(H)\left|\mathbf{r}_{1}\right\rangle, \tag{6}
\end{equation*}
$$

of the operator $\mathcal{F}(H)$,

$$
\begin{align*}
& \left(-\mathbf{r}_{2} \nabla_{2}^{2}+\mathbf{r}_{2} \cdot \nabla_{2} \nabla_{2}+\nabla_{2}-\mathbf{u}_{2} a_{1}^{-1}\right) \mathcal{F}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right) \\
& \quad=\left(-\mathbf{r}_{1} \nabla_{1}^{2}+\mathbf{r}_{1} \cdot \nabla_{1} \nabla_{1}+\nabla_{1}-\mathbf{u}_{1} a_{1}^{-1}\right) \mathcal{F}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right) \tag{7}
\end{align*}
$$

[^266]Fig. 1. This figure shows part of the infinite three-sided pyramid which is the domain of the variables $x, y$, and $z$ of Eq. (8). The shaded area is a section through the pyramid at $x=$ const. (The scale is distorted for ease of visualization.)

$a_{1}$, the radius of the first Bohr orbit, equals $4 \pi \hbar^{2} / m Z e^{2}$. Here $\mathbf{u}_{1,2}$ denote unit vectors in the directions $\mathbf{r}_{1,2}$. Choosing $\mathscr{F}(H)=-\hbar^{2} / 2 m(H-\hbar \omega)$, one finds that the coordinate space Coulomb Green's function, $G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right)$, satisfies this identity, but we need not specialize to this case until the end of the calculation.

The differential equation (7) involves the six variables $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$. However, from the invariance of the Hamiltonian, $H$, under spatial rotations, it follows that $\mathcal{F}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right)$ can depend upon $\mathbf{r}_{2}$ and $\mathbf{r}_{1}$ only through the variables $r_{2}, r_{1}$, and $\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|$, or three functionally independent combinations of these variables. This enables us to rewrite (7) as a differential equation involving only three independent variables. Writing $\mathscr{F}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right)=\mathscr{F}(x, y, z)$, where

$$
\begin{equation*}
x=r_{1}+r_{2}, \quad y=\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|, \quad z=r_{2}-r_{1}, \tag{8}
\end{equation*}
$$

Eq. (7) goes over into

$$
\begin{align*}
& {\left[\frac{\partial^{2} \mathcal{F}}{\partial y \partial z} \frac{z^{2}-y^{2}}{2 y}\left(\mathbf{u}_{2}+\mathbf{u}_{1}\right)\right.} \\
& \quad+\frac{\partial^{2} \mathfrak{F}}{\partial x \partial y} \frac{x^{2}-y^{2}}{2 y}\left(\mathbf{u}_{2}-\mathbf{u}_{1}\right)-\frac{\partial \mathscr{F}}{\partial z}\left(\mathbf{u}_{2}+\mathbf{u}_{1}\right) \\
& \left.-\frac{\partial \mathscr{F}}{\partial x}\left(\mathbf{u}_{2}-\mathbf{u}_{1}\right)-\mathscr{F} a_{1}^{-1}\left(\mathbf{u}_{2}-\mathbf{u}_{1}\right)\right]=0, \\
& \quad r_{2}>0, \quad r_{1}>0, \quad \mathbf{r}_{2} \neq \mathbf{r}_{1} . \tag{9}
\end{align*}
$$

The domain of the variables $x, y, z$ is the infinite three-sided pyramid of Fig. 1. As $\mathbf{r}_{2}$ and $\mathbf{r}_{1}$ run over all possible values; $x$ varies over the range $0 \leq x<$ $+\infty$. For fixed $x, y=\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|$ varies over the range $0 \leq y \leq x$. For fixed $x$ and $y, z=r_{2}-r_{1}$ varies over the range $-y \leq z \leq+y$. The three edges of the pyramid are the three rays $y=z=0, x \geq 0$; $y=x=z \geq 0$; and $y=x=-z \geq 0$. These correspond to $\mathbf{r}_{2}, \mathbf{r}_{1}$ values for which $\mathbf{r}_{2}=\mathbf{r}_{1}, r_{1}=0$, and $r_{2}=0$, respectively.

The conditions $r_{2}>0, r_{1}>0, \mathbf{r}_{2} \neq \mathbf{r}_{1}$ associated with Eq. (9) express the fact that the domain of validity of Eq. (9) is the pyramid less its three edges. This excludes the exceptional points $r_{1}=0, r_{2}=0$, and $\mathbf{r}_{2}=\mathbf{r}_{1}$ which occur in the derivation of Eq. (9), and guarantees that the expressions entering Eq. (9) are
well defined. The points $r_{2}=0, r_{1}=0$, and $\mathbf{r}_{2}=\mathbf{r}_{1}$ may also be singular points of the function $\mathcal{F}(x, y, z)$.

The $x y$ plane cuts the region $r_{2}>0, r_{1}>0$, $\mathbf{r}_{2} \neq \mathbf{r}_{1}$-i.e., the pyramid less the three edges-into two halves, denoted by $\mathcal{A}$ and $\mathscr{B}$ (see Fig. 1). These consist of the points corresponding to $r_{2}>r_{1}>0$ and $r_{1}>r_{2}>0$, respectively. In the following analysis we limit ourselves to the study of the function $\mathscr{F}(x, y, z)$ in the region $\mathcal{A}$. It is obvious that the same considerations apply also to the region $\mathscr{B}$. In the end we have to build up the function $\mathcal{F}(x, y, z)$ by piecing together its values in the two regions.

The vector equation (9) is equivalent to the two scalar equations

$$
\begin{gather*}
\frac{1}{2}\left(z^{2}-y^{2}\right)\left(\partial^{2} \mathcal{F} / \partial y \partial z\right)-y(\partial \mathscr{F} / \partial z)=0,  \tag{10}\\
\frac{1}{2}\left(x^{2}-y^{2}\right)\left(\partial^{2} \mathcal{F} / \partial x \partial y\right)-y(\partial \mathcal{F} / \partial x)-\left(y / a_{1}\right) \mathcal{F}=0 . \tag{11}
\end{gather*}
$$

Of course, (10) and (11) follow from (9) only if $\mathbf{u}_{2}$ and $\mathbf{u}_{1}$ are linearly independent. In region $\mathfrak{A}$ the vectors $\mathbf{u}_{2}$ and $\mathbf{u}_{1}$ fail to be linearly independent on the upper surface $y=z \quad\left(\mathbf{u}_{2}=\mathbf{u}_{1}\right)$ and on the side $y=x$ $\left(\mathbf{u}_{2}=-\mathbf{u}_{1}\right)$. It might seem, therefore, that Eqs. (10) and (11) would be subject to the additional conditions $y \neq z$ and $y \neq x$. However, the points on the surfaces $y=z$ and $y=x$ are either already excluded by our conditions $r_{2}>r_{1}>0$, or they are regular points of the function $\mathcal{F}(x, y, z)$. In the latter case, Eqs. (10) and (11) continue to hold for $y=z$ and $y=x$, by continuity. Consequently, Eqs. (10) and (11) are valid throughout $\mathcal{A}$.

Equation (10) is equivalent to

$$
\partial / \partial y\left(z^{2}-y^{2}\right) \partial \mathcal{F} / \partial z=0
$$

which implies that $\left(z^{2}-y^{2}\right) \partial \mathcal{F} / \partial z$ is a function of $x$ and $z$ alone,

$$
\begin{equation*}
\left(z^{2}-y^{2}\right) \partial \mathscr{F} / \partial z=\phi(x, z) \tag{12}
\end{equation*}
$$

The function $\phi(x, z)$ occurring here can be evaluated by evaluating the left-hand side of the equation for a special value of $y$. For each pair of values of $x$ and $z$ which occurs in region $\mathcal{A}$, the point $(x, y, z)$ with $y=z$ is a point in region $\mathcal{A}$ and, hence, a regular point of $\mathcal{F}(x, y, z)$. This choice of $y$ makes the factor $\left(z^{2}-y^{2}\right)$ in (12) vanish. Since $\partial \mathscr{F} / \partial z$ remains finite, the entire left-hand side of Eq. (12) vanishes. It follows that the function $\phi(x, z)$ vanishes throughout A. Thus $\left(z^{2}-y^{2}\right) \partial \mathscr{F} / \partial z=0$ throughout $\mathcal{A}$. This in turn implies that

$$
\begin{equation*}
\partial \mathfrak{F} / \partial z=0 \tag{13}
\end{equation*}
$$

and, hence, that $\mathcal{F}$ is a function of $x$ and $y$ alone.

Extending this result to region $\mathfrak{B}$ also, we can write

$$
\begin{gather*}
\mathcal{F}(x, y, z)=\theta(z) F_{1}(x, y)+\theta(-z) F_{2}(x, y) \\
\theta(z)=+1, \quad z>0 ; \quad \theta(z)=0, \quad z<0 \tag{14}
\end{gather*}
$$

Again assuming the only singularities of $\mathcal{F}(x, y, z)$ occur at the edges of the pyramid of Fig. 1, the right-hand side of Eq. (14) must be continuous across the $x y$ plane, $z=0$. This implies $F_{1}(x, y)=F_{2}(x, y)=$ $F(x, y)$, say. From (14) it follows that $\mathcal{F}(x, y, z)$ is represented by the single expression $F(x, y)$ throughout its domain of definition,

$$
\begin{equation*}
\mathscr{F}(x, y, z)=F(x, y), \quad r_{2}>0, \quad r_{1}>0, \quad \mathbf{r}_{2} \neq \mathbf{r}_{1} \tag{15}
\end{equation*}
$$

We have here (a slight generalization of) the result which we were looking for at the beginning: the coordinate space representative of any function of the Coulomb Hamiltonian can depend upon $\mathbf{r}_{2}$ and $r_{1}$ only through the two variables $x=r_{2}+r_{1}$ and $y=\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|$-equivalently through the two variables $u=r_{2}+r_{1}+\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|$ and $v=r_{2}+r_{1}-\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|$. In particular, the coordinate space Coulomb Green's function

$$
G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right)=-\left(\hbar^{2} / 2 m\right)\left\langle\mathbf{r}_{2}\right|(H-\hbar \omega)^{-1}\left|\mathbf{r}_{1}\right\rangle
$$

must be a function of only the two variables $u$ and $v$. However, in addition we learned that this function of only two variables must satisfy the identity (11), and we now want to explore the consequences of this identity.

Equation (11) [with $\mathcal{F}(x, y, z)=F(x, y)$ ] can be rewritten

$$
\begin{equation*}
\frac{\partial}{\partial y} \frac{x^{2}-y^{2}}{2 y} \frac{\partial}{\partial x} y F-a_{1}^{-1} y F=0 \tag{16}
\end{equation*}
$$

This equation can be integrated once by putting

$$
\begin{equation*}
y F(x, y)=\partial D(x, y) / \partial y \tag{17}
\end{equation*}
$$

We then find $\partial \Lambda / \partial y=0$, where

$$
\Lambda=\left[\left(\partial^{2} D / \partial x \partial y\right)\left(x^{2}-y^{2}\right) / 2 y-a_{1}^{-1} D\right]
$$

This implies that $\Lambda$ is a function of $x$ only: $\Lambda=\lambda(x)$. Now for a given $F(x, y)$, the function $D(x, y)$ is not determined uniquely by Eq. (17). We can still add to $D(x, y)$ any function of $x$ alone. In this way $D$ can be adjusted such that $\Lambda=0$,

$$
\begin{equation*}
\left(\partial^{2} D / \partial x \partial y\right)\left(x^{2}-y^{2}\right) / 2 y-a_{1}^{-1} D=0 \tag{18}
\end{equation*}
$$

The mixed derivatives in Eq. (18) can be eliminated by going over to the variables $u=x+y=$ $r_{1}+r_{2}+\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|, v=x-y=r_{1}+r_{2}-\left|\mathbf{r}_{2}-r_{1}\right|$. In these variables Eq. (18) becomes

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial u^{2}}+\frac{1}{a_{1} u}\right) D-\left(\frac{\partial^{2}}{\partial v^{2}}+\frac{1}{a_{1} v}\right) D=0 \tag{19}
\end{equation*}
$$

and Eq. (17) goes over into

$$
\begin{equation*}
F=\frac{2}{u-v}\left(\frac{\partial D}{\partial u}-\frac{\partial D}{\partial v}\right) . \tag{20}
\end{equation*}
$$

These results "explain" the special significance of the variables $u$ and $v$ : For functions of $u$ and $v$ only, the identity (7) can be reduced to an equation [Eq. (19)] in which a separation of variables occurs.

## III. DERIVATION OF COULOMB GREEN'S FUNCTION BY SEPARATION OF VARIABLES

We now want to apply these results to the specific case of the coordinate space Coulomb Green's function. In the domain of validity, $r_{2}>0, r_{1}>0$, $\mathbf{r}_{2} \neq \mathbf{r}_{1}$, of the previous equations, the delta function source term in the differential equation, (2), vanishes, and the equation for the Green's function is homogeneous. Writing

$$
\begin{equation*}
G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right)=(1 / y)[\partial D(x, y) / \partial y], \tag{21}
\end{equation*}
$$

Eq. (2) goes over into

$$
\begin{align*}
0=\frac{\partial}{\partial y}\left(\frac{\partial^{2} D}{\partial x^{2}}+\right. & \left.\frac{\partial^{2} D}{\partial y^{2}}+\frac{2 x}{y} \frac{\partial^{2} D}{\partial x \partial y}+k^{2} D\right) \\
& -\frac{2}{r_{2}} \frac{\partial}{\partial y}\left(\frac{x^{2}-y^{2}}{2 y} \frac{\partial^{2} D}{\partial x \partial y}-\frac{D}{a_{1}}\right) . \tag{22}
\end{align*}
$$

As a consequence of the identity (18) this simplifies to

$$
\begin{align*}
0=\frac{\partial \Omega}{\partial y}, \quad \Omega & =\left(\frac{\partial^{2} D}{\partial x^{2}}+\frac{\partial^{2} D}{\partial y^{2}}+\frac{4 k v x}{x^{2}-y^{2}} D+k^{2} D\right) \\
a_{1}^{-1} & =m Z e^{2} / 4 \pi \hbar^{2}=k v \text { (as before). } \tag{23}
\end{align*}
$$

From (23) we deduce that $\Omega$ is a function of $x$ only: $\Omega=4 \psi(2 x)$, for some function $\psi$. Changing over to the variables $u$ and $v$, this statement becomes

$$
\begin{align*}
O(u) D+O(v) D & =2 \psi(u+v), \\
O(z) & =\left(\frac{\partial^{2}}{\partial z^{2}}+\frac{k^{2}}{4}+\frac{k y}{z}\right) . \tag{24}
\end{align*}
$$

The identity (19) can be rewritten in terms of the same differential operators $O(u)$ and $O(v)$ as occur in Eq. (24), and gives a relation,

$$
\begin{equation*}
O(u) D-O(v) D=0, \tag{25}
\end{equation*}
$$

involving these operators in an independent linear combination. Solving (24) and (25) for $O(u) D$ and $O(v) D$, find

$$
\begin{equation*}
O(u) D=\psi(u+v), \quad O(v) D=\psi(u+v) \tag{26}
\end{equation*}
$$

It is now shown that the "integration constant" $\psi(u+v)$ vanishes. Operating on the first of Eqs. (26) with $O(v)$ and on the second with $O(u)$, we deduce
that $O(v) \psi(u+v)=O(u) \psi(u+v)$. But for a function of $u+v$ only we have

$$
\partial^{2} / \partial u^{2} \psi(u+v)=\partial^{2} / \partial v^{2} \psi(u+v) .
$$

Consequently, the relation

$$
O(v) \psi(u+v)=O(u) \psi(u+v)
$$

reduces to simply $k v(u-v)(u v)^{-1} \psi(u+v)=0$, and this in turn implies $\psi(u+v)=0$. Therefore Eqs. (26) become simply

$$
\begin{equation*}
O(u) D=0, \quad O(v) D=0 . \tag{27}
\end{equation*}
$$

We have here reduced the partial differential equation of the coordinate space Coulomb Green's function to a pair of uncoupled ordinary differential equations for the dependence of the generating function $D(u, v)$ on the two variables $u$ and $v$.
The general solution of the equation $O(z) f(z)=0$ can be expressed as a linear combination of the two Whittaker functions ${ }^{12} W_{i v ;} ;(-i k z)$ and $\mathcal{M}_{i v i z}(-i k z)$. Thus $D(u, v)$ may be expressed as a linear combination of (the four possible) products of one Whittaker function of argument -iku times one of argument $-i k v$, all with the indices $i v$ and $\frac{1}{2}$. Exactly which products are allowed is dictated by the regularity conditions on $G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right)$ as a function of $\mathbf{r}_{2}$. At $r_{2}=+\infty, u=+\infty$. Since the Green's function must vanish at $r_{2}=+\infty,{ }^{13}$ the products involving $u$ through the $\mathcal{K}$ function are excluded. ${ }^{14}$ As regards the variable $v$, this can be made to vanish in the region $r_{2}>0, r_{1}>0, \mathbf{r}_{2} \neq \mathbf{r}_{1}$ of regularity of the Green's function by choosing $\mathbf{r}_{2}$ antiparallel to $\mathbf{r}_{1}$. But $G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right)$ would become infinite for this choice of $\mathbf{r}_{\mathbf{2}}$ if products involving $v$ through the $W$ function were allowed [because $d W_{i v ; \frac{1}{2}}(z) / d z$ becomes infinite for $z=0$ (cf. Ref. 9, p. 28)]. We have now eliminated all but one possibility, namely,

$$
D(u, v) \propto W_{i v ; \frac{1}{2}}(-i k u) \mathbb{H}_{i v ; \frac{1}{2}}(-i k v) .
$$

Substituting into Eq. (21) [equivalently, Eq. (20)] we obtain

$$
\begin{align*}
G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right) & \propto \frac{1}{\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|} \\
& \times \operatorname{det}\left[\begin{array}{ll}
W_{i v ; \frac{1}{2}}(-i k u) & \mathcal{H}_{i v ; \frac{1}{2}}(-i k v) \\
\dot{W}_{i v ; \frac{1}{2}}(-i k u) & \dot{\mathcal{H}}_{i v ; \frac{1}{2}}(-i k v)
\end{array}\right] . \tag{28}
\end{align*}
$$

The homogeneous equations which we have been working do not, of course, determine the numerical factor which is missing here. To determine this factor one must go back to the inhomogeneous

[^267]equation, (2), and match the singularity at $\mathbf{r}_{2}=\mathbf{r}_{1}$ of the expression on the right-hand side of (28) with the amplitude of the delta function source term in (2). This is achieved by the requirement
\[

$$
\begin{equation*}
G\left(\mathbf{r}_{2}, \mathbf{r}_{1}, \omega\right) \sim-1 / 4 \pi\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|, \quad\left(\mathbf{r}_{2} \rightarrow \mathbf{r}_{1}\right) . \tag{29}
\end{equation*}
$$

\]

Now when $\mathbf{r}_{2}$ approaches $\mathbf{r}_{1}, u$ approaches $v$, and the determinant in (28) goes over into the Wronskian of the two functions $W$ and $\mathcal{M}$. This Wronskian has the value ${ }^{12} 1 / \Gamma(1-i v)$. Hence the missing numerical factor in (28) is $-\Gamma(1-i v) / 4 \pi$. Supplying (28) with
this factor gives the familiar closed form expression (4) for the coordinate space Coulomb Green's function.
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#### Abstract

The time-dependent Green's function for a moving isotropic nondispersive medium is hereby obtained by taking the $\omega$-integration of the time-harmonic solution which was previously obtained by means of an operational method and by making use of the known result of the two-dimensional Klein-Gordon equation.


## INTRODUCTION

THE time-dependent Green's function for a moving isotropic medium was recently found by Compton. ${ }^{1}$ He applied a four-fold Fourier transform to the pertinent differential equation to obtain the desired result. In evaluating the reciprocal Fourier transform, he considers the $\omega$-integration first, followed by the $k$-integration. The steps involved in the calculation are rather long, comparable to those of Lee and Papas. ${ }^{2}$
In this paper, we show that the time-dependent solution can readily be obtained by taking the $\omega$ integration of the time-harmonic solution ${ }^{3}$ which was previously obtained by an operational method without a lengthy calculation.

[^268]
## THE BASIC EQUATION AND ITS SOLUTIONS

The time-dependent Green's function considered by Compton ${ }^{4}$ satisfies the differential equation

$$
\begin{align*}
& {\left[\begin{array}{rl}
{\left[\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right.} & +\frac{1}{a} \frac{\partial^{2}}{\partial z^{2}}-\frac{2 \Omega}{a} \frac{\partial^{2}}{\partial z \partial t} \\
& \left.+\left(\frac{\Omega^{2}}{a}-\frac{n^{2} a}{c^{2}}\right) \frac{\partial^{2}}{\partial t^{2}}\right] G\left(\bar{R}, \bar{R}^{\prime} ; t, t^{\prime}\right) \\
\text { where } \quad & =-\delta\left(\bar{R}-\bar{R}^{\prime}\right) \delta\left(t-t^{\prime}\right),
\end{array}\right.}
\end{align*}
$$

$$
\begin{gathered}
a=\frac{1-\beta^{2}}{1-n^{2} \beta^{2}}, \quad \Omega=\frac{\left(n^{2}-1\right) \beta}{\left(1-n^{2} \beta^{2}\right) c}, \\
n=\left(\frac{\mu \epsilon}{\mu_{0} \epsilon_{0}}\right)^{\frac{1}{2}}, \quad \beta=\frac{v}{c}, \quad c=\left(\mu_{0} \epsilon_{0}\right)^{\frac{1}{2}}, \quad \bar{v}=v a_{z} .
\end{gathered}
$$

We define the Fourier pair

$$
\begin{align*}
& F(\omega)=\int_{-\infty}^{\infty} G(t) e^{-j \omega t} d t  \tag{2}\\
& G(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(\omega) e^{j \omega t} d \omega \tag{3}
\end{align*}
$$
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this factor gives the familiar closed form expression (4) for the coordinate space Coulomb Green's function.

## ACKNOWLEDGMENTS

The author would like to thank Professor L. Brown for suggesting this problem and for a number of helpful discussions.

This research was supported in part by the United States Office of Naval Research and the United States Atomic Energy Commission.

# Time-Dependent Green's Function for a Moving Isotropic Nondispersive Medium* 

C. T. TAI<br>Radiation Laboratory, University of Michigan, Ann Arbor, Michigan

(Received 10 June 1966)


#### Abstract

The time-dependent Green's function for a moving isotropic nondispersive medium is hereby obtained by taking the $\omega$-integration of the time-harmonic solution which was previously obtained by means of an operational method and by making use of the known result of the two-dimensional Klein-Gordon equation.


## INTRODUCTION

THE time-dependent Green's function for a moving isotropic medium was recently found by Compton. ${ }^{1}$ He applied a four-fold Fourier transform to the pertinent differential equation to obtain the desired result. In evaluating the reciprocal Fourier transform, he considers the $\omega$-integration first, followed by the $k$-integration. The steps involved in the calculation are rather long, comparable to those of Lee and Papas. ${ }^{2}$
In this paper, we show that the time-dependent solution can readily be obtained by taking the $\omega$ integration of the time-harmonic solution ${ }^{3}$ which was previously obtained by an operational method without a lengthy calculation.

[^270]
## THE BASIC EQUATION AND ITS SOLUTIONS

The time-dependent Green's function considered by Compton ${ }^{4}$ satisfies the differential equation

$$
\begin{align*}
& {\left[\begin{array}{rl}
{\left[\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right.} & +\frac{1}{a} \frac{\partial^{2}}{\partial z^{2}}-\frac{2 \Omega}{a} \frac{\partial^{2}}{\partial z \partial t} \\
& \left.+\left(\frac{\Omega^{2}}{a}-\frac{n^{2} a}{c^{2}}\right) \frac{\partial^{2}}{\partial t^{2}}\right] G\left(\bar{R}, \bar{R}^{\prime} ; t, t^{\prime}\right) \\
\text { where } \quad & =-\delta\left(\bar{R}-\bar{R}^{\prime}\right) \delta\left(t-t^{\prime}\right),
\end{array}\right.}
\end{align*}
$$

$$
\begin{gathered}
a=\frac{1-\beta^{2}}{1-n^{2} \beta^{2}}, \quad \Omega=\frac{\left(n^{2}-1\right) \beta}{\left(1-n^{2} \beta^{2}\right) c}, \\
n=\left(\frac{\mu \epsilon}{\mu_{0} \epsilon_{0}}\right)^{\frac{1}{2}}, \quad \beta=\frac{v}{c}, \quad c=\left(\mu_{0} \epsilon_{0}\right)^{\frac{1}{2}}, \quad \bar{v}=v a_{z} .
\end{gathered}
$$

We define the Fourier pair

$$
\begin{align*}
& F(\omega)=\int_{-\infty}^{\infty} G(t) e^{-j \omega t} d t  \tag{2}\\
& G(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(\omega) e^{j \omega t} d \omega \tag{3}
\end{align*}
$$

[^271]Thus, if Eq. (1) is multiplied by $e^{-j o t}$ and integrated with respect to $t$, we obtain

$$
\begin{align*}
{\left[\frac{\partial^{2}}{\partial x^{2}}+\right.} & \frac{\partial^{2}}{\partial y^{2}}+\frac{1}{a} \frac{\partial^{2}}{\partial z^{2}}-\frac{2 j \omega \Omega}{a} \frac{\partial}{\partial z} \\
& \left.+\omega^{2}\left(\frac{n^{2} a}{c^{2}}-\frac{\Omega^{2}}{a}\right)\right] F(\omega)=-e^{-j \omega t^{\prime}} \delta\left(\bar{R}-\bar{R}^{\prime}\right) \tag{4}
\end{align*}
$$

If we introduce an auxiliary function $f(\omega)$ such that

$$
\begin{equation*}
F(\omega)=e^{j \omega \Omega z} f(\omega), \tag{5}
\end{equation*}
$$

then $f(\omega)$ satisfies the following equation:

$$
\begin{align*}
\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{1}{a} \frac{\partial^{2}}{\partial z^{2}}+\right. & \left.\frac{\omega^{2} n^{2} a}{c^{2}}\right) f(\omega) \\
& =-e^{-j \omega\left(t^{\prime}+\Omega z^{\prime}\right)} \delta\left(\bar{R}-\bar{R}^{\prime}\right) . \tag{6}
\end{align*}
$$

Except for the factor $e^{-j \omega\left(t^{\prime}+\Omega z^{\prime}\right)}$, Eq. (6) is the same as Eq. (26) considered in Ref. 3. Hence, its solution is given by the following:

Case I: $n \beta<1$

$$
\begin{equation*}
f(\omega)=\frac{a^{\frac{1}{2}} \exp \left\{-j \omega\left[t^{\prime}+\Omega z^{\prime}+(n / c) a^{\frac{1}{2}} R_{a}\right]\right\}}{4 \pi R_{a}}, \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{a}=\left(a \xi^{2}+r^{2}\right)^{\frac{1}{2}}, \quad r^{2}=\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2} \\
& \xi=\left(z-z^{\prime}\right) .
\end{aligned}
$$

Case II: $n \beta>1$
$f(\omega)=\left\{\begin{array}{l}\begin{array}{l}0, \quad|a|^{\frac{1}{2}} \xi<r \\ |a|^{\frac{1}{2}} \exp \left[-j \omega\left(t^{\prime}+\Omega z^{\prime}\right)\right] \cos (\omega n / c)|a|^{\frac{1}{2}} R_{a}^{\prime} \\ 2 \pi R_{a}^{\prime}\end{array} \\ |a|^{\frac{1}{2}} \xi>r\end{array}\right\}$,
where

$$
\begin{equation*}
R_{a}^{\prime}=\left(|a| \xi^{2}-r^{2}\right)^{\frac{1}{2}} \tag{8}
\end{equation*}
$$

In view of Eqs. (3) and (5), we can obtain readily the solutions for $G(t)$; they are the following:

Case I: $n \beta<1$

$$
\begin{align*}
& \begin{aligned}
G(t) & =\frac{a^{\frac{1}{2}}}{8 \pi^{2} R_{a}} \int_{-\infty}^{\infty} \exp \left[j \omega\left(\tau+\Omega \xi-\frac{n}{c} a^{\frac{1}{2}} R_{a}\right)\right] d \omega \\
& =\frac{a^{\frac{1}{2}}}{4 \pi R_{a}} \delta\left(\tau+\Omega \xi-\frac{n}{c} a^{\frac{1}{2}} R_{a}\right)
\end{aligned} \\
& \text { where } \tau=t-t^{\prime} . \tag{9}
\end{align*}
$$

Case II: $n \beta>1$

$$
\begin{align*}
G(t) & =\frac{|a|^{\frac{1}{2}}}{4 \pi^{2} R_{a}^{\prime}} \int_{-\infty}^{\infty} \exp [j \omega(\tau+\Omega \xi)] \cos \frac{n}{c}|a|^{\frac{1}{2}} R_{a}^{\prime} d \omega \\
& =\frac{|a|^{\frac{1}{2}}}{4 \pi R_{a}^{\prime}} \delta\left(\tau+\Omega \xi-\frac{n}{c}|a|^{\frac{1}{2}} R_{a}^{\prime}\right), \quad|a|^{\frac{1}{2}} \xi>r, \tag{10}
\end{align*}
$$

$G(t)=0, \quad|a|^{\frac{1}{2}} \xi<r$.
Our expressions for $G(t)$ appear to be of slightly different form as compared to Compton's, but they are equivalent. In fact, the present ones are simpler in form and also put the time-dependent part explicitly in the delta function.

To discuss the locus of the wave front, we consider, for example, the case corresponding to $n \beta<1$. The impulsive wave front is described by

$$
\begin{equation*}
\tau+\Omega \xi-(n / c) a^{\frac{1}{2}} R_{a}=0 \tag{12}
\end{equation*}
$$

The above equation can be written in the form
where

$$
\begin{equation*}
\left[\left(\xi-\xi_{c}\right)^{2} / A^{2}\right]+\left(r^{2} / B^{2}\right)=1, \tag{13}
\end{equation*}
$$

$$
\begin{gathered}
\xi_{c}=\frac{\left(n^{2}-1\right) \beta c \tau}{n^{2}-\beta^{2}}, \quad A=\frac{n\left(1-\beta^{2}\right) c \tau}{n^{2}-\beta^{2}} \\
B=\left(\frac{1-\beta^{2}}{n^{2}-\beta^{2}}\right)^{\frac{1}{2}} c \tau
\end{gathered}
$$

Equation (13) defines the same ellipsoid discussed by Compton. It can be shown that the same algebraic equation applies to the case $n \beta>1$. For the latter case, $\xi_{c}$ is numerically smaller than $A$. The detached ellipsoidal wave front is therefore confined within the Mach cone defined by $|a|^{\frac{1}{2}} \xi-r=0$.
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#### Abstract

It is shown that, given any Lorentz invariant $S$-matrix, it is possible to calculate from it, by purely algebraic operations, a Galilean invariant $S$-matrix, and vice versa.


## I. INTRODUCTION

THE requirement of Lorentz invariance is more difficult to satisfy than the requirement of Galilean invariance in quantum mechanics. A formula is given below which shows that, if there is a theory that has a Lorentz invariant $S$-matrix, then there is a related theory that has a Galilean invariant $S$-matrix, and that the two $S$-matrices are related by only algebraic relations. If other conditions, such as crossing symmetry are required of the relativistic $S$-matrix, they may be imposed on the nonrelativistic one and the entire covariant problem reduced to the simpler noncovariant one. In Sec. II the formula and related definitions are given. In Sec. III the proof of the invariance and unitarity is given, and in Sec. IV a motivated derivation of the formula is given.

## II. FORMULA RELATING THE RELATIVISTIC AND NONRELATIVISTIC $S$-MATRICES

The $S$-matrices are taken between plane-wave states $|p \sigma\rangle$. The relativistic $S$-operator is indicated by $S$ and the nonrelativistic one by $s$. The general element of the $S$-matrix is

$$
\begin{equation*}
\left\langle\mathbf{p}_{1} \sigma_{1} \cdots \mathbf{p}_{n} \sigma_{n}\right| S\left|\mathbf{q}_{1} \tau_{1} \cdots \mathbf{q}_{m} \tau_{m}\right\rangle . \tag{1}
\end{equation*}
$$

The invariance of $S$ is contained in the statement $U^{\dagger}(L) S U(L)=S$, where $U(L)$ is the unitary operator that represents the Lorentz transformation $L$. The action of $U(L)$ on the state $|\mathbf{q} \tau\rangle$ is given by

$$
\begin{equation*}
U(L)|\boldsymbol{q} \tau\rangle=\left(\Omega_{L \mathbb{q}} / \Omega_{\mathbf{q}}\right)^{\frac{1}{2}} D_{\tau^{\prime} \tau}^{(T)}[R(L, q)]\left|L \mathbf{q} \tau^{\prime}\right\rangle \tag{2}
\end{equation*}
$$

The vector $\mathbf{q}$ is the spatial part of a four vector whose time component $\Omega_{\mathrm{q}}=\left(\mathbf{q}^{2}+m^{2}\right)^{\frac{1}{2}}$, where $m$ is the mass of the particle. In the above formula $L \mathbf{q}$ means the spatial part of the transformed four vector $L\left(\mathbf{q}, \Omega_{q}\right)$. The rotation $R(L, q)$ is the Wigner rotation associated with the Lorentz transformation $L$ and the four vector ${ }^{1} q$. The unitary matrix $D$ is an irreducible representation of the rotation group of dimension $2 T+1$ when the particle in question has spin $T$. The $T$ 's and masses are usually dropped.

[^272]The general element of the nonrelativistic $s$-matrix is

$$
\begin{equation*}
\left\langle\mathbf{p}_{1} \sigma_{1} \cdots \mathbf{p}_{n} \sigma_{n}\right| s\left|\mathbf{q}_{1} \tau_{1} \cdots \mathbf{q}_{m} \tau_{m}\right\rangle \tag{3}
\end{equation*}
$$

The nonrelativistic operator $s$ has the invariance property $U^{\dagger}(G) s U(G)=s$, where $U(G)$ is the unitary operator that represents the Galilean transformation $G$. The action of $U(G)$ on the $|\boldsymbol{q} \tau\rangle$ is given by
$U(R)|\mathbf{q} \tau\rangle=D_{\tau^{\prime} \tau}(R)|R \mathbf{q}, \tau\rangle, \quad$ for rotation $R ;$
$U(V)|\boldsymbol{q} \tau\rangle=|\mathbf{q}+m \mathbf{V}, \tau\rangle$,
for a change to a moving coordinate system.
In terms of the $S$-matrix elements the requirements of Lorentz and rotational invariance become

$$
\begin{align*}
& \left\langle\mathbf{p}_{1} \sigma_{1} \cdots \cdot\right| S\left|\mathbf{q}_{1} \tau_{1} \cdots\right\rangle \\
& \quad=\sum_{\sigma_{1}^{\prime} \cdots \tau_{1_{1}^{\prime}} \cdots} D_{\sigma_{1} \sigma_{1}}^{-1}\left[R\left(L, p_{1}\right)\right] \cdots \\
& \quad \times\left(\Omega_{L \mathbf{p}_{1}} \cdots / \Omega_{\mathbf{p}_{1}} \cdots\right)^{\frac{1}{2}} \\
& \quad \times\left\langle L \mathbf{p}_{\mathbf{p}_{1}} \sigma_{1}^{\prime} \cdots\right| S\left|L \mathbf{q}_{1} \tau_{1}^{\prime} \cdots\right\rangle\left(\Omega_{L \mathbf{a}_{1}} \cdots / \Omega_{\mathbf{q}_{1}} \cdots\right)^{\frac{1}{2}} \\
& \quad \times D_{r_{1} \tau_{1}}\left[R\left(L, q_{1}\right)\right] \cdots . \tag{5}
\end{align*}
$$

The dots indicate that the same factors are repeated for each of the $m$-incident and $n$-final particles as for the first. The analogous formula for the nonrelativistic $s$-matrix is

$$
\begin{align*}
\left\langle\mathbf{p}_{1} \sigma_{1} \cdots\right| s\left|\mathbf{q}_{1} \tau_{1} \cdots\right\rangle= & \sum_{\sigma_{1^{\prime}}} \sum_{\tau_{1_{1}} \cdots} D_{\sigma_{1} \sigma_{1}}^{-}(R) \cdots \\
& \times\left\langle R \mathbf{p}_{1^{\prime}} \sigma_{1}^{\prime} \cdots\right| s\left|R \mathbf{q}_{1} \tau_{1}^{\prime} \cdots\right\rangle \\
& \times D_{\tau_{1}^{\prime} \tau_{1}}(R) \cdots \tag{6}
\end{align*}
$$

Given the set of initial four vectors $q_{1} \cdots q_{m}$ for the initial state, there is a Lorentz transformation $A$ that carries these four vectors to their center-of-mass values $\hat{q}_{1} \cdots \hat{q}_{m}$ that is $A q_{i}=\hat{q}_{i}$. The $\hat{q}$ 's have the property $\sum \hat{\mathbf{q}}_{i}=\mathbf{0}$. The transformation $A$ is to be a Lorentz transformation without rotation. That is, if $\mathbf{Q}=$ $\sum \mathbf{q}_{i}$, then each $\mathbf{q}_{i}$ can be separated into its component parallel to $\mathbf{Q}:\left(\mathbf{q}_{i} \cdot \mathbf{Q}\right) \mathbf{Q} / \mathbf{Q}^{2}$ and its component perpendicular to $\mathbf{Q}: \mathbf{q}_{i}-\left(\mathbf{q}_{i} \cdot \mathbf{Q}\right) \mathbf{Q} / \mathbf{Q}^{2}$. Only the component of $\mathbf{q}_{i}$ parallel to $\mathbf{Q}$ is changed by $A$. Given the set of three vectors $\hat{\mathbf{q}}_{1} \cdots \hat{\mathbf{q}}_{m}$, a Galilean transformation can be made on them so that they have the same total momentum $\mathbf{Q}$ as the original set of
vectors $\mathbf{q}_{1} \cdots \mathbf{q}_{m}$. The Galilean transformation $G$ applied to $\hat{\mathbf{q}}_{i}$ gives $G \hat{\mathbf{q}}_{i}=\overline{\mathbf{q}}_{i}=\hat{\mathbf{q}}_{i}+m_{i} \mathbf{Q} / M$, where $m_{i}$ is the mass of the $i$ th particle and $M=\sum m_{i}$. The components of $\mathbf{q}_{i}$ and $\overline{\mathbf{q}}_{i}$ perpendicular to $\mathbf{Q}$ are equal, and only the component parallel to $\mathbf{Q}$ is altered. The Jacobian of the transformation from $\mathbf{q}$ to $\overline{\boldsymbol{q}}$ is

$$
\begin{equation*}
d^{3} \mathbf{q}_{1} \cdots d^{3} \mathbf{q}_{m}=\left(\Omega_{1} \cdots \Omega_{m} / \omega_{1} \cdots \omega_{m}\right) d^{3} \mathbf{q}_{1} \cdots d^{3} \overline{\mathbf{q}}_{m} \tag{7}
\end{equation*}
$$

The $\Omega$ 's are the energies in the moving coordinate system, and the $\omega$ 's are the energies in the center of mass. The Jacobian is easily calculated from the familiar facts that $d^{3} \mathbf{q} / \Omega$ is an invariant for Lorentz transformations and $d^{3} \mathbf{q}$ is an invariant for Galilean transformations. A similar set of vectors $\overline{\mathbf{p}}_{1} \cdots \overline{\mathbf{p}}_{m}$ may be defined for the final state. ${ }^{2}$

The proposed connection between the relativistic and nonrelativistic $S$-matrices is

$$
\begin{align*}
& \left\langle\mathbf{p}_{1} \sigma_{1} \cdots \mathbf{p}_{n} \sigma_{n}\right| S\left|\mathbf{q}_{1} \tau_{1} \cdots \mathbf{q}_{m} \tau_{m}\right\rangle \\
& =\sum_{\substack{\sigma_{1}^{\prime}, \ldots, \sigma_{n^{\prime}}, \ldots \\
\tau_{1} \cdots, \tau_{m}}} D_{\sigma_{1} \sigma_{1}}^{-1}\left[R\left(A, p_{1}\right)\right] \cdots D_{\sigma_{n} \sigma_{n}}^{-1}\left[R\left(A, p_{n}\right)\right] \\
& \times\left(\omega_{p_{1}} \cdots \omega_{p_{n}} / \Omega_{\boldsymbol{D}_{1}} \cdots \Omega_{p_{n}}\right)^{\frac{1}{2}} \\
& \times\left\langle\overline{\mathbf{p}}_{1} \sigma_{1}^{\prime} \cdots \overline{\mathbf{p}}_{n} \sigma_{n}^{\prime}\right| \boldsymbol{s}\left|\overline{\mathbf{q}}_{1} \tau_{1}^{\prime} \cdots \overline{\mathbf{q}}_{m} \tau_{m}^{\prime}\right\rangle \\
& \times\left(\omega_{\mathbf{q}_{1}} \cdots \omega_{\mathbf{q}_{m}} / \Omega_{\mathbf{q}_{1}} \cdots \Omega_{\mathbf{q}_{m}}\right)^{\frac{1}{2}} \\
& \times D_{r_{1} \tau_{1}}\left[R\left(A, q_{1}\right)\right] \cdots D_{\tau_{m} \tau_{m}}\left[R\left(A, q_{m}\right)\right] . \tag{8}
\end{align*}
$$

## III. UNITARITY AND LORENTZ INVARIANCE

By direct calculation the unitarity and Lorentz invariance of $S$ are shown to follow from the unitarity and Galilean invariance of $s$. The unitarity of $S$ is tested by evaluation the expression:

$$
\begin{align*}
& \sum_{\tau_{1}} \sum_{\tau_{T}} \int d^{3} \mathbf{q}_{1} \cdots d^{3} \mathbf{q}_{m} \\
& \times\left\langle\mathbf{p}_{1} \sigma_{1} \cdots \mathbf{p}_{n} \sigma_{n}\right| S\left|\mathbf{q}_{1} \tau_{1} \cdots \mathbf{q}_{m} \tau_{m}\right\rangle \\
& \times\left\langle\mathbf{q}_{1} \tau_{1} \cdots \mathbf{q}_{m} \tau_{m}\right| S^{\dagger}\left|\mathbf{r}_{1} \rho_{1} \cdots \mathbf{r}_{l} \rho_{l}\right\rangle . \tag{9}
\end{align*}
$$

The sums should be over all intermediate states. The outside sum in (9) indicates the sum over all possible particle types and number of particles. The inner sums and the integrals are the instructions for adding over all states with a given number and type of particle. If (8) is substituted for $S$ in (9), the sum over $\tau_{i}$ involves $D_{r_{1}^{\prime} r_{1}}\left[R\left(A, p_{i}\right)\right]$ from $S$ and $D_{r_{1} r_{1}}^{*}\left[R\left(A p_{i}\right)\right]$ from $S^{\dagger}$. Since $D$ is unitary and the arguments of the two $D$ 's are the same, the result is a $\delta_{r_{i}^{\prime} T_{i}^{\prime \prime}}$. The factors $\left(\omega_{\mathbf{q}_{1}} \cdots \omega_{\mathbf{q}_{m}} / \Omega_{\mathbf{q}_{1}} \cdots \Omega_{\mathbf{q}_{m}}\right)^{\frac{1}{2}}$ are the same for both $S$ and $S^{\dagger}$, and
$d^{3} \mathbf{q}_{1} \cdots d^{3} \mathbf{q}_{m}\left(\omega_{\mathbf{a}_{1}} \cdots \omega_{\mathbf{a}_{\boldsymbol{m}}} / \Omega_{\mathbf{q}_{1}} \cdots \Omega_{\mathbf{q}_{m}}\right)=d^{3} \bar{q}_{1} \cdots d^{3} \bar{q}_{m}$.

[^273]With these remarks the unitarity sum (9) becomes

$$
\begin{aligned}
& \sum_{\substack{\sigma_{1}^{\prime} \\
\rho_{1}^{\prime}}} \sum_{\substack{\sigma_{n} n_{1}^{\prime}}} D_{\sigma_{1} \sigma_{1}}^{-1}\left[R\left(A, p_{1}\right)\right] \cdots D_{\sigma_{n} \sigma_{n}}^{-1}\left[R\left(A, p_{n}\right)\right] \\
& \times\left(\omega_{\mathbf{p}_{1}} \cdots \omega_{\mathbf{p}_{n}} / \Omega_{\mathbf{p}_{1}} \cdots \Omega_{\mathbf{p}_{n}}\right)^{\frac{1}{2}} \\
& \times\left\{\sum_{\substack{\tau_{1}, \ldots, \tau_{m^{\prime}} \\
\tau_{1}, \ldots, \tau_{m}^{\prime}}} \int d^{3} \overline{\mathbf{q}}_{1} \cdots d^{3} \overline{\mathbf{q}}_{m}\right. \\
& \times\left\langle\overline{\mathbf{p}}_{1} \sigma_{1}^{\prime} \cdots \overline{\mathbf{p}}_{n} \sigma_{n}^{\prime}\right| s\left|\overline{\mathbf{q}}_{1} \tau_{1}^{\prime} \cdots \mathbf{q}_{m}^{\prime} \tau_{m}^{\prime}\right\rangle \delta_{\tau_{1_{1}^{\prime} \tau_{1}}} \cdots \delta_{\tau_{m}{ }^{\prime} \tau_{m}} . \\
& \left.\times\left\langle\mathbf{q}_{1} \tau_{1}^{\prime \prime} \cdots \overline{\mathbf{q}}_{m}\right| s^{\dagger}\left|\overline{\mathbf{r}}_{1} \rho_{1}^{\prime} \cdots \overline{\mathbf{r}}_{l} \rho_{l}^{\prime}\right\rangle\right\} \\
& \times\left(\omega_{\mathbf{r}_{1}} \cdots \omega_{\mathbf{r}_{i}} / \Omega_{\mathbf{r}_{1}} \cdots \Omega_{\mathbf{r}_{1}}\right)^{\frac{1}{2}} \\
& \times D_{\rho_{1^{\prime}} \rho_{1}}\left[R\left(A, r_{1}\right)\right] \cdots D_{\rho_{i} \rho_{l}}\left[R\left(A, r_{l}\right)\right] .
\end{aligned}
$$

The expression in braces is just the nonrelativistic unitarity condition so that the unitarity sum (9) becomes

$$
\begin{aligned}
& \sum_{\substack{\sigma_{1}^{\prime} \\
\rho_{1}^{\prime}, \cdots \rho_{n} \\
\rho_{\sigma_{n}^{\prime}}^{\prime}}} D_{\sigma_{1} \sigma_{1}}^{-1}\left[R\left(A, p_{1}\right)\right] \cdots D_{\sigma_{n} \sigma_{n}}^{-1}\left[R\left(A, p_{n}\right)\right] \\
& \times\left(\omega_{\mathrm{p}_{1}} \cdots \omega_{\mathrm{D}_{n}} / \Omega_{\mathrm{p}_{1}} \cdots \Omega_{\mathrm{D}_{n}}\right)^{\frac{1}{2}} \\
& \times\left\langle\overline{\mathbf{p}}_{1} \sigma_{1}^{\prime} \cdots \overline{\mathbf{p}}_{n} \sigma_{n}^{\prime}\right| 1\left|\overline{\mathbf{r}}_{1} \rho_{1}^{\prime} \cdots \overline{\mathbf{r}}_{l} \rho_{l}^{\prime}\right\rangle \\
& \times\left(\omega_{\mathrm{r}_{1}} \cdots \omega_{\mathrm{r}_{l}} / \Omega_{\mathrm{r}_{1}} \cdots \Omega_{\mathrm{r}_{2}}\right)^{\frac{1}{2}} \\
& \times D_{\rho_{1^{\prime}} \rho_{1}}\left[R\left(A, r_{1}\right)\right] \cdots D_{\rho_{l^{\prime}} \rho_{l}}\left[R\left(A, r_{l}\right)\right] .
\end{aligned}
$$

Unless the initial and final states have the same number and type of particles, the sum vanishes. When the initial and final states have the same number and type of particles, the spin indices $\sigma^{\prime}$ and $\rho^{\prime}$ must be equal and the $D$ functions are summed to $\delta_{\sigma \rho}$. The momentum $\delta$ functions of $(\overline{\mathbf{p}}-\overline{\mathbf{q}})$ multiplied by the weight $(\omega / \Omega)$ gives $\delta(\mathbf{p}-\mathbf{q})$, so the expression is just

$$
\left\langle\mathbf{p}_{1} \sigma_{1} \cdots \mathbf{p}_{n} \sigma_{n}\right| 1\left|\mathbf{r}_{1} \rho_{1} \cdots \mathbf{r}_{l} \rho_{l}\right\rangle,
$$

and the unitarity of $S$ follows from that of $s$.
Lorentz invariance of $S$ requires that

$$
\begin{align*}
\left\langle\mathbf{p}_{1} \sigma_{\mathbf{1}} \cdots\right. & \left.\mathbf{p}_{n} \sigma_{n}|S| \mathbf{q}_{1} \tau_{1} \cdots \mathbf{q}_{m} \tau_{m}\right\rangle \\
= & \sum D_{\sigma_{1} \sigma_{1}^{\prime}}^{-1}\left[R\left(L, p_{1}\right)\right] \cdots D_{\sigma_{n} \sigma_{n}}^{-1}\left[R\left(L, p_{n}\right)\right] \\
& \times\left(\Omega_{L \mathbf{p}_{\mathbf{1}}} \cdots \Omega_{L \mathbf{p}_{n}} / \Omega_{\mathbf{p}_{1}} \cdots \Omega_{\mathbf{p}_{n}}\right)^{\frac{1}{2}} \\
& \times\left\langle L \mathbf{p}_{1} \sigma_{1}^{\prime} \cdots \mathbf{p}_{n} \sigma_{n}^{\prime}\right| S\left|L \mathbf{q}_{1} \tau_{1}^{\prime} \cdots L \mathbf{q}_{m} \tau_{m}^{\prime}\right\rangle \\
& \times\left(\Omega_{L \mathbf{q}_{1}} \cdots \Omega_{L \mathbf{q}_{m}} / \Omega_{\mathbf{q}_{1}} \cdots \Omega_{\mathbf{q}_{m}}\right)^{\frac{1}{2}} \\
& \times D_{\tau_{1}^{\prime} \tau_{\mathbf{1}}}\left[R\left(L, q_{1}\right)\right] \cdots D_{\tau_{m^{\prime}} \tau_{m}}\left[R\left(L, q_{m}\right)\right] . \tag{10}
\end{align*}
$$

The $S$-matrix elements on both sides can be evaluated in terms of the elements of $s$ through (8). The Galilean invariance of $s$ guarantees the Lorentz of $S$. The left-hand side of (10) is explicitly given by (8). The $S$-matrix element on the right-hand side of (10) can also be calculated from (8). The transformation that takes the vectors $L q_{1} \cdots L q_{m}$ to their rest system is $B$. If the sum of the $q^{\prime}$ s is $Q$, then $A$ transforms $Q$ to its rest system $A Q=(0, M)$. Similarly, the transformation $B$ transforms $L Q$ to its rest system
$B L Q=(\mathbf{O}, M)$. These two results may be combined to yield $B L A^{-1}(\mathbf{O}, M)=(\mathbf{O}, M)$. The product $\mathrm{BLA}^{-1}$ is a rotation $R(L, Q)$, the Wigner rotation associated with $L$ and $Q$, since it leaves ( $O, M$ ) invariant. The set of vectors $\widehat{\mathrm{Lq}}_{1} \cdots \widehat{\mathrm{Lq}} \mathbf{q}_{m}$ is given by

$$
\begin{aligned}
\mathbf{B L q}_{1} \cdots \mathbf{B L q}_{m} & =R(L, Q) A q_{1} \cdots R(L, Q) A q_{m} \\
& =R(L, Q) \hat{\mathbf{q}}_{1} \cdots R(L, Q) \hat{\mathbf{q}}_{m}
\end{aligned}
$$

The Galilean transformation to a moving coordinate system from the center of mass does not change the value of $s$. The matrix element

$$
\left\langle L \mathbf{p}_{1} \sigma_{1}^{\prime} \cdots L \mathbf{p}_{n} \sigma_{n}^{\prime}\right| S\left|L \mathbf{q}_{1} \tau_{1}^{\prime} \cdots L \mathbf{q}_{m} \tau_{m}^{\prime}\right\rangle
$$

that appears on the right-hand side of (10) is

$$
\begin{align*}
& \times\left(\omega_{\mathfrak{p}_{1}} \cdots \omega_{\mathbf{p}_{n}} / \Omega_{L_{\boldsymbol{p}_{1}}} \cdots \Omega_{L \mathbf{p}_{n}}\right)^{\frac{1}{2}} \\
& \times\left\langle R(L, Q) \overline{\overline{1}}_{1} \sigma_{1}^{\prime \prime} \cdots R(L, Q) \overline{\mathbf{p}}_{n} \sigma_{n}^{\prime \prime}\right| s \mid R(L, Q) \overline{\bar{q}}_{1} \tau_{1}^{\prime \prime} \cdots \\
& \left.\times R(L, Q) \overline{\mathbf{q}}_{m} \tau_{m}^{\prime \prime}\right\rangle\left(\omega_{q_{1}} \cdots \omega_{q_{m}} / \Omega_{L \mathbf{q}_{1}} \cdots \Omega_{L \mathbf{q}_{m}}\right)^{\frac{1}{2}} \\
& \times D_{\tau_{1}{ }^{*} r_{1}}\left[R\left(B, L q_{1}\right)\right] \cdots D_{r_{m}{ }^{\prime \prime} \tau_{m}}\left[R\left(B, L q_{m}\right)\right] . \tag{11}
\end{align*}
$$

To simplify this, it is necessary to use the inverse of (4) which gives

$$
\begin{align*}
& \left.\left\langle\boldsymbol{R} \overline{\mathbf{p}}_{1} \sigma_{1}^{\prime \prime} \cdots R \overline{\mathbf{p}}_{n} \sigma_{n}^{\prime \prime}\right| s \mid R \overline{\mathbf{q}}_{1} \tau_{1}^{\prime \prime} \cdots R \overline{\mathbf{q}}_{m} \tau_{m}^{\prime \prime}\right) \\
& =\sum_{\substack{\sigma_{1}{ }^{\prime \prime} \\
\tau_{1}{ }^{\prime \prime} \\
\cdots \cdots \sigma_{n^{\prime \prime}}}} D_{\sigma_{1}{ }^{\prime \prime} \sigma_{1}{ }^{\prime \prime}}[R(L, Q)] \cdots D_{\sigma_{n^{\prime \prime}} \sigma_{1}{ }^{\prime \prime}}[R(L, Q)] \\
& \times\left(\overline{\mathbf{p}}_{1} \sigma_{1}^{\prime \prime \prime} \cdots \overline{\mathbf{p}}_{n} \sigma_{n}^{\prime \prime \prime}|s| \overline{\mathbf{q}}_{1} \tau_{1}^{\prime \prime \prime} \cdots \overline{\mathbf{q}}_{m} \tau_{m}^{\prime \prime \prime}\right\rangle D_{r_{1} \tau_{1}{ }^{\prime}}^{-1} \\
& \times[R(L, Q)] \cdots D_{T_{m} T^{\prime \prime}}^{-1}[R(L, Q)] . \tag{12}
\end{align*}
$$

When (12) is substituted into (11) and (11) is then substituted into (10), the result is products of the type

$$
\begin{equation*}
D_{\sigma_{1} \sigma_{1}}^{-1}\left[R\left(L, p_{1}\right)\right] D_{\sigma_{1} \sigma_{1}{ }^{\prime \prime}}^{-1}\left[R\left(B, L p_{1}\right)\right] D_{\sigma_{1}{ }^{\prime} \sigma_{1}{ }^{\prime \prime}}[R(L, Q)] \tag{13a}
\end{equation*}
$$

on the left of the matrix element of $s$, and of the type

$$
\begin{equation*}
D_{\tau_{1}{ }^{\prime \prime} \tau_{1}}^{-1}[R(L, Q)] D_{\tau_{1}{ }^{\prime \prime} \tau_{1}}\left[R\left(B, L q_{1}\right)\right] D_{\tau_{1} \tau_{1}^{\prime} \tau_{1}}\left[R\left(L, q_{1}\right)\right] \tag{13b}
\end{equation*}
$$

on the right of the matrix element of $s$. These expressions can be simplified by recalling that $B L A^{-1}=$ $R(L, Q)$, that $R\left(L_{1} L_{2}, v\right)=R\left(L_{1} L_{2} v\right) R\left(L_{2}, v\right)$, and that $R(R, v)=R$. The product in (13b) is $R\left(A, q_{1}\right)=$ $R\left[R^{-1}(L, Q) B L, q_{1}\right]$, since

$$
\begin{aligned}
& D\left[R\left\{R^{-1}(L, Q) B L, q_{1}\right\}\right] \\
& \quad=D\left[R\left\{R^{-1}(L, Q), B L q_{1}\right\} R\left(B, L q_{1}\right) R\left(L, q_{1}\right)\right] .
\end{aligned}
$$

The right-hand side of (10) becomes the same as the right-hand side of (8), demonstrating that the Galilean invariance of $s$ implies the Lorentz invariance of $S$.

## IV. DERIVATION OF THE FORMULA

The formula (8) can be derived in a straightforward way for the two-body to two-body $S$-matrix, and the generalization can be guessed. ${ }^{3}$ The combination of the plane-wave states into irreducible unitary representations of the Lorentz group is achieved by the formula

$$
\begin{align*}
|p J \mu L S \mathbf{p}\rangle= & \sum_{\sigma_{1} \sigma_{2}} \int d^{3} \mathbf{p}_{1} d^{3} \mathbf{p}_{2}\left|\mathbf{p}_{1} \sigma_{1} \mathbf{p}_{2} \sigma_{2}\right\rangle \\
& \times\left\langle\mathbf{p}_{1} \sigma_{1} \mathbf{p}_{2} \sigma_{2} \mid p J \mu L S \mathbf{p}\right\rangle \tag{14}
\end{align*}
$$

This formula is valid relativistically and nonrelativistically. The difference is in the transformation coefficients $\left\langle p_{1} \sigma_{1} p_{2} \rho_{2} \mid p J \mu L S \mathbf{p}\right\rangle$ which are

$$
\begin{align*}
& \left\langle\mathbf{p}_{1} \sigma_{1} \mathbf{p}_{2} \sigma_{2} \mid p J \mu L S \mathbf{p}\right\rangle \\
& =\sum_{\lambda \sigma} \delta\left(\mathbf{p}-\mathbf{p}_{1}-\mathbf{p}_{2}\right) \delta\left[p-p\left(p_{1} p_{2}\right)\right] / p^{2} \\
& \quad \times C(L S J \mid \lambda \sigma \mu) C\left(S_{1} S_{2} S \mid \sigma_{1} \sigma_{2} \sigma\right) \gamma_{L \lambda}(\Omega) \tag{15a}
\end{align*}
$$

nonrelativistically, and

$$
\begin{align*}
& \left\langle\mathbf{p}_{1} \sigma_{1} \mathbf{p}_{2} \sigma_{2} \mid p J \mu L S \mathbf{p}\right\rangle \\
& =\sum_{\lambda \sigma} \delta\left(\mathbf{p}-\mathbf{p}_{1}-\mathbf{p}_{2}\right) \delta\left[p-p\left(p_{1} p_{2}\right)\right] / p^{2} \\
& \quad \times C(L S J \mid \lambda \sigma \mu) C\left(S_{1} S_{2} S \mid \tau_{1} \tau_{2} \sigma\right) \\
& \quad \times D_{\sigma_{1} \tau_{1}}\left[R\left(A, p_{1}\right)\right] D_{\sigma_{2} \tau_{2}}\left[\left(A, p_{2}\right)\right]\left(\Omega \omega_{1} \omega_{2} / M \Omega_{1} \Omega_{2}\right)^{\frac{1}{2}} \tag{15b}
\end{align*}
$$

relativistically. The only difference in the formulas is the appearance of the $D$ 's and the factor $\left(\Omega \omega_{1} \omega_{2} / M \Omega_{1} \Omega_{2}\right)^{\frac{1}{2}}$ in the relativistic case. The weighting factor is different from that of (8), since the coordinates $\mathbf{p}$ and $\mathbf{P}$ have been used instead of $\bar{p}_{1}$ and $\bar{p}_{2} \cdot \mathbf{p}\left(\mathbf{p}_{1} \mathbf{p}_{2}\right)=\hat{\mathbf{p}}_{1}=-\hat{\mathbf{p}}_{2}$.

To achieve interacting states, the noninteracting states are multiplied by a radial-wavefunction $f_{q}(p)$ and integrated $p^{2} d p$. This radial-wavefunction is the same relativistically and nonrelativistically. The $S$-matrix elements

$$
\left\langle q^{\prime} J^{\prime} \mu^{\prime} L^{\prime} S^{\prime} \mathbf{p}^{\prime}(-) \mid q J \mu L S P(+)\right\rangle
$$

are the same relativistically and nonrelativistically. Finally, the different transformation coefficients (15a) and (15b) lead to formula (8) when the $S$-matrix is transformed to rectangular coordinates.
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#### Abstract

This paper establishes the existence of $N$ and $D$ matrices with the property that the partial-wave $T$ matrix has the form $T=N D^{-1}$. We consider the case of a finite number of two-body channels and prove that, if $T$ is analytic with right- and left-hand cuts and is suitably bounded, then $N$ and $D$ can be constructed with all the usual properties-namely, $N$ and $D$ have the left- and right-hand cuts, respectively, $N$ is finite at the bound-state poles, and $D$ tends to one as the energy goes to infinity.


## I. INTRODUCTION

THE matrix $N / D$ method is a widely used technique for computing scattering amplitudes in bootstrap calculations. ${ }^{1}$ The technique was originally proposed by Bjorken ${ }^{2}$ as a generalization of the single channel $N / D$ method of Chew and Mandelstam. ${ }^{3}$ In those situations where the method is usually applied, one is concerned with the scattering between $n$ two-body channels described by a symmetric ( $n \times n$ ) partial wave scattering matrix $T(s)$. This amplitude has a left-hand cut whose discontinuity is considered as given (corresponding to the forces of the problem) and, starting at $s_{0}$, a right-hand cut whose discontinuity is to be determined consistent with unitarity. The matrix $N / D$ technique for doing this can be summarized as follows: One assumes that $T$ can be written in the form

$$
\begin{equation*}
T=N D^{-1} \tag{1.1}
\end{equation*}
$$

where $D$ satisfies the following conditions: (i) $D$ is real analytic with a right-hand cut, but no left-hand cut. It may have a finite number of real $C D D$ poles. ${ }^{4}$ (ii) $T D$ is real on the right, so that $N$ has no right-hand cut. ${ }^{5}$ (iii) $D \rightarrow 1$ as $|s| \rightarrow \infty .{ }^{6}$ (iv) $T D$ is finite

[^275]at the bound-state energies. One now uses unitarity to derive the usual nonsingular integral equation for $D$ (or $N$ ) in terms of the left-hand discontinuity of $T$. This equation is then solved to determine $T$.

The $N / D$ method hinges on the assumption that $T$ can be written as $N D^{-1}$. One might imagine a situation in which the $T$ arrived at from a more complete calculation could not be decomposed into $N D^{-1}$. In this case solutions of the $N / D$ equations might still exist, but they could not yield the correct $T$. In this paper we examine the possibility of decomposing $T$ as $N D^{-1}$ and conclude that for any $T$ with the usual properties this can be done with $D$ satisfying conditions (i)-(iv).

At first, one might think that proving the existence of $N$ and $D$ matrices should present no problem. In the case of a single channel, for example, the existence proof is direct and simple. One forms the Omnes expression,

$$
\begin{equation*}
D_{0}(s)=\left(s-s_{0}\right)^{-m} \exp \left(-\frac{1}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime}-s-i \epsilon}\right), \tag{1.2}
\end{equation*}
$$

where we have taken

$$
\delta(\infty)=0, \quad \delta\left(s_{0}\right)=m \pi
$$

The function $D_{0}$ has no left-hand cut, and $N=T D_{0}$ is real on the right, so that $D_{0}$ satisfies conditions (i) and (ii). Multiplying $D_{0}$ by a suitable rational function, one can ensure that (iii) and (iv) are also satisfied. This construction guarantees the existence of at least one $D$ function with the properties (i)-(iv).

For the multichannel case, however, there seems to be no simple generalization of the Omnes formula. One can, of course, write the $S$ matrix as $S=$ $\exp (2 i \Delta)$, where the matrix $\Delta$ is real and symmetric, and then $D$ defined by Eq. (1.2) (with $\delta$ replaced by the matrix $\Delta$ ) certainly has no left-hand cut.

Unfortunately, the resulting $N=T D$ is not real on the right. ${ }^{7}$

Another obvious approach to the explicit construction of a $D$ matrix would be to diagonalize the $S$ matrix, $S=U^{\dagger} S_{d} U$, and to construct a diagonal $D$ matrix, $D_{d}$, using the Omnes formula (1.2) for each element separately. This diagonal $D_{d}$ obviously has the desired properties, but when one returns to the original representation, the resulting $D=U^{\dagger} D_{d} U$ is unsuitable because the matrix $U$ has a left-hand cut which it communicates to $D$.

The situation in potential scattering (with a Yukawa potential for example) bears out our contention that the multichannel case needs special attention. In the one-channel case $S=f(k) / f(-k)$, where the Jost function $f(k)$ is analytic in the lower-half $k$ plane, and $D$ defined as $f(-k)$ has all the required properties. In the multichannel case $S=F(K) F^{-1}(-K)$, but the Jost matrix $F(-K)$ in general does have a left-hand cut. ${ }^{8}$ The identification $D=F(-K)$ in fact satisfies conditions (ii)-(iv) but obviously not (i). Thus, here too the existence of a proper $D$ is unproved.

In Sec. II we prove that one can, in fact, always construct a suitable $D$ for any $T$ with the following properties: (1) $T(s)$ is an ( $n \times n$ ) symmetric matrix, analytic in the usual cut plane except at a finite number of bound-state poles. (2) On the right-hand cut $T$ is continuous and piecewise analytic (i.e., has only a countable number of branch point singularities). (3) On the right-hand cut, each element of $T$ and its first two derivatives is bounded by some power of $s$ as follows:

$$
\begin{gather*}
|\rho T|<C / s^{\alpha}, \quad C, \alpha>0 \\
\left|\rho T^{\prime}\right| \text { and }\left|\rho T^{\prime \prime}\right|<C / s^{\beta}, \quad \beta>1, \tag{1.3}
\end{gather*}
$$

where $\rho$ is the phase space matrix ( $S=1+2 i \rho^{\frac{1}{2}} T \rho^{\frac{1}{2}}$ ) and primes denote derivatives with respect to $s$. (4) $T$ satisfies extended unitarity on the right-hand cut; i.e., $T^{-1}=Y-i \rho$, where $Y$ is a real matrix. ${ }^{9}$

Some comment on these assumptions is in order. First, it may be seen that, apart from the analyticity of $T$, we use only properties of $T$ on the right-hand cut. Secondly, the bound (1.3) is chosen so that the dispersion relation for ( $D-1$ ) is unsubtracted. The case where subtractions are needed is not considered here. ${ }^{6}$ The bounds on the derivatives of $T$ are needed to eliminate pathological oscillations when $s$

[^276]is large. Finally, our use of extended unitarity is comparatively inessential. In order to prove that a certain equation-Eq. (4.5)-is of Fredholm type we need to know that $\operatorname{Im} T^{-1}$ is finite on the right-hand cut; this is conveniently guararteed by extended unitarity, which implies that $\operatorname{Im} T^{-1}=-\rho_{0}$, the open-channel part of $\rho$.

Our procedure is first to assume that $D$ exists and to derive an integral equation which it must satisfy. This equation is a singular integral equation for $D$ in terms of the physical values of $T$. We show first that if the equation has solutions at all, then it has solutions which satisfy conditions (i)-(iv) and secondly that it does have solutions. We present the whole of this analysis in Sec. II, omitting only some mathematical details which are given in Sec. IV.

In Sec. III we discuss the single-channel problem and compare our construction of $D$ with the usual one. This discussion illustrates the role of $C D D$ poles in our approach. In Sec. IV we repair the omissions of Sec. II; in particular, we outline the proof of the theorem on singular integral equations used in Sec. II, and we verify that the $D$ matrix which we construct does satisfy condition (iii) that $D \rightarrow 1$ and $s \rightarrow \infty$.

## II. EXISTENCE OF THE $D$ MATRIX

In order to derive an integral equation for $D$, we first assume that $T=N D^{-1}$, where $D$ has properties (i)-(iv) of Sec. I. It then follows that $D$ satisfies a dispersion relation,

$$
\begin{equation*}
D(s)=1+\sum_{i=1}^{p} \frac{R_{i}}{s-c_{i}}+\frac{1}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\operatorname{Im} D\left(s^{\prime}\right)}{s^{\prime}-s-i \epsilon} \tag{2.1}
\end{equation*}
$$

where $R_{i}$ are real matrices and $c_{i}$ are real numbers less than $s_{0}$. To evaluate $\operatorname{Im} D$ we note first that $D=T^{-1} N$, where $N$ is real on the right, so

$$
\begin{equation*}
\operatorname{Im} D=\left(\operatorname{Im} T^{-1}\right) N=\left(\operatorname{Im} T^{-1}\right) T D \tag{2.2}
\end{equation*}
$$

Extended unitarity implies that

$$
\begin{equation*}
T^{-1}=Y-i \rho=Y_{0}-i \rho_{0} \tag{2.3}
\end{equation*}
$$

where $\rho_{0}$ is the open-channel part of $\rho$, so that both $Y_{0}$ and $\rho_{0}$ are real everywhere on the right. Equations (2.2) and (2.3) then give

$$
\operatorname{Im} D=-\rho_{0} T D
$$

whence the dispersion relation for $D$ becomes

$$
\begin{equation*}
D(s)=1+\sum_{i=1}^{p} \frac{R_{i}}{s-c_{i}}-\frac{1}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\rho_{0}\left(s^{\prime}\right) T\left(s^{\prime}\right) D\left(s^{\prime}\right)}{s^{\prime}-s-i \epsilon} \tag{2.4}
\end{equation*}
$$

This relation may now be regarded as a singular integral equation for $D$ in terms of the values of $T$
on the right-hand cut. Its solution in the singlechannel case can be found in Muskhelishvili ${ }^{10}$ and Omnes ${ }^{11}$ and is given essentially by the Omnes formula (1.2). Properties (i)-(iv) can then be verified directly from the solution. In the many-channel case an explicit solution cannot in general be found, and we proceed as follows: Any solution $D$ of Eq. (2.4) clearly defines a function analytic in $s$ with the right-hand cut. Multiplication of $D$ by suitable factors $(s-b) /(s-c)$ can obviously guarantee that $T D$ is finite at the bound states. That any solution $D$ of Eq. (2.4) tends to one as $s \rightarrow \infty$ is certainly very plausible; we give a proof at the end of Sec. IV. Thus to guarantee the existence of a matrix $D$ having properties (i)-(iv) it is sufficient to prove that: (a) If Eq. (2.4) has any solution, it has solutions for which $T D$ is real on the right. (b) The equation does have solutions.

To discuss the first question we rewrite the integral in Eq. (2.4) as a $\delta$ function plus principal value and take the $\delta$ function term to the left-hand side. Then, since from unitarity [Eq. (2.3)],

$$
\begin{equation*}
1+i \rho_{0} T=Y_{0} T \tag{2.5}
\end{equation*}
$$

the integral equation becomes

$$
\begin{equation*}
Y_{0} T D=1+\sum_{i=1}^{p} \frac{R_{i}}{s-c_{i}}-\frac{P}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\rho_{0}\left(s^{\prime}\right) T\left(s^{\prime}\right) D\left(s^{\prime}\right)}{s^{\prime}-s} . \tag{2.6}
\end{equation*}
$$

The two integral equations (2.4) and (2.6) are equivalent; i.e., any solution of the first provides a solution of the second, and vice versa. But Eq. (2.6) may be regarded as an equation for $T D=N$ and, since $Y_{0}$, $R_{i}, c_{i}$, and $\rho_{0}$ are all real, its solutions can always be chosen real. ${ }^{12}$ Since Eqs. (2.4) and (2.6) are equivalent, this means that if Eq. (2.4) has any solutions, then it has solutions for which $T D$ is real on the right.

We conclude that if Eq. (2.4) has solutions, they can be chosen to satisfy properties (i)-(iv), and it remains. only to show that it does have solutions. The existence of solutions to equations of this type is discussed in Sec. IV; we quote here only the results. With the assumptions of Sec. I for $T(s)$ a solution for $D$ exists provided that

$$
\begin{equation*}
\int_{s_{0}}^{\infty} d s\left(1+\sum_{i=1}^{p} \frac{R_{i}^{t}}{s-c_{i}}\right) \phi_{\alpha}(s)=0, \quad \alpha=1, \cdots, k, \tag{2.7}
\end{equation*}
$$

where $t$ denotes transpose and the column vectors

[^277]$\phi_{1}, \cdots, \phi_{k}$ are a complete set of linearly independent solutions of the homogeneous adjoint equation of Eq. (2.4),
\[

$$
\begin{equation*}
\phi(s)=\rho_{0}(s) T(s) \int_{s_{0}}^{\infty} \frac{d s^{\prime}}{s^{\prime}-s+i \epsilon} \phi\left(s^{\prime}\right) . \tag{2.8}
\end{equation*}
$$

\]

This theorem is the analog of the existence theorem for Fredholm integral equations. ${ }^{13}$ In general, if there are solutions to Eq. (2.8), conditions (2.7) cannot be satisfied without $C D D$ poles. However, since (as is shown in Sec. IV) $k$ is finite, we can always choose $R_{1} \cdots R_{p}$ so that these conditions are satisfied by choosing $p$ sufficiently large. Thus, if we allow a sufficient (but finite) number of $C D D$ poles, a $D$ matrix having properties (i)-(iv) can always be found. It is easy to see that the minimum number of poles necessary to satisfy Eq. (2.7) must be greater than $k / n$, but this number may be modified by the additional factors $(s-b) /(s-c)$ by which this $D$ must be multiplied in order to ensure that it vanishes at the bound-state energies.

This completes our proof that one can construct a suitable $D$ matrix. To recapitulate briefly, we first derived the integral equation, (2.4), which $D$ must satisfy if it exists. We next argued that if Eq. (2.4) has solutions, then they can be chosen to satisfy conditions (i)-(iv)-that $D$ is analytic with only a right-hand cut is obvious from Eq. (2.4), that $T D$ can be chosen real on the right was seen by inspection of the equivalent Eq. (2.6), that $T D$ is finite at the bound states can be guaranteed by multiplication with suitable factors $(s-b) /(s-c)$, and the proof that $D \rightarrow 1$ as $s \rightarrow \infty$ is given in Sec. IV. Finally, that there are solutions (if we allow enough $C D D$ poles) is guaranteed by the conditions stated in Eqs. (2.7) and (2.8) and proved in Sec. IV.

## III. SINGLE-CHANNEL CASE AS AN EXAMPLE

In this section we show that, in the single-channel case, our construction of the $D$ function agrees with the usual solutions obtained from the Omnes formula. We dispense temporarily with the requirement (iv) that $D$ vanish at the bound states [since in both cases this can be achieved by simple multiplication by factors of the form $(s-b) /(s-c)]$.

To obtain $D$ from the Omnes formula we define

$$
\delta\left(s_{0}\right)-\delta(\infty)=m \pi
$$

and adjust $\delta$ so that $\delta(\infty)=0$. The Omnes expression,

$$
D_{0}(s)=\left(s-s_{0}\right)^{-m} \exp \left(-\frac{1}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\delta\left(s^{\prime}\right)}{s^{\prime}-s-i \epsilon}\right)
$$

[^278]is real analytic with a right-hand cut, has the phase $-\delta(s)$ on the right, is everywhere finite and nonzero, and behaves like $s^{-m}$ as $s \rightarrow \infty$. The usual construction of $D$ then distinguishes two possibilities: (1) $m \geq 0$. To ensure that $D \rightarrow 1$ as $s \rightarrow \infty$, one must multiply $D_{0}$ by $m$ factors $\left(s-a_{i}\right)$. This gives a $D$ function without $C D D$ poles. (2) $m<0$. In this case $D_{0}$ must be divided by $|m|=M$ factors $\left(s-c_{i}\right)$; i.e.,
\[

$$
\begin{equation*}
D(s)=D_{0}(s)\left(\prod_{i=1}^{M}\left(s-c_{i}\right)\right)^{-1} . \tag{3.1}
\end{equation*}
$$

\]

Thus, $D$ has $M C D D$ poles.
In our approach $D$ is determined as a solution of Eq. (2.4), which in this case becomes

$$
\begin{align*}
D(s)= & 1+\sum_{i=1}^{p} \frac{r_{i}}{s-c_{i}} \\
& -\frac{1}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\exp \left[i \delta\left(s^{\prime}\right)\right] \sin \delta\left(s^{\prime}\right) D\left(s^{\prime}\right)}{s^{\prime}-s-i \epsilon} \tag{3.2}
\end{align*}
$$

As described in Sec. II, solutions exist if the inhomogeneous term is orthogonal to all solutions $\phi$ of the homogeneous adjoint equation, Eq. (2.8). The latter equation, written in terms of

$$
\begin{equation*}
\psi=\phi^{*} \exp (i \delta) / \sin \delta \tag{3.3}
\end{equation*}
$$

is just

$$
\begin{equation*}
\psi(s)=\frac{1}{\pi} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\exp \left[-i \delta\left(s^{\prime}\right)\right] \sin \delta\left(s^{\prime}\right) \psi\left(s^{\prime}\right)}{s^{\prime}-s-i \epsilon} \tag{3.4}
\end{equation*}
$$

which is the homogeneous form of Eq. (3.2) with $\delta$ replaced by $-\delta$. The analysis of Sec. II [in particular Eq. (2.6)] therefore guarantees that if homogeneous solutions $\phi$ exist they can all be chosen so that $\phi$ [or $\psi \exp (-i \delta)$ ] is real on the right; i.e., $\psi$ has the phase $\delta$ on the right. Now Eq. (3.4) shows that $\psi$ is real analytic with only a right-hand cut. So if we define

$$
\begin{equation*}
P(s)=\psi(s) D_{0}(s) \tag{3.5}
\end{equation*}
$$

then $P(s)$ is real analytic, and real on the whole real axis; i.e., $P(s)$ has no singularities at all. Now since $D_{0} \sim s^{-m}$ as $s \rightarrow \infty$ while, from Eq. (3.4), $\psi \rightarrow 0$ as $s \rightarrow \infty$, we can distinguish two possibilities for $P(s)$ : (1) $m \geq 0$. In this case Eq. (3.5) shows that $P \rightarrow 0$ as $s \rightarrow \infty$. Since $P(s)$ is an entire function this means that $P \equiv 0$; i.e., there are no solutions $\phi$ to the homogeneous adjoint of Eq. (3.2). Thus one can solve Eq. (3.2) with any inhomogeneous term and, in particular, one can find a $D$ function with no $C D D$ poles. (2) $m<0$. In this case Eq. (3.5) shows that $s^{m} P \rightarrow 0$ as $s \rightarrow \infty$ which means that $P$ is a polynomial of degree less than $|m|=M$. There are
therefore $M$ independent homogeneous adjoint solutions $\phi_{1}, \cdots, \phi_{M}$ which can be chosen so that

$$
\begin{equation*}
\psi_{\alpha}=s^{\alpha-1} / D_{0}(s) \sim 1 / s^{M-\alpha+1} \quad \text { as } \quad|s| \rightarrow \infty \tag{3.6}
\end{equation*}
$$

If we now seek a $D$ function without $C D D$ poles we must examine the conditions $\int_{s_{0}}^{\infty} d s \phi_{\alpha}=0$ for $\alpha=1, \cdots, M$. Since from Eq. (3.3)

$$
\phi=\operatorname{Im} \psi, \quad s_{0} \leq s<\infty
$$

the integral of interest is

$$
\begin{align*}
\int_{s_{0}}^{\infty} d s \phi_{\alpha}(s) & =\int_{s_{0}}^{\infty} d s \operatorname{Im} \psi_{\alpha}(s)=\frac{1}{2 i} \int_{C} d s \psi_{\alpha}(s) \\
& =\frac{1}{2 i} \int_{C^{\prime}} d s \psi_{\alpha}(s)=-\pi \delta_{\alpha M} \tag{3.7}
\end{align*}
$$

where the contours $C$ and $C^{\prime}$ are shown in Fig. 1. The last step follows because of the asymptotic behavior (3.6), and it makes clear that the homogeneous adjoint solution $\phi_{M}$ is not orthogonal to 1 . Thus there exist no solutions $D$ without $C D D$ poles; exactly as we would expect.

The condition that a solution with $C D D$ poles exists is of course

$$
\begin{equation*}
\int_{s_{0}}^{\infty} d s\left(1+\sum_{i=1}^{p} \frac{r_{i}}{s-c_{i}}\right) \phi_{\alpha}(s)=0, \quad \alpha=1, \cdots, M \tag{3.8}
\end{equation*}
$$

The first integral here is given by Eq. (3.7), while a similar calculation shows that

$$
\int_{s_{0}}^{\infty} d s \frac{\phi_{a}(s)}{s-c_{i}}=\frac{\pi\left(c_{i}\right)^{\alpha-1}}{D_{0}\left(c_{i}\right)}
$$

Thus condition (3.8) for the existence of $D$ becomes

$$
\begin{equation*}
\sum_{i=1}^{p}\left(c_{i}\right)^{\alpha-1} \frac{r_{i}}{D_{0}\left(c_{i}\right)}=\delta_{\alpha M} \tag{3.9}
\end{equation*}
$$

If we regard the pole positions $c_{i}$ as fixed, then exactly $M$ poles are needed to satisfy Eq. (3.9) with the residues $r_{1}, \cdots, r_{M}$ uniquely determined. In fact, the

Fig. 1. The plane of the variable $s$ with the contours $C$ and $C^{\prime}$ used in Eq. (3.7).

matrix in Eq. (3.9) whose ( $\alpha i$ ) element is $\left(c_{i}\right)^{\alpha-1}$ is just a Vandermonde matrix ${ }^{14}$ and can be explicitly inverted to give the residues,

$$
r_{j}=D_{0}\left(c_{j}\right)\left(\prod_{i \neq j}\left(c_{j}-c_{i}\right)\right)^{-1}
$$

in exact agreement with Eq. (3.1).
This means that the usual constructive method and the one based on the integral equation both yield the same $D$. $C D D$ poles are required when $m<0$ but not when $m \geq 0$. If $D$ is then required to vanish at the $n_{B}$ bound states, we need no $C D D$ poles if $\left(n_{B}-m\right) \leq 0$ and exactly $\left(n_{B}-m\right)$ if this quantity is greater than zero.

## IV. PROOF OF THE THEOREM ON SINGULAR INTEGRAL EQUATIONS

The main purpose of this section is to establish the conditions stated in Eqs. (2.7) and (2.8) for the existence of solutions to Eq. (2.4). These conditions follow from a theorem due to Noether and Giraud, ${ }^{15}$ which we outline here for the sake of completeness. We first rewrite Eq. (2.4) as

$$
\begin{equation*}
K f=g \tag{4.1}
\end{equation*}
$$

where $K$ is the integral operator with kernel,

$$
K\left(s, s^{\prime}\right)=1 \delta\left(s-s^{\prime}\right)+\frac{1}{\pi} \frac{\rho_{0}\left(s^{\prime}\right) T\left(s^{\prime}\right)}{s^{\prime}-s-i \epsilon},
$$

and we have written $f$ for any column of the matrix ( $D-1$ ) and $g$ for the column of the corresponding inhomogeneous term from Eq. (2.4). The conditions (2.7) and (2.8) which we wish to prove can now be restated: Eq. (4.1) has solutions if and only if

$$
\begin{equation*}
\int_{s_{0}}^{\infty} d s(g, \phi)=0 \tag{4.2}
\end{equation*}
$$

for all $\phi$ which satisfy

$$
\begin{equation*}
K^{\dagger} \phi=0 \tag{4.3}
\end{equation*}
$$

where $(g, \phi)$ denotes the scalar product $\sum_{i} g_{i}^{*}(s) \phi_{i}(s)$
The necessity of the condition (4.2) follows exactly as in the proof of Fredholm's theorem and needs no discussion. To prove sufficiency, we introduce the "reducing operator" $M$ with kernel

$$
M\left(s, s^{\prime}\right)=1 \delta\left(s-s^{\prime}\right)-\frac{1}{\pi} \frac{\rho_{0}\left(s^{\prime}\right) T\left(s^{\prime}\right)}{s^{\prime}-s+i \epsilon}
$$

This operator reduces the singular equation $K f=g$

[^279]to a Fredholm equation,
\[

$$
\begin{equation*}
M K f=M g \tag{4.4}
\end{equation*}
$$

\]

as we now verify. One can easily check that Eq. (4.4) has the form ${ }^{16}$

$$
\begin{equation*}
f(s)=h(s)-\int_{s_{0}}^{\infty} d s^{\prime} L\left(s, s^{\prime}\right) f\left(s^{\prime}\right) \tag{4.5}
\end{equation*}
$$

where

$$
\begin{aligned}
L\left(s, s^{\prime}\right) & =\left[1-2 i \rho_{0}(s) T^{*}(s)\right] \frac{Q(s)-Q\left(s^{\prime}\right)}{s-s^{\prime}} \rho_{0}\left(s^{\prime}\right) T\left(s^{\prime}\right) \\
Q(s) & =\frac{1}{\pi^{2}} \int_{s_{0}}^{\infty} d s^{\prime} \frac{\rho_{0}\left(s^{\prime}\right) T\left(s^{\prime}\right)}{s^{\prime}-s+i \epsilon}
\end{aligned}
$$

and there is a corresponding expression for the inhomogeneous term $h(s)$. Now using the bound (1.3) on $T(s)$, it is a simple matter to verify that $Q(s)$ satisfies the bounds

$$
|Q(s)|<C / s^{\alpha-\epsilon} \text { and }\left|Q^{\prime}(s)\right|<C / s
$$

where $\epsilon$ is an arbitrary positive number. ${ }^{17}$ From these it follows that the kernel $L\left(s, s^{\prime}\right)$ is $L_{2}$. The inhomogeneous term $h(s)$ is bounded by $C / s^{\alpha-\epsilon}$ and so, unless $\alpha>\frac{1}{2}$, is not $L_{2}$; however, by iterating Eq. (4.5) $n$ times, we can rewrite it as an equation for

$$
\begin{equation*}
f_{n}(s)=f(s)-h(s)-h_{2}(s)-\cdots-h_{n-1}(s) \tag{4.6}
\end{equation*}
$$

with the same kernel but with inhomogeneous term $h_{n}(s)$ satisfying

$$
\left|h_{n}(s)\right|<C / s^{n \alpha-\epsilon} .
$$

In this way we can obviously obtain a Fredholm equation as required.

A necessary condition that $f$ satisfy $K f-g=0$ is that it satisfy the Fredholm equation $M K f-M g=0$. The necessary and sufficient conditions for solutions of a Fredholm equation are given by Fredholm's theorem; in our case,

$$
\int_{s_{0}}^{\infty} d s\left(M g, \psi_{\beta}\right)=0, \quad \beta=1, \cdots, l
$$

or, equivalently,

$$
\begin{equation*}
\int_{s_{0}}^{\infty} d s\left(g, M^{\dagger} \psi_{\beta}\right)=0, \quad \beta=1, \cdots, l \tag{4.7}
\end{equation*}
$$

where $\psi_{1}, \cdots, \psi_{l}$ are independent solutions of

[^280]$(M K)^{\dagger} \psi=0$. If conditions (4.7) are satisfied, then the equation $M K f-M g=0$ has solutions of which the most general is
\[

$$
\begin{equation*}
f=R M g+\sum_{\gamma=1}^{q} a_{\gamma} \chi_{\gamma}, \tag{4.8}
\end{equation*}
$$

\]

where $\chi_{1}, \cdots, \chi_{\alpha}$ are the independent solutions of $M K \chi=0$ and $R$ is the resolvent of $M K$. This vector $f$ does not necessarily satisfy $K f-g=0$, but since it does satisfy $M(K f-g)=0$, it is clear that

$$
\begin{equation*}
K f-g=\sum_{\delta=1}^{r} b_{\delta} \xi_{\delta} \tag{4.9}
\end{equation*}
$$

where $\xi_{1}, \cdots, \xi_{r}$ are a complete orthonormal set of independent solutions of $M \xi=0$. (The number $r$ is finite since the $\xi$ satisfy the Fredholm equation $K M \xi=0$.)

We can now find conditions under which the arbitrary coefficients $a_{1}, \cdots, a_{q}$ in the definition (4.8) of $f$ can be chosen so that all the $b_{1}, \cdots, b_{r}$ in Eq. (4.9) are zero. If this can be done then the resulting $f$ satisfies $K f-g=0$. From Eqs. (4.9) and (4.8), it is easily seen that the $b_{\delta}$ depend on the $a_{y}$ as

$$
\begin{equation*}
b_{\delta}=\sum_{\gamma=1}^{q} A_{\delta \gamma} a_{\gamma}+c_{\delta} \tag{4.10}
\end{equation*}
$$

where the numbers $A_{\delta \gamma}$ are independent of the $a_{\gamma}$ and $g$, and

$$
\begin{equation*}
c_{\delta}=\int_{s_{0}}^{\infty} d s\left(g,[K R M-I]^{\dagger} \xi_{\delta}\right) \tag{4.11}
\end{equation*}
$$

The necessary and sufficient conditions that the $a_{\gamma}$ can be chosen so that the numbers $b_{1}, \cdots, b_{r}$ in Eq. (4.10) are all zero have the general form

$$
\sum_{\delta=1}^{+} B_{\partial \delta} c_{\delta}=0, \quad \sigma=1, \cdots, t \text { (for some } t \text { ) }
$$

which, by Eq. (4.11), can be written

$$
\begin{equation*}
\int_{s_{0}}^{\infty} d s\left(g, \zeta_{\sigma}\right)=0, \quad \sigma=1, \cdots, t \tag{4.12}
\end{equation*}
$$

where the exact form of the vectors $\zeta_{1}, \cdots, \zeta_{t}$ is uninteresting.

Thus the necessary and sufficient conditions that $K f-g=0$ have a solution are Eqs. (4.7) and (4.12), which can be rewritten as

$$
\begin{equation*}
\int_{s_{0}}^{\infty} d s\left(g, \varphi_{a}\right)=0, \quad \alpha=1, \cdots,(l+t) \tag{4.13}
\end{equation*}
$$

It remains only to show that conditions (4.13) are implied by the conditions of the theorem, namely,

$$
\begin{equation*}
\int_{s_{0}}^{\infty} d s(g, \phi)=0 \tag{4.2}
\end{equation*}
$$

for all $\phi$ satisfying $K^{\jmath} \phi=0$. To prove this we consider the equation (for $f$ ) $K f=K h$, where $h$ is arbitrary. Since this equation has a solution $(f=h)$, the conditions (4.13) must hold; namely,
which implies

$$
\int_{8_{0}}^{\infty} d s\left(K h, \varphi_{\alpha}\right)=0
$$

$$
\int_{s_{0}}^{\infty} d s\left(h, K^{\dagger} \varphi_{a}\right)=0 .
$$

Since $h$ is arbitrary, this implies that $K^{\dagger} \varphi_{\alpha}=0$; i.e., all the $\varphi_{\alpha}$ of conditions (4.13) satisfy $K^{\dagger} \phi=0$. Thus the conditions (4.2) imply the necessary and sufficient conditions (4.13), as required.

In order to apply these conditions as in Sec. II, it is essential that the number of independent solutions of the homogeneous equation $K^{\dagger} \phi=0$ be finite. This follows from the fact that any solution of $K^{\dagger} \phi=0$ also satisfies the Fredholm equation $(K M)^{\dagger} \phi=0$.
Finally we must check that the $D$ matrix determined by the integral equation, (4.1) or (2.4), satisfies $D \rightarrow 1$ as $s \rightarrow \infty$. Since in this section we have written $f$ for any column of the matrix $(D-1)$, we must show that $f \rightarrow 0$ as $s \rightarrow \infty$. Returning to the Fredholm equation, (4.5), and using the Schwartz inequality, one sees that

$$
\begin{aligned}
\left\|f_{n}(s)\right\| & \leq\left\|h_{n}(s)\right\| \\
& +\left(\int_{s_{0}}^{\infty} d s^{\prime}\left\|L\left(s, s^{\prime}\right)\right\|^{2}\right)^{\frac{1}{2}}\left(\int_{s_{0}}^{\infty} d s^{\prime}\left\|f_{n}\left(s^{\prime}\right)\right\|^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Now $f_{n}(s)$ is certainly $L_{2}$ and using the bounds already given, it is simple to check that both terms on the right are bounded by $C / s^{\alpha-\epsilon}$. It follows that every element of the matrix ( $D-1$ ) tends to zero faster than $C / s^{\alpha-\epsilon}$ as $|s| \rightarrow \infty$.
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#### Abstract

The direct generalization of the isoparity (or $G$-parity), with the defining property that it is commutable with the referring internal symmetry group, is investigated on the basis of the theory of Lie algebra. This is one special problem of the group extension of a simple Lie group by an involution. It is shown that the isoparity of this type can be defined for the simple lie groups $S U(2)\left(A_{1}\right.$ type $)$, $S O(2 l+1)\left(B_{l}, l \geq 2\right), S p(2 l)\left(C_{l}, l \geq 2\right), S O(2 l)\left(D_{1}, l \geq 3\right), G_{2}, F_{4}, E_{7}$, and $E_{8}$, but not for the $S U(l+1)\left(A_{l}, l \geq 2\right)$. The relation between the inner automorphism group and the Weyl group of the simple Lie algebra concerned is available to construct the isoparity operator explicitly. Some illustrative examples are presented.


## 1. INTRODUCTION

$\mathrm{A}^{\mathrm{s}}$S is well known, the operation of charge conjugation $C$ does not commute with that of rotation in isotopic spin space, though the invariance of the strong interaction of elementary particles under charge conjugation leads the strict selection rules independent of the conservation of isotopic spin. However, Michel ${ }^{1}$ resolved this apparent difficulty by introducing the isoparity (or $G$-parity ${ }^{2}$ ) $G_{p}$ defined by

$$
\begin{equation*}
G_{p}=C R=R C \text {, } \tag{1}
\end{equation*}
$$

where $R=\exp \left(i \pi I_{2}\right)$ is the rotation by angle $\pi$ about the second axis of isotopic spin space in the usual representation. Then such an operator $G_{p}$ becomes commutable with all the generators $I_{i}$ of rotation in isotopic spin space,

$$
\begin{equation*}
\left[G_{p}, I_{i}\right]=0 \quad(i=1,2,3) \tag{2}
\end{equation*}
$$

Accordingly, the existence of simultaneous eigenstates of isotopic spin and isoparity provides with an aid in deriving useful selection rules for many reactions. In this respect, the isoparity $G_{p}$ may be interpreted as the redefined particle-antiparticle conjugation instead of the charge conjugation $C$ when there exists an internal symmetry.

From the most general point of view, the isoparity problem may be regarded as that of the group extension ${ }^{3,4}$ of the internal symmetry group by an

[^281]involution. Biedenharn et al. ${ }^{5}$ have exhausted all the possibilities of the extended groups. In the case of $S U(3)$, the similar treatment was already carried out by Dothan. ${ }^{6}$

In the present paper, the generalization of the isoparity to the internal symmetry built on any simple Lie group except for $E_{6}$ is considered on the basis of the theory of Lie algebra in such a way that the isoparity operator commutes with hyper-charge as well as isotopic spin. Hence, our discussions are restricted to the strong isoparity ${ }^{5}$ which has an obvious physical meaning and is associated with the reflection operator described by inner automorphism. It seems, however, worthwhile to disclose in a simple and lucid way the general character of the isoparity of this type, and to derive the isoparity operator of the general form ${ }^{7}$ by means of the Weyl group ${ }^{8}$ of the simple Lie algebra concerned.

In Sec. 2, it is shown that our problem of isoparity is simply connected with that of group extension determined by a factor set. Such an approach to the problem makes clear the most general mathematical aspects of Dothan's discussion.

In Sec. 3, the structure of the automorphism group of every simple Lie algebra is fully investigated, and what simple Lie group suits itself to the isoparity of our type is examined. For the simple Lie group $S U(n)(n \geq 3)$, the isoparity cannot be defined with inner automorphism. On the other hand, it is possible to define it for the simple Lie groups $S U(2)\left(A_{1}\right.$ type $)$,

[^282]$S O(2 l+1)\left(B_{l}, l \geq 2\right), \quad S p(2 l)\left(C_{l}, l \geq 2\right), \quad S O(2 l) \times$ $\left(D_{l}, l \geq 3\right), G_{2}, F_{4}, E_{7}$, and $E_{8}$. The result for $\operatorname{SU}(n)$ is essentially the same as that given by Okubo and Mukunda. ${ }^{9}$

Finally, in Sec. 4, an actual method is investigated to construct the isoparity operator. Some examples are given by means of this method.

## 2. GENERAL CONSIDERATION OF ISOPARITY

For the sake of self-contained description, we first make a brief survey of several definitions and a theorem on group extension. ${ }^{3}$ Let there be given two groups $N$ and $F$. A group $E$ is called an extension of $N$ by $F$ if the following relation hold,

$$
\begin{equation*}
E / N \cong F . \tag{3}
\end{equation*}
$$

Such a group $E$ includes $N$ as its normal subgroup and is expressed as the sum of the coset $\mathfrak{M}_{x}$ corresponding to every element $x$ of $F$. An arbitrary representative $u_{x}$ is selected from every coset

$$
\mathfrak{M}_{x}\left(u_{x} N=N u_{x}=\mathfrak{M}_{x}\right)
$$

Since $u_{x} u_{y} \in \mathfrak{M}_{x y}$, it follows that

$$
\begin{equation*}
u_{x} u_{y}=\omega(x, y) u_{x y}, \quad{ }^{\ni} \omega(x, y) \in N . \tag{4}
\end{equation*}
$$

If, for every element $x$ of $F$, an automorphism $S_{x}$ of $N$ is defined by

$$
\begin{equation*}
S_{x}(a)=u_{x} a u_{x}^{-1} \quad \text { for } \quad \forall a \in N, \tag{5}
\end{equation*}
$$

the multiplication law of $E$ is given in the following way:

$$
\begin{equation*}
\left(a u_{x}\right)\left(b u_{y}\right)=a S_{x}(b) \omega(x, y) u_{x y} \tag{6}
\end{equation*}
$$

Thus, the multiplication law of $E$ is completely determined by the respective ones of $N$ and $F$ and by the set $\left\{S_{x}, \omega(x, y)\right\}$, which satisfies the following conditions:

$$
\begin{align*}
& S_{x}\left[S_{y}(a)\right]=\omega(x, y) S_{x y}(a) \omega(x, y)^{-1}  \tag{7}\\
& \omega(x, y) \omega(x y, z)=S_{x} \omega(y, z) \omega(x, y z) \tag{8}
\end{align*}
$$

If, especially, $u_{1}$ is equated to 1 , it follows that

$$
\begin{gather*}
S_{1}=1,  \tag{9}\\
\omega(1, x)=\omega(x, 1)=1 \quad \text { for } \quad \forall x \in F . \tag{10}
\end{gather*}
$$

In general, if there are given an automorphism $S_{x}$ of $N$ for every element $x$ of $F$ and an element $\omega(x, y)$ of $N$ for every pair $(x, y)$ of elements of $F$ such that Eqs. (7) and (8) are satisfied, the set $\left\{S_{x}, \omega(x, y)\right\}$ is called a factor set of $F$ with respect to $N$. Furthermore, if Eqs. (9) and (10) are satisfied, the factor set is said to be normalized.

[^283]As has been seen above, a factor set is determined by a given extension. Conversely, if a factor set is given, the group extension can be constructed by means of the set.

Schreier's Theorem: Let the set $\left\{S_{x}, \omega(x, y)\right\}$ be a factor set of $F$ with respect to $N$. If the following operation is introduced into the set $G=N \times F$ :

$$
\begin{equation*}
(a, x)(b, y)=\left(a S_{x}(b) \omega(x, y), x y\right) \tag{11}
\end{equation*}
$$

then $E$ becomes an extension of $N$ by $F$ provided the normal subgroup $\{(a, 1) ; a \in N\}$ of $E$ is identified with $N$. Furthermore, all the extensions of $N$ by $F$ are obtained in such a way.

This theorem is useful for our purpose. Since it is known that any factor set is equivalent to some normalized one (which means that the corresponding extended groups are isomorphic to each other), we hereafter use a normalized factor set.

Let $F=\{1, C\}$ be a cyclic group of order two ( $C^{2}=1$ ), which represents the group of charge conjugation. Then a normalized factor set of $F$ is as follows:

$$
\begin{aligned}
& \left\{S_{C}, S_{1}=1 ; \omega(1,1)=1, \omega(1, C)=1\right. \\
& \quad \omega(C, 1)=1, \omega(C, C)\}
\end{aligned}
$$

For the sake of simplicity, hereafter $S_{C}$ is abbreviated to $S$ and $\omega(C, C)$ to $\omega$, and the former is called the automorphism corresponding to charge conjugation. These quantities $S$ and $\omega$ satisfy the following relations:

$$
\begin{gather*}
S(\omega)=\omega,  \tag{12}\\
S^{2}(a)=\omega a \omega^{-1} \text { for }{ }^{\forall} a \in N . \tag{13}
\end{gather*}
$$

Schreier's theorem determines the operation in an extension of $N$ by $F$ in the subsequent way:

$$
\begin{align*}
(a, 1)(b, 1)=(a b, 1), \quad(a, 1)(b, C) & =(a b, C) \\
(a, C)(b, 1)=(a S(b), C), \quad(a, C)(b, C) & =(a S(b) \omega, 1) \tag{14}
\end{align*}
$$

Thus, the way of extending $N$ by $F$ depends on the choice of $S$ and $\omega$.

We are now in a position to define an isoparity of general form by using an extension $E$ of $N$ by $F$, where $N$ is taken to be the representing group [meaning that $N=D(G)$, where $G$ is the internal symmetry group and $D$ is the referring irreducible representation of $G$ ] of an internal symmetry group by the referring irreducible representation. The automorphism corresponding to charge conjugation, $S$, is defined as

$$
\begin{equation*}
S(a)=\bar{a} \quad \text { for } \quad \forall a \in N, \tag{15}
\end{equation*}
$$

where $\bar{a}$ means the complex conjugate of $a$. [Needless to say, the definition of the operation of charge conjugation is not unique, because the right-hand side of Eq. (15) may include a phase factor. But this is not essential for the following discussions.] It follows from Eq. (13) that $\omega$ belongs to the center of $N$. Then $\omega$ is determined as 1 or -1 from Eq. (12). By an isoparity we understand an element $G_{p}$ of $E$ satisfying the equation

$$
\begin{equation*}
a G_{p} a^{-1}=G_{p} \quad \text { for } \quad \forall a \in N . \tag{16}
\end{equation*}
$$

Expressing $G_{p}$ as $(R, C), \exists R \in N$, we see that the equation above is equivalent to

$$
\begin{equation*}
R^{-1} a R=S(a) \text { for } \quad \forall a \in N, \tag{17}
\end{equation*}
$$

because $(a, 1)(R, C)(a, 1)^{-1}=\left(a R S\left(a^{-1}\right), C\right)$. Therefore, a necessary and sufficient condition for the existence of the isoparity is that the automorphism corresponding to charge conjugation is expressed in terms of an inner automorphism of $N$.

Thus, we have constructed the most general framework to treat the isoparity within and derived a necessary and sufficient condition for its being well defined.

## 3. SIMPLE LIE ALGEBRAS FOR WHICH ISOPARITY IS ADAPTED

In this section, our consideration is restricted to the case when the internal symmetry group $G$ is a simple Lie group, and what type of $G$ adapts itself for our isoparity is investigated. In the previous section, we derived a necessary and sufficient condition for existence of the isoparity. The theory of Lie algebra helps us to reduce the condition to a more available one.

The Lie algebras of $G$ and $N$ are denoted by $g$ and $n$, respectively. Then the differential $\rho$,

$$
\rho(X)=\lim _{t \rightarrow 0}[D\{\exp (t X)\}-E] / t \quad \text { for } \quad{ }^{\forall} X \in \mathfrak{g},
$$

of the referring irreducible representation $D$ of $G$ is also an irreducible representation of $\mathfrak{g}$, and $\mathfrak{n}$ is the image of $\mathfrak{g}$ by $\rho[n=\rho(\mathrm{g})]$. Then the condition mentic.ed above, i.e., the condition (17) can be reduced to

$$
\begin{equation*}
R^{-1} \rho(X) R=-[\rho(X)]^{t} \quad \text { for } \quad{ }^{\forall} X \in \mathfrak{g} \tag{18}
\end{equation*}
$$

Here, it is to be noticed that the regular matrix $R$ satisfying Eq. (18) is either symmetric or antisymmetric if it exists. This is proved as follows. It can be easily verified from Eq. (18) that $R\left(R^{t}\right)^{-1}$ commutes with $\rho(X)$ for all $X$ belonging to g . Since $\rho$ is irreducible, it follows from Schur's lemma that $R\left(R^{t}\right)^{-1}=c E$, i.e.,
$R=c R^{t}$ for some complex number $c$. Hence,

$$
\begin{equation*}
R^{t}= \pm R . \tag{19}
\end{equation*}
$$

Returning to the main course, we examine the relation between $\mathfrak{n}$ and $\mathfrak{g}$. It is easily proved that $\rho$ is faithful, since $\mathfrak{g}$ is simple. Hence, $\mathfrak{n}$ is isomorphic to g . Therefore, n can be identified with $\mathrm{g}[\rho(X)=X]$. In what follows we make such an identification. Then Eq. (18) can be rewritten as

$$
\begin{equation*}
R^{-1} X R=-X^{t} \text { for }{ }^{\forall} X \in \mathfrak{g} . \tag{20}
\end{equation*}
$$

It is easily seen that the mapping $X \rightarrow-X^{t}$ is an automorphism of g . Thus, we can state that a necessary and sufficient condition of the isoparity being adapted for $\mathfrak{g}$ is that the automorphism $X \rightarrow-X^{t}$ of $g$ is reduced to an inner automorphism of $\mathfrak{g}$.

Let us now turn our attention to the relation between the automorphism group ${ }^{10}$ of $g$ and the corresponding inner automorphism group. Since the latter denoted by $I(\mathrm{~g})$ is a normal subgroup of the former denoted by $A(\mathrm{~g})$, it is important for our problem to disclose the character of the factor group $A(\mathfrak{g}) / I(\mathfrak{g})$. Fortunately, the group has already been investigated by mathematicians. It can be determined from the group of the automorphisms of the Dynkin diagram associated with g. An automorphism of the Dynkin diagram means a one-to-one mapping $\alpha_{i} \rightarrow \alpha_{i}$, in the diagram such that $\left(\alpha_{i}, \alpha_{i}\right)=\left(\alpha_{i^{\prime}}, \alpha_{i^{\prime}}\right)$ and for any $i, j$ the number of lines connecting $\alpha_{i}$ to $\alpha_{j}$ is equal to that connecting $\alpha_{i^{\prime}}$ and $\alpha_{j^{\prime}}$. It can be easily verified that all the automorphisms of each Dynkin diagram in Fig. 1 are reduced to the identity mapping $\alpha_{i} \rightarrow \alpha_{i}(i=1, \cdots, l)$ only. Hence it follows that $A(\mathrm{~g}) / I(\mathrm{~g})=1$, i.e., $A(\mathrm{~g})=$ $I(\mathrm{~g})$ in this case. In other words, the automorphisms of $\mathfrak{g}$ are all inner ones. Thus, we arrive at the conclusion that our isoparity can be defined for the simple Lie algebras of types $A_{1}, B_{l}(l \geq 2), C_{l}(l \geq 2)$, $G_{2}, F_{4}, E_{7}$, and $E_{8}$.

On the other hand, another automorphism exists for the Dynkin diagrams of types $A_{l}(l \geq 2), D_{l}(l \geq 5)$, and $E_{6}$. As is easily seen, the mapping

$$
\alpha_{i} \rightarrow \alpha_{l+1-i} \quad(i=1, \cdots, l)
$$

is an automorphism for $A_{l}(l \geq 2)$, the one

$$
\begin{aligned}
& \alpha_{i} \rightarrow \alpha_{i}(i \leq l-2) \\
a_{l-1} \rightarrow \alpha_{l}, \alpha_{l} \rightarrow & \alpha_{l-1} \text { for } D_{l}(l \geq 5) \text { and the one } \\
& \alpha_{i} \rightarrow \alpha_{0-i}(i \leq 5)
\end{aligned}
$$

$\alpha_{6} \rightarrow \alpha_{6}$ for $E_{6}$. Hence we see that $A(\mathrm{~g}) / I(\mathrm{~g})$ is a cyclic group of order two. There remains untouched the Dynkin diagram of type $D_{4}$. This diagram has automorphisms which permute $\alpha_{1}, \alpha_{3}, \alpha_{4}$ and leave $\alpha_{4}$

[^284]

Fig. 1. Dynkin diagrams of simple Lie algebras of types $A_{1}$, $B_{l}(l \geq 2), C_{l}(l \geq 3), G_{2}, F_{4}, E_{7}$, and $E_{8}$.

$0_{e}(-\leq 5)$

$E_{6}$ :


Fig. 2. Dynkin diagrams of simple Lie algebras of types $A_{l}(l \geq 2), D_{1}(l \geq 5)$, and $E_{0}$.
$0_{4}:$


Fra. 3. Dynkin diagram of simple Lie algebra of type $D_{4}$.
fixed. Consequently, it can be inferred that $A(\mathrm{~g}) / I(\mathrm{~g})$ is isomorphic to the symmetric group of degree three. Thus, not all the automorphisms of $g$ are reduced to inner ones of $g$ in case $g$ is the simple Lie algebra of type $A_{i}(l \geq 2), D_{i}(l \geq 4)$, or $E_{6}$. Therefore, it becomes necessary to investigate directly whether the automorphism $X \rightarrow-X^{t}$ belongs to $I(\mathrm{~g})$ or not.

We first examine the case when $g$ is of type $A_{i}(l \geq 1)$. Then $g$ may be regarded as the Lie algebra of all the traceless matrices of degree $(l+1)$, and the dimension of $g$ is equal to $l(l+2)$. We here rewrite Eq. (20) as

$$
\begin{equation*}
R^{-1} X^{t} R=-X \tag{21}
\end{equation*}
$$

The set of all $X$ satisfying this equation becomes an orthogonal or a symplectic Lie algebra according as $R$ is symmetric or antisymmetric. The dimension of the Lie algebra is equal to $\frac{1}{2}(l+1)(l+2)$ or $\frac{1}{2}(l+1)$. Since $\mathfrak{g}$ is of dimension $l(l+2)$, we must have either $l(l+2)=\frac{1}{2}(l+1)(l+2)$ or $l(l+2)=\frac{1}{2} l(l+1)$. Then we get the only solution $l=1$. Hence the automorphism $X \rightarrow-X^{t}$ does not belong to $I(\mathrm{~g})$ if $l \geq 2$. Thus, we reach the conclusion that our isoparity cannot be defined for the simple Lie algebra of type $A_{l}(l \geq 2)$.
The simple Lie algebra of type $D_{l}(l \geq 4)$ is composed of matrices $X$ which satisfy the equation $X=-X^{t}$, so that the matrix $R$ satisfying Eq. (20) can be taken as the unit matrix. Therefore, our isoparity can be defined for this Lie algebra.

The simple Lie algebra which is not covered by the above considerations is that of type $E_{6}$ only. There remains unsolved the problem whether or not our isoparity is adapted for this Lie algebra.

## 4. EXPLICIT DETERMINATION OF ISOPARITY

This section is devoted to construct the reflection operator $R$ defined by Eq. (20). An available formula to evaluate $R$ by is given on the basis of the Weyl group $^{11}$ of $\mathfrak{g}$.

As seen later, the inner automorphism associated with $R$ (which is nothing but the mapping $X \rightarrow-X^{t}$ ) maps the Cartan subalgebra $\mathfrak{G}$ of $\mathfrak{g}$ into $\mathfrak{b}$ itself. We examine beforehand the relationship between that subgroup $I_{0}(\mathfrak{g})$ of $I(\mathrm{~g})$ which makes $\mathfrak{b}$ invariant and the Weyl group $W$ of $\mathfrak{g}$. For an element $\sigma$ of $I_{0}(\mathfrak{g})$, let $\sigma^{*}$ denote the dual transformation in $\mathfrak{h}^{*}$ of the restriction of $\sigma$ onto $\mathfrak{h}$. Namely, $\sigma^{*}$ is defined by

$$
\begin{equation*}
\left\{\sigma^{*}(\lambda)\right\}(H)=\lambda\{\sigma(H)\} \quad \text { for } \quad \forall \lambda \in \mathfrak{b}^{*} \quad \text { and } \quad{ }^{\forall} H \in \mathfrak{h} . \tag{22}
\end{equation*}
$$

Then the mapping $\sigma \rightarrow\left(\sigma^{*}\right)^{-1}$ is a homomorphism of $I_{0}(\mathfrak{g})$ onto $W$. To see this, it is intended to investigate

[^285]what element of $I_{0}(\mathrm{~g})$ corresponds to a given Weyl reflection $S_{\alpha}$ of $W$, where $S_{a}$ is defined by
$$
S_{\mathrm{a}}(\lambda)=\lambda-2(\lambda, \alpha) /(\alpha, \alpha) \alpha \quad \text { for } \quad \forall \lambda \in \mathfrak{b}^{*}
$$

For this purpose, use is made of Weyl's standard basis ${ }^{12}$ $\left\{H_{1}, \cdots, H_{l}, E_{\alpha} ; \alpha \in \Delta\right\}$ of $\mathfrak{g}$, where $l$ is the rank of $\mathfrak{g}$, $\Delta$ is the set of all the nonzero roots of $\mathfrak{g}, H_{i}$ is a basis of $\mathfrak{b}$, and $E_{\alpha}$ is an element of the eigensubspace of $\mathfrak{g}$ corresponding to a root $\alpha$ such that $B\left(E_{\alpha}, E_{-\alpha}\right)=-1$, where $B($,$) is the Killing form { }^{13}$ of 9 , which is defined by

$$
B(X, Y)=\operatorname{Tr}[\operatorname{ad}(X) \operatorname{ad}(Y)] \text { for }{ }^{\forall} X, \quad{ }^{\forall} Y \in \mathfrak{g} .
$$

This basis has the following properties.

$$
\begin{align*}
& {\left[H_{i}, H_{j}\right]=0,}  \tag{23}\\
& {\left[E_{\alpha}, E_{-\alpha}\right]=-H_{\alpha}} \tag{24}
\end{align*}
$$

$$
\begin{equation*}
\left[H, E_{\alpha}\right]=\alpha(H) E_{\alpha} \quad \text { for } \quad{ }^{\forall} H \in \mathfrak{G} . \tag{25}
\end{equation*}
$$

Here $H_{\alpha}$ is the element of $\mathfrak{h}$ defined by

$$
\begin{equation*}
B\left(H_{\alpha}, H\right)=\alpha(H) \text { for } \quad{ }^{\forall} H \in \mathfrak{h} . \tag{26}
\end{equation*}
$$

By the use of this basis, the inner automorphism

$$
\begin{equation*}
\sigma_{\alpha}=\exp \left[\operatorname{ad}\left\{\frac{\pi}{[2(\alpha, \alpha)]^{\frac{1}{2}}}\left(E_{\alpha}+E_{-\alpha}\right)\right\}\right] \tag{27}
\end{equation*}
$$

is introduced for every positive root $\alpha$. This mapping makes $\mathfrak{h}$ invariant and corresponds to $S_{\alpha}$ through the homomorphism mentioned above, as can be scen below. It is easily checked with the help of the mathematical induction with respect to $p$ that
$[\operatorname{ad}(X)]^{2 p+1} H=(-1)^{p+1} \pi^{2 p+1} \frac{\alpha(H)}{[2(\alpha, \alpha)]^{\frac{1}{2}}}\left(E_{\alpha}-E_{-\alpha}\right)$,
$[\operatorname{ad}(X)]^{2 p+2} H=(-1)^{p+1} \pi^{2 p+2} \frac{\alpha(H)}{(\alpha, \alpha)} H_{\alpha}$ for $\quad{ }^{\forall} H \in \mathfrak{b}$,
where $X=\left\{\pi /[2(\alpha, \alpha)]^{\frac{1}{2}}\right\}\left(E_{\alpha}+E_{-\alpha}\right)$. It follows from the straightforward calculation that

$$
\begin{align*}
\sigma_{\alpha}(H)= & H+\sum_{p=0}^{\infty} \frac{1}{(2 p+1)!}[\operatorname{ad}(X)]^{2 p+1} H \\
& +\sum_{p=0}^{\infty} \frac{1}{(2 p+2)!}[\operatorname{ad}(X)]^{2 p+2} H \\
= & H-\frac{\alpha(H)}{[2(\alpha, \alpha)]^{\frac{1}{2}}}(\sin \pi)\left(E_{\alpha}-E_{-\alpha}\right) \\
& +\frac{\alpha(H)}{(\alpha, \alpha)}(\cos \pi-1) H_{\alpha} \\
= & H-2 \frac{\alpha(H)}{(\alpha, \alpha)} H_{\alpha} \text { for } \quad{ }^{\forall} H \in \mathfrak{h} . \tag{30}
\end{align*}
$$

It is immediately seen that $\sigma_{\alpha}$ makes $\mathfrak{h}$ invariant and that

$$
\begin{align*}
& \left\{\sigma_{\alpha}^{*}(\lambda)\right\}(H)=\lambda(H)-2 \frac{(\lambda, \alpha)}{(\alpha, \alpha)} \alpha(H) \\
& \quad \text { for } \forall \lambda \in \mathfrak{h}^{*} \text { and }{ }^{\forall} H \in \mathfrak{h} . \tag{31}
\end{align*}
$$

[^286][ Notice that $\lambda\left(H_{\alpha}\right)=(\lambda, \alpha)$.] It follows from Eq. (31) that
\[

$$
\begin{equation*}
\sigma_{\alpha}^{*}(\lambda)=\lambda-2 \frac{(\lambda, \alpha)}{(\alpha, \alpha)} \alpha \text { for } \quad \forall \lambda \in \mathfrak{b}^{*} \tag{32}
\end{equation*}
$$

\]

Hence, we obtain

$$
\begin{equation*}
\sigma_{\alpha}^{*}=\left(\sigma_{\alpha}^{*}\right)^{-1}=S_{\alpha} \tag{33}
\end{equation*}
$$

In conclusion, there exists in $I_{0}(\mathfrak{g})$ the subgroup $\left\{\sigma_{a} ; \alpha \in \Delta\right\}$ which is isomorphic to $W$. This group plays an important role in constructing the reflection operator $R$.

We have now come to the place to determine $R$ explicitly. In what follows the internal symmetry group $G$ is restricted to a compact simple Lie group. Then $g$ is a real simple Lie algebra whose Killing form is negative definite, and Weyl's standard basis $\left\{H_{1}, \cdots, H_{l}, E_{\alpha} ; \alpha \in \Delta\right\}$ can be adjusted such that

$$
\begin{equation*}
\left(E_{\alpha}\right)^{t}=-E_{-z}, \quad\left(H_{i}\right)^{t}=H_{i} . \tag{34}
\end{equation*}
$$

[Strictly speaking, this equation should be expressed as $\rho\left(E_{\alpha}\right)^{t}=-\rho\left(E_{-\alpha}\right), \rho\left(H_{i}\right)^{t}=\rho\left(H_{i}\right)$.] Consequently, condition (20) can be rewritten as

$$
\begin{equation*}
R^{-1} E_{\alpha} R=E_{-\alpha}, \quad R^{-1} H_{i} R=-H_{i} \tag{35}
\end{equation*}
$$

This means that the inner automorphism $I$ associated with $R$ maps an eigenvector corresponding to a root $\alpha$ to the one corresponding to $-\alpha$, and that $I$ not only makes $\mathfrak{b}$ invariant but also changes the sign of every element of $\mathfrak{b}$. Thus, we arrive at the conclusion that the inner automorphism $I$ should be determined as the element of $I_{0}(g)$ corresponding to the negative identity -1 of $W$. If -1 can be expressed as

$$
\begin{equation*}
-1=\prod_{a \in \delta} S_{a} \tag{36}
\end{equation*}
$$

with the help of some ordered set $\delta$, then the inner automorphism $I$ is represented as

$$
\begin{align*}
I & =\prod_{\alpha \in \mathcal{S}} \sigma_{\alpha} \\
& =\prod_{\alpha \in \mathcal{S}} \exp \left[\operatorname{ad}\left(\frac{\pi}{[2(\alpha, \alpha))^{\frac{1}{2}}}\left(E_{\alpha}+E_{-\alpha}\right)\right\}\right] . \tag{37}
\end{align*}
$$

In order to evaluate $R$ from this $I$, we consider below the reduction of an operator of the form $\exp \{\operatorname{ad}(Z)\}$. The transformation $\operatorname{ad}(Z)$ can be expressed as

$$
Z_{L}-Z_{R}\left(Z_{L}: X \rightarrow Z X, Z_{R}: X \rightarrow X Z\right)
$$

Since $\left[Z_{L}, Z_{R}\right]=0$, it follows that

$$
\begin{align*}
\exp \{\operatorname{ad}(Z)\} & =\exp Z_{L} \exp \left(-Z_{R}\right) \\
& =(\exp Z)_{L}(\exp Z)_{R}^{-1} \\
& =\{\exp (-Z)\}_{L}^{-1}\{\exp (-Z)\}_{R} \tag{38}
\end{align*}
$$

This equation enables us to derive

$$
\begin{equation*}
R=\prod_{\alpha \in \bar{\delta}} \exp \left\{-\frac{\pi}{[2(\alpha, \alpha)]^{\frac{1}{2}}}\left(E_{\alpha}+E_{-\alpha}\right)\right\}, \tag{39}
\end{equation*}
$$

where $\bar{\delta}$ has the inverse order against $\delta$.

So far we have identified $\mathfrak{n}$ with $\mathfrak{g}$. It is admitted as long as the referring representation $\rho$ is fixed. Explicit description of the representation used leads us to the following expression:

$$
\begin{equation*}
R_{\rho}=\prod_{\alpha \in \bar{\delta}} \exp \left[-\frac{\pi}{[2(\alpha, \alpha)]^{\frac{1}{2}}}\left\{\rho\left(E_{\alpha}\right)+\rho\left(E_{-\alpha}\right)\right\}\right] . \tag{40}
\end{equation*}
$$

This is the very equation that has been searched for. It is illustrated in the examples below.

## (i) Compact Simple Lie Group $\boldsymbol{S U ( 2 ) ( A _ { 1 }}$ type)

Since the corresponding Lie algebra $g$ is of rank one, the nonzero roots of $\mathfrak{g}$ consist of $\alpha$ and $-\alpha$ only. Then $E_{\alpha}, E_{-\alpha}$, and $H_{\alpha}$ are abbreviated to $E_{+}, E_{-}$, and $H$, respectively. It follows that

$$
\begin{align*}
{\left[E_{+}, E_{-}\right] } & =-H,  \tag{41}\\
{\left[H, E_{ \pm}\right] } & = \pm E_{ \pm} . \tag{42}
\end{align*}
$$

The quantities $E_{+}, E_{-}$correspond to the chargeraising operation and the charge-lowering one, respectively. Since $\alpha$ is so normalized that $(\alpha, \alpha)=1$, the Weyl reflection $S_{\alpha}$ is equal to -1 . Therefore, the reflection operator $R$ is determined as

$$
\begin{equation*}
R_{\rho}=\exp \left[-\frac{\pi}{\sqrt{2}}\left\{\rho\left(E_{+}\right)+\rho\left(E_{-}\right)\right\}\right] \tag{43}
\end{equation*}
$$

Since $\rho\left(E_{ \pm}\right)$and $\rho(H)$ are connected with the isotopic spin operators $I_{1}, I_{2}, I_{3}$ satisfying the commutation relation $\left[I_{i}, I_{j}\right]=i \epsilon_{i j k} I_{k}$ such that

$$
\begin{equation*}
\rho\left(E_{ \pm}\right)=\mp\left(I_{1} \pm i I_{2}\right) / \sqrt{2}, \quad \rho(H)=I_{3} \tag{44}
\end{equation*}
$$

we obtain the usual expression

$$
\begin{equation*}
R=\exp \left(i \pi I_{2}\right) \tag{45}
\end{equation*}
$$

In this case, $R$ is antisymmetric.
(ii) Compact Simple Lie Group $\operatorname{Sp}(6)\left(C_{3}\right.$ type)

The fundamental root system ${ }^{14}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ is such that

$$
\begin{aligned}
& \left(\alpha_{1}, \alpha_{1}\right)=\left(\alpha_{2}, \alpha_{2}\right)=1, \quad\left(\alpha_{3}, \alpha_{3}\right)=2 \\
& \left(\alpha_{1}, \alpha_{2}\right)=-\frac{1}{2}, \quad\left(\alpha_{2}, \alpha_{3}\right)=-1
\end{aligned}
$$

and

$$
\begin{equation*}
\left(\alpha_{1}, \alpha_{3}\right)=0 \tag{46}
\end{equation*}
$$

Since $-1=\left(S_{1} S_{3} S_{2}\right)^{3}$, we obtain

$$
\begin{align*}
R_{\rho}= & {\left[\exp \left\{-\frac{\pi}{\sqrt{2}}\left[\rho\left(E_{2}\right)+\rho\left(E_{-2}\right)\right]\right\}\right.} \\
& \times \exp \left\{-\frac{\pi}{2}\left[\rho\left(E_{3}\right)+\rho\left(E_{-3}\right)\right]\right\} \\
& \left.\times \exp \left\{-\frac{\pi}{\sqrt{2}}\left[\rho\left(E_{1}\right)+\rho\left(E_{-1}\right)\right]\right\}\right]^{3} \tag{47}
\end{align*}
$$

[^287]Especially, if we take $\rho$ to be the six-dimensional representation, we get

$$
R_{6}=\left[\begin{array}{rrrrrr} 
& & & 0 & 0 & 1  \tag{48}\\
& 0 & & 0 & 1 & 0 \\
& & & 1 & 0 & 0 \\
0 & 0 & -1 & & & \\
0 & -1 & 0 & & 0 & \\
-1 & 0 & 0 & & &
\end{array}\right] .
$$

In this case also, $R$ is antisymmetric.
(iii) Compact Simple Lie Group $\operatorname{SO}(7)\left(B_{3}\right.$ type)

In this case, ${ }^{14}$ the fundamental root system $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ is as follows:

$$
\begin{aligned}
& \left(\alpha_{1}, \alpha_{1}\right)=\left(\alpha_{2}, \alpha_{2}\right)=2, \quad\left(\alpha_{3}, \alpha_{3}\right)=1 \\
& \left(\alpha_{1}, \alpha_{2}\right)=-\frac{1}{2}, \quad\left(\alpha_{2}, \alpha_{3}\right)=-1
\end{aligned}
$$

and

$$
\begin{equation*}
\left(\alpha_{1}, \alpha_{3}\right)=0 \tag{49}
\end{equation*}
$$

Since $-1=\left(S_{1} S_{3} S_{2}\right)^{3}$ in this case also, we obtain

$$
\begin{align*}
R_{\rho}= & {\left[\exp \left\{-\frac{1}{2} \pi\left[\rho\left(E_{2}\right)+\rho\left(E_{-2}\right)\right]\right\}\right.} \\
& \times \exp \left\{-\frac{\pi}{\sqrt{2}}\left[\rho\left(E_{3}\right)+\rho\left(E_{-3}\right)\right]\right\} \\
& \left.\times \exp \left\{-\frac{1}{2} \pi\left[\rho\left(E_{1}\right)+\rho\left(E_{-1}\right)\right]\right\}\right]^{3} . \tag{50}
\end{align*}
$$

In the eight-dimensional representation, we get
seeing that $R$ is symmetric in this case.
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#### Abstract

It is proved that an average number of particles can be defined only in those representations of the canonical commutation (or anticommutation) relations which are multiples of the Fock-Cook representation.


WITH $\mathfrak{L}$ a real separable pre-Hilbert space, let $\varphi$ be a representation of the canonical commutation relations (CCR) or of the canonical anticommutation relations (CAR) on $\mathcal{L}$ by operators on a Hilbert space $\mathfrak{H} \varphi$. In the case of CCR, we mean by this a Weyl system on $\mathcal{L}$, ${ }^{1}$ i.e., a map $f \rightarrow\{U(f), V(f)\}$ from $\mathcal{L}$ to unitary operators $U(f), V(f)$ on $\mathfrak{H e}$ such that, for every $f, g \in \mathcal{L}$,
(a) $U(f) U(g)=U(g) U(f), V(f) V(g)=V(g) V(f)$, $V(f) V(g)=e^{-i(f, g)} V(g) U(f)$, where $(f, g)$ is the natural scalar product on $\mathbb{C}$.
(b) With $t$ a real variable $U(t f)$ and $V(t f)$ are weakly continuous in $t$ at the origin for all $f \in \mathcal{L}$.

For $f \in \mathcal{L}, a_{\varphi}(f)$ denotes the corresponding closed "destruction operator" and $N_{\varphi}(f)$ the number operator. One has ${ }^{2}$

$$
\begin{gather*}
N_{\varphi}(f) \smile N_{\varphi}(g) \\
a_{\varphi}(f) N_{\varphi}(f) \subset\left(N_{\varphi}(f)+1\right) a_{\varphi}(f) \tag{1}
\end{gather*}
$$

for all $f, g \in \mathcal{L}$, since $\varphi$ is equivalent to a direct sum of Schrödinger representations when restricted to a finite-dimensional subspace of $\mathcal{L} .{ }^{1}$

The Fock-Cook representation [i.e., the one for which there exists a cyclic vector $\Omega \in \mathscr{H}$ such that $\left.a_{\varphi}(f) \Omega=0, \forall f \in \mathcal{L}\right]$ is denoted by $\varphi_{0}$.
In this note we want to prove some statements which are slight generalizations of results by Gårding and Wightman (see Ref. 3, where a characterization is given of all representations of CCR and CAR; also Ref. 4 for a direct proof in the irreducible case). These authors show that the Fock-Cook representation is

[^288]the only one for which there exists a positive selfadjoint operator $N_{\varphi}$ with integer eigenvalues such that its spectral projections $E_{n}\left(N_{\varphi}\right)$ are given by
$$
E_{n}\left(N_{\varphi}\right)=\sum_{i=1}^{\infty} \sum_{n_{i}=1}^{\infty} \delta_{n, \mathbb{Y}_{i} n_{i}} \prod_{i} E_{n_{i}}\left[N_{\varphi}\left(f_{i}\right)\right]
$$
with $\left\{f_{i}\right\}$ an arbitrary orthonormal complete set in $£$.
We state the main proposition as follows:
Theorem ${ }^{5}$ : Let $\mathcal{L}$ be the linear span of vectors $\left\{f_{k}, k=1,2, \cdots\right\}$ on which a scalar product is defined by $\left(f_{k}, f_{j}\right)=\delta_{k j}$ (that gives to $£$ a pre-Hilbert space structure). The following conditions are equivalent:
(a) There exists a cardinal number $n$ such that $\varphi=n \varphi_{0}{ }^{6}$
(b) The linear variety $\mathfrak{D}^{0} \subset \mathscr{H}_{\varphi}$ defined by ${ }^{7}$
\[

$$
\begin{equation*}
\mathcal{D}^{0} \equiv\left\{\phi ; \phi \in \bigcap_{k} D_{N_{\varphi}^{\frac{1}{\varphi}}\left(f_{k}\right)}, \sum_{k=1}^{\infty}\left\langle\phi N_{\varphi}\left(f_{k}\right) \phi\right\rangle<\infty\right\} \tag{2}
\end{equation*}
$$

\]

is dense in $\mathscr{H e}_{\varphi}{ }^{8,9}$
Proof: $(\mathrm{a}) \Rightarrow(\mathrm{b})$ is well known. ${ }^{4}$ To prove (b) $\Rightarrow(\mathrm{a})$ we need first a self-adjoint "number operator." It is

[^289]helpful to introduce the following:
Definitions: $N \equiv$ Friedrichs extension ${ }^{10}$ of the positive bilinear form
$$
[\Phi, \Psi]=\sum_{m=1}^{\infty}\left\langle\Phi N_{\varphi}\left(f_{m}\right) \Psi\right\rangle+\langle\Phi, \Psi\rangle
$$
$\mathscr{H}_{0}$ is the completion of $\mathscr{D}^{0}$ in the norm defined by [.,.]. One has $\mathfrak{D}^{0} \subseteq \mathscr{H}_{0} \subseteq \mathscr{H}_{\varphi}$. $N_{k}^{\prime}$ is Friedrichs extension of the positive bilinear closable form $[\Phi, \Psi]_{k}=[\Phi, \Psi]-\left\langle\Phi N_{\varphi}\left(f_{k}\right) \Psi\right\rangle$.

We now want to prove a weak form of the commutation relation

$$
\begin{equation*}
N a_{\varphi}(f) \subset a_{\varphi}(f)(N-1) . \tag{**}
\end{equation*}
$$

Observe that with $N_{k}=N_{\varphi}\left(f_{k}\right)$

$$
\begin{gather*}
D_{a_{\varphi}}\left(f_{k}\right) \supseteq D_{N^{\ddagger}} ; D_{N_{k}^{\frac{1}{2}}} \supseteq D_{N^{\frac{1}{2}}},  \tag{3}\\
\Phi \in D_{N^{\frac{1}{4}}} \Rightarrow\langle\Phi N \Phi\rangle=\left\langle\Phi N_{k} \Phi\right\rangle+\left\langle\Phi N_{k}^{\prime} \Phi\right\rangle \tag{4}
\end{gather*}
$$

are easy consequences of the definition of Friedrichs extension (see Appendix B) and of the inequalities $N_{k} \geq 0, k=1,2, \cdots$.

Remark next that, for $\Phi, \Psi \in \mathscr{D}^{0}$, and real $\lambda$

$$
\sum_{m}\left\langle e^{i \lambda N_{k}} \Phi, N_{m} e^{i \lambda N_{k}} \Psi\right\rangle=\sum_{m}\left\langle\Phi N_{m} \Psi\right\rangle
$$

from which follows (see Appendix C)

$$
\begin{equation*}
N_{k} \smile N . \tag{5}
\end{equation*}
$$

Let $E(\lambda), E_{k}^{\prime}(\lambda), E_{k}(\lambda)$ be the spectral projections of $N, N_{k}^{\prime}, N_{k}$, respectively. Combining (4) and (5) one obtains

$$
\begin{equation*}
E_{k}(\lambda) \geq E(\lambda), \quad E_{k}^{\prime}(\lambda) \geq E(\lambda) \tag{6}
\end{equation*}
$$

Define

$$
\mathfrak{D} \equiv \bigcup_{\lambda} E(\lambda) \mathscr{H}_{\varphi} \subseteq D_{N} .
$$

From (6) one concludes $\mathfrak{D} \subseteq D_{N_{k}}, \mathfrak{D} \subseteq D_{N_{k}}^{\prime}$. The domain $\mathfrak{D}$ has the following properties:

## Lemma 1:

$$
a_{\varphi}\left(f_{k}\right) \mathbb{D} \subseteq D_{N^{\frac{1}{2}}} ; \quad N_{k}^{\frac{1}{2}} \mathfrak{D} \subseteq D_{N^{\frac{1}{2}}}
$$

We give the proof of the first relation. The second is proved along similar lines.

Let $\Phi \in \mathfrak{D}$. Then $E(\lambda) \Phi=\Phi$ for some real positive $\lambda$ and, in view of $(6), E_{k}(\lambda) \Phi=\Phi, E_{k}^{\prime}(\lambda) \Phi=\Phi$. Since $\mathfrak{D} \subseteq \mathscr{K}_{0}$, there exists a sequence $\Psi_{n} \in E(\lambda) \mathcal{D}^{0}$ such that

$$
\left\|\left|\mid \Phi-\Psi_{n}\| \| \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0\right.\right.
$$

where

$$
\left\|\mid \Psi^{-}\right\| \|^{2}=[\Psi, \Psi]
$$

[^290]With $\Psi_{n, m}=\Psi_{n}-\Psi_{m}$,

$$
\begin{aligned}
\left\|\left\|a_{\varphi}\left(f_{k}\right) \Psi_{n, m}\right\|\right\|^{2}= & \left\langle\Psi_{n, m} N_{k} \Psi_{n, m}\right\rangle \\
& +\sum_{p=1}^{\infty}\left\langle a_{\varphi}\left(f_{k}\right) \Psi_{n, m}, N_{p} a_{\varphi}\left(f_{k}\right) \Psi_{n, m}\right\rangle \\
= & \sum_{p=1}^{\infty}\left\langle\Psi_{n, m}, N_{p} N_{k} \Psi_{n, m}\right\rangle \leq \lambda\left\|\Psi_{n, m}\right\| \|^{2} .
\end{aligned}
$$

Use has been made of the commutation relations between $a_{\varphi}\left(f_{k}\right)$ and $N_{p}$. There exists therefore a $\Psi \in \mathscr{H}_{0}$ such that $a_{\varphi}\left(f_{k}\right) \Psi_{n} \rightarrow \Psi$. Since $a_{\varphi}\left(f_{k}\right)$ is closed, this implies $\Psi=a_{\varphi}\left(f_{k}\right) \Phi$, i.e.,

$$
\begin{equation*}
a_{\varphi}\left(f_{k}\right) \Psi_{n} \rightarrow a_{\varphi}\left(f_{k}\right) \Phi \tag{7}
\end{equation*}
$$

$\mathscr{H}_{0}$ is closed and $\mathscr{H}_{0}=D_{N^{\frac{1}{2}}}$ (see Appendix B). Therefore

$$
\begin{equation*}
a_{\varphi}\left(f_{k}\right) \Phi \subseteq D_{N^{1}} \tag{8}
\end{equation*}
$$

Q.E.D.

We are now in position to prove the following weak form of (**):

Lemma 2: If $\Phi \in \mathfrak{D}$, then

$$
\left\langle a_{\varphi}\left(f_{k}\right) \Phi, N a_{\varphi}\left(f_{k}\right) \Phi\right\rangle=\left\langle N_{k} \Phi,(N-1) \Phi\right\rangle .
$$

Proof: From Lemma 1 and Eq. (4)

$$
\begin{aligned}
\left\langle a_{\varphi}\left(f_{k}\right) \Phi,\right. & \left.N a_{\varphi}\left(f_{k}\right) \Phi\right\rangle \\
& =\left\langle a_{\varphi}\left(f_{k}\right) \Phi, N_{k} a_{\varphi}\left(f_{k}\right) \Phi\right\rangle+\left\langle a_{\varphi}\left(f_{k}\right) \Phi, N_{k}^{\prime} a_{\varphi}\left(f_{k}\right) \Phi\right\rangle \\
& =\left\langle N_{k} \Phi,\left(N_{k}-1\right) \Phi\right\rangle+\left\langle N_{k} \Phi, N_{k}^{\prime} \Phi\right\rangle \\
& =\left\langle N_{k} \Phi,(N-1) \Phi\right\rangle .
\end{aligned}
$$

Proof of the theorem. Let $\bar{\lambda} \geq 0$ be the greatest lower bound of the spectrum of $N$. Let $\Psi_{0} \in \mathscr{H}_{\varphi}$ be such that $E\left(\bar{\lambda}+\frac{1}{2}\right) \Psi_{0}=\Psi_{0},\left\|\Psi_{0}\right\|=1$. Then

$$
\begin{align*}
\bar{\lambda}\left\|a_{\varphi}\left(f_{k}\right) \Psi_{0}\right\|^{2} \leq\left\langle a_{\varphi}\left(f_{k}\right) \Psi_{0}\right. & \left., N a_{\varphi}\left(f_{k}\right) \Psi_{0}\right\rangle \\
& \leq\left(\bar{\lambda}-\frac{1}{2}\right)\left\|a_{\varphi}\left(f_{k}\right) \Psi_{0}\right\|^{2}, \tag{9}
\end{align*}
$$

where the first inequality follows from the spectral decomposition

$$
N^{\frac{1}{2}}=\int_{\lambda^{\frac{1}{2}}}^{\infty} \lambda^{\frac{1}{2}} d E(\lambda),
$$

and the second from Lemma 2. Inequality (9) implies

$$
\begin{equation*}
a_{\varphi}\left(f_{k}\right) \Psi_{0}=0, \quad k=1,2, \cdots \tag{10}
\end{equation*}
$$

Let $E_{\Psi_{0}}$ be the orthogonal projection on the cyclic subspace generated by application of the operators $a_{\varphi}\left(f_{k}\right)$ to the vector $\Psi_{0}$. From Eq. (10) one sees that the subrepresentation $\varphi_{\Psi_{0}}=E_{\Psi_{0}}^{\varphi} \circ \varphi$ is equivalent to the Fock-Cook representation in the subspace $E_{\Psi_{0}}^{\varphi} \mathscr{H}_{\varphi}$.

The subrepresentation $\varphi_{\Psi_{0}}^{\prime}=\left(1-E_{\Psi_{0}}^{\varphi}\right) \circ \varphi$ has the same properties as $\varphi$, relative to the subspace $\left(1-E_{\Psi_{0}}^{\varphi}\right) \mathscr{X}_{\varphi}$. One can therefore repeat for $\varphi_{\Psi_{0}}^{\prime}$ the
arguments which were given above for $\varphi$ and prove the existence of a vector $\Psi_{1} \in\left(1-E_{\Psi_{0}}^{\varphi}\right) \mathscr{H}_{\varphi}$ such that $E_{\Psi_{1}}{ }^{\prime} \Psi_{0} \circ \varphi_{\Psi_{0}}^{\prime}$ is equivalent to the Fock-Cook representation in the subspace $E_{\Psi_{0}}{ }^{\varphi^{\prime}} \Psi_{0}\left(1-E_{\Psi_{0}}^{\varphi}\right) \mathscr{H}_{\varphi}$. The proof of the theorem is now achieved by complete induction. To this theorem we add.

Corollary I: Let $\mathbb{L}$ be a real separable pre-Hilbert space, $f \rightarrow a_{\varphi}(f)$ a representation of the canonical anticommutation relations on $\mathcal{L}$ by operators on the Hilbert space $\mathscr{H}_{\varphi}$. The following conditions are equivalent:
(a) There exists a cardinal number $n$ such that $\varphi=n \varphi_{0}$.
(b) There exists in $\mathcal{L}$ an orthonormal basis $f_{k}$, $k=1,2, \cdots$ such that the linear variety $\mathscr{D}^{0} \in \mathscr{H}_{\varphi}$ defined by Eq. (2) is dense in $\mathscr{H}_{\varphi}$.

Proof: From the relations

$$
a_{\varphi}(f) a_{\varphi}^{*}(g)+a_{\varphi}^{*}(g) a_{\varphi}(f)=(f, g)
$$

it follows

$$
\begin{equation*}
\left\|a_{\varphi}(f)\right\|=\|f\|_{\mathfrak{L}} \tag{11}
\end{equation*}
$$

for all nonzero representation $\varphi$. We may therefore assume that $\mathbb{L}$ is complete.

The implication (a) $\Rightarrow$ (b) is again well known.
To prove (b) $\Rightarrow$ (a) notice first that, if $\tilde{\mathcal{L}}$ is the linear span of $\left\{f_{k}\right\}, k=1,2, \cdots,\left.\varphi\right|_{\tilde{\mathfrak{L}}}$ is a multiple of the Fock-Cook representation.

Let $\Omega$ be a vector in $\mathscr{H}$ which is a "vacuum" for $\left.\varphi\right|_{\tilde{\mathfrak{L}}}$; we have $a_{\varphi}\left(f_{k}\right) \Omega=0, k=1,2, \cdots$ and, from (11)

$$
\begin{equation*}
a_{\varphi}(f) \Omega=0 \forall f \in \mathbb{L} . \tag{12}
\end{equation*}
$$

Therefore $\Omega$ is a "vacuum" for $\varphi$.
Q.E.D.

Corollary II: Let $\mathcal{L}$ be a real separable topological vector space which is a pre-Hilbert space for a weaker topology. Let $\mathfrak{L} \ni f \rightarrow a(f)$ be a representation of the canonical commutation relations on $\mathcal{L}$ by operators on the Hilbert space $\mathscr{K}_{\varphi}$, such that there exists in $\mathscr{H}_{\varphi}$ a linear dense set $D$ on which all the operators $a_{\varphi}(f), a_{\varphi}^{*}(f), f \in \mathcal{L}$ are defined. Assume moreover that
(1) $\overline{\left.a_{\varphi}(f)\right|_{D}}=a_{\varphi}(f) ; \overline{\left.a_{\varphi}^{*}(f)\right|_{D}}=a_{\varphi}^{*}(f)$.
(2) $\psi \in D$ implies that the maps

$$
f \rightarrow a_{\varphi}(f) \psi, \quad f \rightarrow a_{\varphi}^{*}(f) \psi
$$

are continuous from $\mathcal{L}$ to $\mathscr{X}_{\varphi}$. Then the following conditions are equivalent:
(a) There exists a cardinal number $n$ such that $\varphi=n \varphi_{0}$.
(b) The positive form

$$
\phi \rightarrow[\phi, \phi]=\sum_{k}\left\langle\phi N_{\varphi}\left(f_{k}\right) \phi\right\rangle+\langle\phi, \phi\rangle
$$

is densely defined in $\mathscr{H E}$ and its closure does not depend on the orthonormal complete basis $\left\{f_{k}\right\}$.
(c) There exists in $\mathcal{L}$ a total set $\left\{f_{k}\right\}$ which is orthonormal for the pre-Hilbert structure of $\mathfrak{L}$, such that the linear variety defined in Eq. (2) is dense in $\mathscr{K}_{\varphi}$.
Proof: $\mathrm{a} \Rightarrow \mathrm{b}$ is obvious, and $\mathrm{b} \Rightarrow \mathrm{a}$ follows immediately from the proof of the theorem and the remark that $N$ is independent of the basis chosen for its definition.
$\mathrm{a} \Rightarrow \mathrm{c}$ is again well known. To be more precise (and in order that $\mathrm{a} \Rightarrow \mathrm{c}$ be not "logically trivial"), if $\varphi=n \varphi_{0}$ there exists a dense set $D$ with the properties required in the statement of the corollary. One can choose for $D$ the set $D_{1}^{n \varphi_{0}}$ obtained by applying to all vacua in $\mathscr{H}_{n \varphi_{0}}$ arbitrary polynomials in the creation operator $a_{n \varphi_{0}}^{*}(\mathcal{L}), \forall f \in \mathcal{L}$. Property (2) can be verified by computing the norm of $a_{n \varphi_{0}}^{*}(f) \psi$ with $f \in \mathcal{L}$ and $\psi \in D_{1}^{n \varphi_{0}}$. Property (1) is true for $D_{1}^{n \varphi_{0}}$ if it is true for $D_{1}^{\varphi_{0}}$; for the latter case see, e.g., (Ref. 11, p. 48). We have now to prove $c \Rightarrow a$. With the notations used in Corollary I, the theorem states that $\left.\varphi\right|_{\tilde{\mathfrak{L}}}$ is a multiple of the Fock-Cook representation. If $\Omega$ is a vacuum for $\left.\varphi\right|_{\tilde{\mathfrak{J}}}$, we have

$$
\begin{equation*}
\left\langle a_{\varphi}(f) \Phi, \Omega\right\rangle=0 \tag{13}
\end{equation*}
$$

for all $\Phi \in D, f \in \tilde{\mathcal{L}}$. The continuity condition (2) implies that (13) holds for all $f \in \mathcal{L}$. Therefore

$$
\left(\left.a_{\varphi}^{*}(f)\right|_{D}\right)^{*} \Omega=0, \quad \forall f \in \mathbb{L}
$$

and condition (1) gives

$$
\begin{equation*}
\Omega \in D_{a_{\varphi}}(f), \quad a_{\varphi}(f) \Omega=0, \quad \forall f \in \mathbb{L} \tag{14}
\end{equation*}
$$

This proves the corollary.
In conclusion, we mention that a situation of interest in physics and to which Corollary II applies is, e.g., $£ \equiv S^{3}$, the space of infinitely many times differentiable functions on $R^{3}$, decreasing at infinity faster than any inverse polynomial, provided with the Schwartz topology.
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## APPENDIX A

We want to show that the bilinear form

$$
[\Phi, \Psi]=\langle\Phi, \Psi\rangle+\sum_{m=1}^{\infty}\left\langle\Phi, N_{m} \Psi\right\rangle
$$

is closable. Notation is

$$
[\Psi, \Psi]=\|\Psi\|^{2}, \quad\langle\Psi, \Psi\rangle=\|\Psi\|^{2} .
$$

We must prove that, if $\left\|\Phi_{n}-\Phi_{m}\right\| \rightarrow 0$ when $n, m \rightarrow \infty$, there exists an element $\Phi \in \mathscr{X}_{\varphi}$ such that $\left\|\mid \Phi_{n}-\Phi\right\| \rightarrow 0$ for $n \rightarrow \infty$.

Since $\mathscr{K}_{\varphi}$ if complete and $\|\|\Psi\|\| \geq \Psi \|$, there exist $\Phi \in \mathscr{H}_{\varphi}$ and $n_{0}$ such that $\left\|\Phi_{n}-\Phi\right\| \leq 1$ for $n>n_{0}$.

Since $\left\|\mid \Phi_{n}-\Phi_{m}\right\| \| \rightarrow 0$, there exist $n^{\prime}, m^{\prime}$ such that if $n>n^{\prime}$, and $m>m^{\prime}$ one has, for all $M$,

$$
\begin{equation*}
\sum_{k=1}^{M}\left\langle N_{k}^{\frac{1}{2}}\left(\Phi_{n}-\Phi_{m}\right), N_{k}^{\frac{1}{t}}\left(\Phi_{n}-\Phi_{m}\right)\right\rangle<1 \tag{A1}
\end{equation*}
$$

The operators $N_{k}^{\frac{1}{k}}, k=1,2, \cdots, M$ are closed, and $\Phi_{n} \rightarrow \Phi$ in $\mathscr{H}_{\varphi}$; we then have, for $n>n^{\prime}$,
$N_{k}^{\frac{1}{2}}\left(\Phi_{n}-\Phi_{m}\right) \xrightarrow[m \rightarrow \infty]{\longrightarrow} N_{k}^{\frac{1}{2}}\left(\Phi_{n}-\Phi\right), \quad k=1,2, \cdots, M$.
This shows that $\Phi \in D_{N_{k}^{\frac{1}{k}}}, k=1,2, \cdots, M$.
We also have

$$
\sum_{k=1}^{M}\left\langle N_{k}^{\frac{1}{2}}\left(\Phi_{n}-\Phi\right), N_{k}^{\frac{1}{\frac{1}{2}}}\left(\Phi_{n}-\Phi\right)\right\rangle<1 \quad \text { for } \quad n>n^{\prime}
$$

This holds for all $M$ and each term in the sum is positive. Therefore

$$
\begin{equation*}
\left\|\left|\mid \Phi_{n}-\Phi\| \|<1 \quad \text { for } \quad n>n^{\prime}\right.\right. \tag{A2}
\end{equation*}
$$

From the linearity of $\mathscr{H}_{0}$ it follows $\Phi \in \mathscr{H}_{0}$. Moreover, since (A2) holds for sequences of vectors $\Phi_{n}$ not necessarily normalized to 1 , we have

$$
\begin{equation*}
\left\|\left|\left|\Phi_{n}-\Phi\right| \| \rightarrow 0 \quad \text { when } \quad n \rightarrow \infty .\right.\right. \tag{A3}
\end{equation*}
$$

Q.E.D.

## APPENDIX B. A CHARACTERIZATION OF THE FRIEDRICHS EXTENSION

Let $\mathscr{H}$ be a Hilbert space and $D_{0}$ a linear manifold dense in $\mathfrak{K}$, on which a bilinear closable form [ $\Phi, \Psi$ ] is defined with the property $[\Phi, \Phi] \geq\|\Phi\|^{2}$.

We denote by $S$ any self-adjoint operator, bounded below by 1 , which induces the form [ $\Phi, \Psi$ ]

$$
\langle\Phi, S \Psi\rangle=[\Phi, \Psi], D_{S^{\frac{1}{2}}} \supseteq D_{0}
$$

$S_{0}$ is the Friedrichs extension of [., .] and $\mathscr{H}_{0}$ denotes the closure of $D_{0}$ in the norm $\|\mid \Phi\|=[\Phi, \Phi]^{\frac{1}{2}}$. We have $D_{S_{0}} \subseteq \mathscr{H}_{0} \subseteq \mathscr{H}, D_{S^{\frac{1}{2}}} \supseteq D_{S}$.

Define $R_{S}=S^{\frac{1}{2}} / D_{0}$. Evidently $D_{R_{s}^{* *}}=\mathscr{H}_{0}$.
Theorem: The symmetric transformation $R_{S}$ is essentially self-adjoint if and only if $S=S_{0}$.

Proof: (a) $R_{S_{0}}^{* *}$ is self-adjoint. In fact, we have $D_{R_{S_{0}}^{* *}}=\mathscr{H}_{0} \supseteq D_{S_{0}}$, therefore $R_{S_{0}}^{* *} \supseteq S_{0}^{\frac{1}{2}} / D_{S_{0}}$, and, taking closures, $R_{S_{0}}^{* *}=S_{0}^{\frac{1}{2}}$. $\quad$ Q.E.D.
(b) Let $R_{S}$ be essentially self-adjoint. This implies, by closure, $R_{S}^{* *}=S^{\frac{1}{2}}$. Therefore $D_{S^{t}}=\mathscr{H}_{0}$ and $D_{S} \subseteq \mathscr{H}_{0}=D_{S}^{\frac{1}{2}}$. Among the operators $S$, only $S_{0}$ satisfies this inequality.
Q.E.D.

Corollary: $D_{S^{\ddagger}}=\mathscr{H}_{0}$ if and only if $S=S_{0}$.

## APPENDIX C

Let $[\Phi, \Psi$ ] be a positive bilinear closable form defined for vectors from a linear dense subspace $D$ of a Hilbert space $\mathscr{H}$. Let $B$ be a unitary operator on $\mathscr{X}$ such that
(a) $V D=D$.
(b) $[V \Phi, V \Psi]=[\Phi, \Psi]$ for all $\Phi, \Psi \in D$.

Then, if $S$ is the Friedrichs extension of $[\Phi, \Psi]$, one has $V S=S V$ on $D_{S}$.

Proof: Let $B$ be defined on $\mathscr{H}_{0}$ (the closure of $D$ in the norm $\left.[\Phi, \Phi]^{\frac{1}{2}}\right)$ by $\langle\Phi, \Psi\rangle=[\Phi, B \Psi], \Phi, \Psi \in \mathscr{H}_{0}$.

Our assumptions (a), (b) lead to
(1) $\langle\Phi, \Psi\rangle=\langle V \Phi, V \Psi\rangle=[V \Phi, B V \Psi]$,
(2) $\langle\Phi, \Psi\rangle=[\Phi, B \Psi]=[V \Phi, V B \Psi]$.

Comparing (1) and (2) we conclude $B V=V B$ on $\mathscr{H}_{0}$. Since $B$ and $V$ are bounded, it follows $B V=V B$ on $\mathcal{H}$, by continuity. Therefore, making use of $V D_{S} \subset D_{S}, B S / D_{S}=1 / D_{S}, S B=1,0=S(B V-$ $V B) S=V S-S V$ on $D_{S}$.
Q.E.D.
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